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Quantifying the complex loads at the patellofemoral joint (PFJ) is vital to understanding the development
of PFJ pain and osteoarthritis. Discrete element analysis (DEA) is a computationally efficient method to
estimate cartilage contact stresses with potential application at the PFJ to better understand PFJ mechan-
ics. The current study validated a DEA modeling framework driven by PFJ kinematics to predict
experimentally-measured PFJ contact stress distributions. Two cadaveric knee specimens underwent
quadriceps muscle [215 N] and joint compression [350 N] forces at ten discrete knee positions represent-
ing PFJ positions during early gait while measured PFJ kinematics were used to drive specimen-specific
DEA models. DEA-computed contact stress and area were compared to experimentally-measured data.
There was good agreement between computed and measured mean and peak stress across the specimens
and positions (r = 0.63–0.85). DEA-computed mean stress was within an average of 12% (range: 1–47%) of
the experimentally-measured mean stress while DEA-computed peak stress was within an average of
22% (range: 1–40%). Stress magnitudes were within the ranges measured (0.17–1.26 MPa computation-
ally vs 0.12–1.13 MPa experimentally). DEA-computed areas overestimated measured areas (average
error = 60%; range: 4–117%) with magnitudes ranging from 139 to 307 mm2 computationally vs 74–
194 mm2 experimentally. DEA estimates of the ratio of lateral to medial patellofemoral stress distribution
predicted the experimental data well (mean error = 15%) with minimal measurement bias. These results
indicate that kinematically-driven DEA models can provide good estimates of relative changes in PFJ con-
tact stress.

� 2019 Elsevier Ltd. All rights reserved.
1. Introduction

Osteoarthritis (OA) of the patellofemoral (PFJ) joint has recently
gained significant attention as a major debilitating musculoskeletal
disease, with studies showing incidence rates as high as 32% in
individuals over the age of 50 (Hinman et al., 2014; Stefanik
et al., 2013). Despite the high incidence of patellofemoral OA, the
pathophysiology of this disorder remains unclear; one accepted
and well-documented precursor to patellofemoral OA is patellofe-
moral pain (Thomas et al., 2010). Currently, one commonly
accepted hypothesis for development and progression of patellofe-
moral pain is altered loading at the cartilage and subchondral bone
levels (Powers et al., 1999; Wyndow et al., 2016). Altered PFJ loads
have been found to be most directly caused by poor patella
malalignment and tracking (Cahue et al., 2004; McWalter et al.,
2007; Ward and Powers, 2004; Worlicek et al., 2017) that result
in elevated PFJ stress (Fulkerson and Buuck, 2004; Heywood,
1961; Insall et al., 1976; Moller et al., 1989; Outerbridge, 1961).

Measuring the changes in the loading environment of the PFJ
has been limited to experimental, in-vitro cadaveric tests
(Ahmed et al., 1987; Haut, 1989; Huberti and Hayes, 1984; Lee
et al., 1994; Lee et al., 2003). The goal of these studies was to
understand the impact of altered patellofemoral alignment and
tracking on patellofemoral contact mechanics. In such studies,
the contact stress profile across the joint is measured to provide
insight for developing improved treatments to limit pain and pre-
vention of OA. Unfortunately, no current method exists to provide
direct quantitative evidence of joint contact stress profiles in-vivo.
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To address this knowledge gap, recent advancements in numerical
approximation techniques have allowed for development of elabo-
rate subject-specific computational models to investigate the
internal PFJ contact environment.

Current models of the PFJ incorporate the use of finite element
(FEA) techniques (Besier et al., 2005; Besier et al., 2008; Cohen
et al., 2001), discrete element (DEA) methods (Elias et al., 2004;
Elias and Cosgarea, 2006; Elias et al., 2004; Elias and Cosgarea,
2007; Elias et al., 2010), or utilize a combination of subject-
specific musculoskeletal computer models with accurate in-vivo
experimental data (Adouni et al., 2012; Fernandez and Hunter,
2005; Schmitz and Piovesan, 2016). Validation of these prior
models has been limited to replicating experimental kinematics.
Considering the advancements in biplanar fluoroscopy and other
in-vivo imaging methods for collecting accurate kinematic data
(Bey et al., 2008), displacement-driven models of the PFJ offer sig-
nificant potential to quantitatively evaluate treatment in patients
long-term if these models are validated.

The primary objectives of this study were: (1) to develop a
three-dimensional (3D), subject-specific modeling framework for
estimating PFJ contact stress utilizing the DEA method driven by
highly accurate knee joint kinematics and (2) to validate the
model-estimated PFJ contact stress distribution in cadaveric knees.
Model validation was carried out by comparing predicted PFJ con-
tact stress distributions with those obtained from in vitro
experiments.
2. Methods

A DEA framework was developed to employ specimen-specific
kinematics to estimate PFJ contact stress. The DEA modeling pipe-
line is described in three parts: (1) creation of subject-specific
model geometry; (2) experimental collection of kinematics and
contact mechanics; and (3) DEA model simulations and validation
(Fig. 1).
Fig. 1. Steps to create subject-specific DEA model of the patellofemoral joint driven by k
dimensional surface model (b). Experimental joint kinematics (c) are collected using a
computed contact stress (d) is calculated and validated against experimental measures
Two fresh-frozen (stored at �18 �C) cadaveric knees (specimen
#1: Age = 52 years, Sex = Male, Weight = 81.7 kg, Height = 1.80 m;
specimen #2: Age = 46 years, Sex = Male, Weight = 63.5 kg,
Height = 1.75 m) were utilized for the development and validation
of the modeling framework. Specimens were thawed overnight at
room temperature for 24 h before testing and prepared by remov-
ing all soft tissue more than 10 cm proximal and distal to the tibio-
femoral joint line except for the quadriceps tendons and capsular
ligaments. Femoral and tibial ends were potted to allow for mount-
ing of the knees in an experimental testing jig. To track the motion
of the bones, registration blocks were fixed to the medial tibia,
medial femur and central patellar bones using an adhesive mixture
from cyanoacrylate and baking soda.
2.1. DEA model generation

To create subject-specific bone and cartilage geometry, high
resolution, sagittal plane magnetic resonance images (MR) were
acquired for each knee with a 3.0-T MR scanner (Siemens Medical
Solutions, Malvern, PA, USA). All images were acquired using an
eight-channel knee coil with a 3D, high-resolution, fat-
suppressed, fast spoiled gradient recalled echo (SPGR) sequence
(repetition time: 14.5 ms, echo time: 2.8 ms, flip angle: 10�,
matrix: 320 � 320, field of view: 14 cm, slice thickness: 0.7 mm,
pixel size: 0.44 mm, scan time of 8:58 min). This sequence has
been shown to provide excellent images for distinguishing bone
and articular cartilage for model development (Besier et al.,
2005; Farrokhi et al., 2011). Both knees were positioned supine
in an extended, unloaded position within the MR coil. To visualize
the registration blocks within the MR scan, a petroleum jelly mix-
ture was applied around the cubes prior to each scan.

Once completed, the MR images were manually segmented
(Mimics�, Materialise Inc., Leuven, Belgium) to produce 3-
dimensional surface models of the femur, patella, and their respec-
tive articular cartilage and registration blocks (Fig. 2). The surface
inematics. Sagittal plane MR images (a) are manually segmented to create a three-
mechanical digitizer and applied to the model to replicate joint positions. DEA-

of contact stress (e).



Fig. 2. Sample image of segmented masks of geometry from MRI (left) and resulting 3D model (right).

166 J.A. Gustafson et al. / Journal of Biomechanics 88 (2019) 164–172
renderings were imported into an FE pre-processor (Hypermesh�,
Altair Engineering Inc., Troy, MI), where a mesh refinement process
was implemented. Triangular shell elements were created for both
bones and articular cartilage surfaces. A mesh convergence analy-
sis was conducted on the femoral and patellar cartilage elements
through an iterative process of comparing the change in the out-
come variables of interest (i.e., mean and peak contact stress) as
a function of decreasing average element length. Mesh conver-
gence was tested for the triangular shell elements with average
side lengths of 4.0, 2.0, 1.0, 0.5, and 0.25 mm (Fig. 3). Results of
the convergence study revealed that there were minimal changes
in mean and peak contact stress between the 1 mm and 0.5 mm
case (average difference of 1.4%). Therefore, an average element
size of 1 mm was deemed appropriate for all computational
simulations.
2.2. Testing apparatus and measuring specimen-specific kinematics

Each knee specimen was mounted in a custom designed knee
testing jig that allows for unconstrained 6 degree of freedom
motion throughout knee flexion-extension range with simultane-
ous application of tensile loads to the quadriceps tendons. Each
knee specimen was positioned and loaded at two knee joint flexion
angles (0� and 15� of tibiofemoral flexion) with three femoral rota-
tion positions (neutral alignment, 5� internal, and 5� external
femoral rotation) and two varus/valgus positions (5� varus and 5�
valgus), for a total of 10 joint positions. These joint positions were
chosen for validation as they represent clinically relevant positions
during the early portion of the gait cycle, when the patella is most
susceptible to peak stresses (Brechter and Powers, 2002; Perry
Fig. 3. Results for the mesh convergence analysis performed on the patellar cartilage elem
stress.
et al., 1975). At each position, tensile loads (total force = 215 N)
were applied to the quadriceps tendons [vastus medialis, vastus
lateralis, and combined vastus intermedius & rectus femoris]
(Pearle et al., 2007) and compressive loads (350 N) applied to the
femur to simulate 50% of an individual’s mean body weight
(Hofer et al., 2012).

A mechanical digitizer (Faro Arm�, Lake Mary, FL) was mounted
to the knee testing system and used to measure the motion of the
rigid femur, patella, and tibia bone. Relative bone motions were
measured by manually digitizing points on the surface of three
pre-defined faces of the registration blocks attached to each bone.
The digitized points were imported into custom written Matlab
software (2016a, Mathworks, Natick, MA) to calculate orthonormal
coordinate systems for the femur, patella and tibia bones by fitting
the data points on each face to a plane equation using a least-
squares optimization technique. The optimization routine gener-
ated a coordinate system for each block representing the loaded
state of the knee joint at each position (Fischer et al., 2001).
2.3. DEA model positioning

To orient the unloaded computational models generated from
MR scans to the loaded experimental joint positions measured
experimentally, local-to-local coordinate transformation map-
ping—termed ‘‘coordinate registration”—was employed using coor-
dinate systems generated for each registration block. The
coordinate systems for the computational models were generated
using a best-fit plane algorithm along each registration block
(�2013 Geomagic Studio, 3DSystems, Rock Hill, SC). Once both
unloaded and loaded coordinate systems were defined, affine
ents evaluating (A) changes in mean contact stress and (B) changes in peak contact
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transformation matrices were formed to orient the position of the
femur and patella—along with their articulating cartilage sur-
faces—from the MR image coordinate system to the experimental
positions. This coordinate registration method has been shown to
have an accuracy level of ±0.1 mm for translations and ±0.1� for
rotations (Fischer et al., 2001).
2.4. Contact stress calculations and DEA simulation

PFJ contact pressures were collected at each testing position
using calibrated, thin, flexible pressure sensors (K-scan Model
5051, 2.5 K psi; Tekscan Inc., South Boston, MA). Prior to testing,
the sensors underwent a conditioning, equilibration, and calibra-
tion protocol (Wilson et al., 2003) using a material testing machine
(Model 4502; Instron Corp., Norwood, MA). Once sensor prepara-
tion was completed, a lateral patellofemoral retinacular release
was performed for each specimen to allow the pressure sensors
to be inserted and secured to the retro-patellar surface. To charac-
terize the spatial relationship between the pressure sensor and
patellar anatomy, an outline of the sensor was recorded by press-
ing around the borders of the patella. This outline was then virtu-
ally registered and mapped to the patellar anatomy using
measurements of the retropatellar surface recorded using a caliper
(height and width).

PFJ contact stress from the DEA model was estimated using a
rigid body spring method described previously (An et al., 1990;
Elias et al., 2004; Genda et al., 2001; Iwasaki et al., 1998). Briefly,
springs were generated in the regions of apparent cartilage overlap
detected between the femoral and patellar contacting surfaces.
Contact was simulated by applying the experimentally collected
kinematic transformations as described above. For both DEA mod-
els, cartilage was assigned isotropic linear-elastic material proper-
ties (E = 1 MPa, v = 0.42) (Blankevoort et al., 1991). DEA contact
stress was calculated using a linear elastic spring model
(Blankevoort et al., 1991; Elias and Cosgarea, 2007; Kwak et al.,
2000) in Matlab. The estimated contact stress was then divided
into medial and lateral patellar facet regions, defined by drawing
Fig. 4. The patellofemoral contact stress distribution at 15� of flexion for the experim
validation study. The stress distribution is shown for the externally rotated position and
contact and stress with increasing internal femoral rotation both experimentally and co
a line through the inferior apex to the superior-most point on
the base of the patella. Outputs from the model included contact
area and mean and peak contact stresses for each facet across
the different flexion angles and rotation positions. Run time for
each DEA model was less than 1 s on a desktop computer (Intel-
Core i7 2.4 GHz; 32 GB RAM; 64-bit operating system).

2.5. Validation analysis

The DEA model results were validated by comparing estimates
of joint contact stress distribution, mean stress and peak stress
with the experimentally measured data for each knee specimen
at each joint position. Additionally, comparisons were made for
the lateral to medial mean and peak facet-ratio contact stress—
by dividing the lateral facet mean and peak stress by those of the
medial facet. The lateral to medial (LM) ratio of joint contact stress
was calculated to estimate the relative change in facet-based load-
ing across the different joint positions. The LM ratio provides a glo-
bal metric of the relative distribution of the contact stress profiles.
The differences in LM ratio of the contact stresses between the
computational model and experimental data were used to gener-
ate Bland-Altman plots (Altman and Bland, 1983), which has been
shown to be a useful tool when comparing two different measuring
techniques to assess measurement bias and establish limits of
agreement (LOA) of the data points. Lastly, a Pearson product-
moment correlation coefficient was computed to determine the
relationship between the experimental and computational area
and mean and peak stress across the different knee joint positions.
All statistical tests were performed in SPSS v22 (IBM, Armonk, NY).

3. Results

3.1. Contact stress

Overall, locations of contact stress were visually similar
between the experimental and computational contact stress distri-
butions for both specimens (Fig. 4). The computational model
ental results (top) and computational results (bottom) for the two knees in this
internally rotated position for each knee, demonstrating increases in lateral facet

mputationally.



Table 1
Comparisons of contact area, mean contact stress, and peak contact stress between experimental measurements and DEA computation for both knee specimens across multiple
knee flexion positions.

Lateral Facet Medial Facet

Specimen #1 Contact Area (mm2) Mean Stress (MPa) Peak Stress (MPa) Contact Area (mm2) Mean Stress (MPa) Peak Stress (MPa)

Position: flexion angle,
rotation angle (degrees)

Experimental DEA Experimental DEA Experimental DEA Experimental DEA Experimental DEA Experimental DEA

0, external rotation 5 103 199 0.20 0.63 0.39 1.08 113 112 0.24 0.60 0.57 0.99
0, neutral 115 208 0.33 0.61 0.83 1.03 55 123 0.22 0.38 0.44 0.75
0, internal rotation 5 113 193 0.40 0.68 0.93 1.13 42 78 0.21 0.36 0.44 0.71
0, valgus 5 110 189 0.32 0.67 0.71 1.09 50 101 0.25 0.50 0.53 0.98
0, varus 5 94 174 0.29 0.6 0.71 1.02 66 66 0.23 0.48 0.53 0.91
15, external rotation 5 153 255 0.22 0.61 0.53 1.17 132 211 0.21 0.58 0.47 0.96
15, neutral 174 281 0.29 0.61 0.63 1.17 94 236 0.17 0.55 0.31 0.90
15, internal rotation 5 169 268 0.38 0.64 0.84 1.23 48 117 0.15 0.25 0.27 0.56
15, valgus 5 192 307 0.29 0.64 0.72 1.24 102 264 0.12 0.55 0.22 0.92
15, varus 5 184 294 0.30 0.63 0.66 1.19 69 242 0.14 0.51 0.27 0.84

Specimen #2
0, external rotation 5 74 139 0.30 0.46 0.69 0.85 61 61 0.35 0.61 0.86 0.98
0, neutral 76 167 0.42 0.56 0.89 1.10 53 55 0.31 0.41 0.83 0.74
0, internal rotation 5 85 162 0.55 0.57 1.13 1.12 32 20 0.36 0.33 0.76 0.58
0, valgus 5 100 175 0.39 0.57 0.85 1.26 77 62 0.23 0.46 0.75 0.78
0, varus 5 100 162 0.38 0.52 0.86 1.03 47 53 0.24 0.36 0.73 0.69
15, external rotation 5 194 187 0.26 0.21 0.42 0.41 153 129 0.32 0.25 0.55 0.45
15, neutral 176 209 0.32 0.26 0.52 0.45 126 94 0.22 0.18 0.42 0.37
15, internal rotation 5 185 224 0.38 0.27 0.61 0.48 110 88 0.23 0.17 0.39 0.36
15, valgus 5 192 219 0.30 0.28 0.52 0.51 147 109 0.23 0.21 0.41 0.43
15, varus 5 187 234 0.33 0.30 0.57 0.55 148 102 0.23 0.21 0.41 0.42

168 J.A. Gustafson et al. / Journal of Biomechanics 88 (2019) 164–172
predicted the change in stress distribution observed experimen-
tally across the different joint positions. Both computational and
experimental data determined the greatest peak stresses for the
medial facet at the externally rotated positions and greatest stres-
ses for the lateral facet at the internally rotated positions.

PFJ contact area ranged from 74 to 194 mm2 experimentally
and 139 to 307 mm2 computationally, while patellofemoral stress
ranged from 0.12 to 1.13 MPa experimentally and 0.17 to
1.26 MPa computationally for both specimens. For knee specimen
#1, the computational model consistently overestimated the
experimental area with a mean difference of 37% (range: 4–59%),
mean stress with a mean difference of 16% (range: 1–47%), and
peak stress with a mean difference of 25% (range: 7–39%) across
the positions tested (Table 1). Overall, moderate, non-significant
correlations were observed between the experimental and compu-
tational measures for contact area (r = 0.47, p = 0.11) and mean
contact stress (r = 0.54, p = 0.059). When assessing the peak con-
tact stress, a strong, significant correlation was found between
the experimental and computational model (r = 0.77, p = 0.002).

For specimen #2, the computational model overestimated the
contact area with a mean difference of 82% (range: 14–117%),
mean contact stress with a mean difference of 7% (range: 1–27%),
and peak contact stress with a mean difference of 19% (range: 1–
40%) (Table 1). Overall, strong correlations were observed between
the experimental and computational contact area (r = 0.67,
p = 0.03), mean contact stress (r = 0.84, p = 0.003), and peak contact
stress (r = 0.63, p < 0.05). When combining the data from both
knees across all of the tested positions, a weak, non-significant cor-
relation was found with contact area (r = 0.27, p = 0.21), while
moderate-to-strong, significant correlations were found for mean
contact stress (r = 0.67, p < 0.01) and peak contact stress (r = 0.54,
p < 0.01).
3.2. Facet-ratio

In general, both mean and peak LM ratio of contact stress for
both the DEA model and experimental data were greater than a
value of 1.0, indicating greater lateral facet loading (Fig. 5). On
average, the model predicted the changes in mean and peak con-
tact stress on each facet within 15–19% of the experimental data,
respectively, across the rotational positions. For specimen #1,
moderate to strong correlations were observed for the LM ratio
of mean contact stress (r = 0.63, p = 0.02) and peak contact stress
(r = 0.70, p = 0.01) between the DEA model and experimental data.
Similarly, specimen #2 showed moderate to strong correlations for
the LM ratio of mean contact stress (r = 0.85, p = 0.002) and peak
contact stress (r = 0.63, p = 0.049) between the DEA model and
experimental data.

The results from the Bland-Altman analysis revealed low mea-
surement bias (Fig. 6). For specimen #1, the measurement bias
for the LM ratio of the mean contact stress was �0.22 (95% confi-
dence LOA: �1.13 to 0.68). The measurement bias for the LM ratio
of the peak contact stress was �0.50 (95% confidence LOA: �1.69
to 0.68). For specimen #2, the measurement bias for the LM ratio
of the mean contact stress was �0.04 (95% confidence LOA:
�0.38 to 0.30) and for peak contact stress was 0.14 (95% confidence
LOA: �0.35 to 0.64).
4. Discussion

The objective of this study was to develop a subject-specific
modeling framework employing the DEA method driven by knee
joint kinematics to estimate PFJ contact mechanics. Additionally,
a secondary objective was to validate this modeling framework
by comparing DEA-computed contact stresses with those mea-
sured experimentally at multiple knee joint positions. The pre-
dicted stress distributions were qualitatively similar to the
experimental pressure distributions, both in relative magnitude
and location of contact. The DEA model also predicted the changes
in joint contact stress distributions resulting from the changes in
femoral rotation at the different flexion angles. A correlation anal-
ysis confirmed a moderate to strong relationship between the
experimental and computational contact stress values (r = 0.63–
0.92). Finally, a Bland-Altman analysis demonstrated a low amount
of bias between the computational model and experimental data.
Validation to this extent including the comprehensive outcome



Fig. 5. Lateral to medial facet-ratio of mean (top) and peak (bottom) contact stress between DEA model and experimental data for specimen #1 (left) and specimen #2 (right)
across multiple joint positions: FE = flexion angle, IR0 = neutral femoral alignment, IR5 = internal femoral rotation 5�, ER5 = external femoral rotation 5�, VL5 = valgus 5�,
VR5 = varus 5�.
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measures and positions tested has not been performed previously
for the patellofemoral joint.

The measured experimental stresses, and subsequent computa-
tional estimates, were lower than prior studies with similar testing
systems due to testing constraints for safety reasons when manu-
ally loading the knee specimens (Huberti and Hayes, 1984; Lee
et al., 1994; Wilson et al., 2003). However, it is important to note
that pressure-based systems, like the one used in this study, have
been reported to exhibit errors in contact area over 15% and peak
contact pressure estimations between 10% and 15% (Hale and
Brown, 1992; Wu et al., 1998). These errors in contact pressure
must be considered when using pressure sensor data as the ‘‘gold
standard” for comparing model estimates of stress, which may
explain some of the variability between the model and experimen-
tal data.

Direct comparison of the mean and peak stress magnitudes
indicated that the model was significantly over-estimating
stress—as high as 47%. However, contact stress magnitudes calcu-
lated from the model are directly related to the elastic modulus
assigned to the rigid body spring model. The choice of the modulus
can be tuned by the analyst to better match the magnitudes of
stresses measured experimentally, if desired. For example, simply
reducing the elastic modulus by 50% (0.5 MPa) for specimen #1
reduces the error in mean stress from 47% to 12% and peak stress
from 46% to 18%, demonstrating the direct relationship between
modulus and DEA-computed stress. We used a consistent modulus
for both specimens and focused on comparing trends in stress dis-
tribution between the model and experimental data rather than
predicting absolute stress magnitudes. In the current study, an
elastic modulus of 1.0 MPa was chosen based on prior studies
(Armstrong and Mow, 1982; Froimson et al., 1997; Krishnan
et al., 2003) and does not represent the dynamic transient modulus
of cartilage expected under gait loading conditions, as there were
inherent experimental limitations leading to prolonged static load-
ing (�5 to 10 min) of the specimens prior to collection of contact
pressure data. Should future work look to apply this modeling
technique using in-vivo data, greater elastic moduli (�3 to
7 MPa; Ateshian and Hung, 2005) would be more appropriate
due to the dynamic transient properties of cartilage under gait
loading conditions.

Additionally, overestimation in contact stress has been
observed in prior DEA-based modeling studies (Abraham et al.,
2013; Anderson et al., 2010; Elias et al., 2004; Kern, 2011) and
results from the independent nature of each spring within the
model such that deformation throughout the articulating surface
has no effect on the neighboring springs. This is a simplification
of the highly non-linear contact at the joint interface and a limita-
tion of DEA, which cannot compute internal or depth-dependent
stresses; however, this simplification can be a valuable, compli-
mentary tool to more complex cartilage models using FEA. Further-
more, small geometrical imperfections can result in erroneous
peak stress values. One method for limiting the influence of these
imperfections is to compare peak stress with the 95th percentile
stress data. We found a maximum difference of 9% and a 3%
improvement in RMSE of peak stress when using the 95th per-
centile data. Considering the sensitivity of the model to moduli
and potential for geometrical imperfections when predicting abso-
lute magnitudes of stress, this study emphasized validating the rel-
ative changes in contact stress across the joint via the LM ratio.

There was good agreement between the predicted and mea-
sured changes in joint contact stress across the joint positions
(<20% error). The DEA model demonstrated minimal bias (�0.16)
in the LM ratio relative to the experimental data when employing
a Bland-Altman analysis. The limits of agreement for the LM stress
ratios in the current study ranged from�0.40 to 0.64. An important
consideration of using Bland-Altman analysis is that there is no
‘‘accepted” value for validation, but rather the technique estab-
lishes limits of agreement which provide a range of values through



Fig. 6. Bland-Altman plots of differences between DEA and experimental measures vs. the mean of the two methods in measuring lateral to medial facet-ratio of contact
stress. Plots are shown for mean contact stress (top) and peak contact stress (bottom) ratios for specimen #1 (left) and specimen #2 (right).
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which the model can reliably predict experimental results (95%
confidence). The DEA model predicted the changes in the LM ratio
of mean and peak stress across the tested positions within 15%–
19% of the experimental data, respectively. While no study to date
has validated LM ratio of stresses within the PFJ, indirect estimates
of LM ratio from prior force-control studies (Elias and Saranathan,
2013; Fernandez et al., 2011; Lenhart et al., 2015) show values
from the current study are within a similar range (1.25–1.80). Fur-
thermore, these prior studies used correlations as a validation met-
ric for predicting patellar forces and stress, which does not directly
assess differences between the predicted and measured data, as
performed in the current study. This has important clinical impli-
cations as the current model is intended to be used in individuals
with PFJ dysfunction to estimate changes in stress distribution
during functional tasks. Considering the advancements in biplane
fluoroscopy methods and its use for measuring changes in patello-
femoral kinematics in individuals with knee OA (Bey et al., 2008;
Farrokhi et al., 2015), these displacement-controlled DEA models
hold promise for quantifying changes in patellofemoral stress dis-
tribution during functional tasks.

The current DEA model is dependent on the accuracy of two
measurement systems: (1) the experimentally measured kinemat-
ics and (2) the image segmentation and co-registration technique.
The experimental registration method used in the current study is
more accurate (alignment error = ±0.1 mm) than current in-vivo
imaging systems, such as biplane fluoroscopy (patella alignment
error = ±0.25 mm). While the current model was developed from
MR images with a 0.4 � 0.4 mm pixel size and slice thickness of
0.7 mm—deemed excellent for operating these displacement-
based DEA models—the accumulated errors due to imaging, seg-
mentation, model smoothing, and alignment must be acknowl-
edged and have been the focus of prior work (Cohen et al., 1999;
Koo et al., 2005; Thorhauer and Tashman, 2015). To summarize,
image segmentation error and geometric distortion in MRI volume
of the tibiofemoral joint can increase cartilage overlap by up to
0.37 ± 0.17 mm (Thorhauer and Tashman, 2015), which in part
can explain the overestimates of contact area in the current study.

To understand the potential effect of MRI segmentation and
kinematic errors expected from in-vivo imaging systems (i.e.
biplane fluoroscopy-based systems), a sensitivity study was per-
formed on the predicted contact mechanics. The results from this
sub-analysis can be found in the Supplementary Material. In sum-
mary, increased error in estimates of cartilage overlap—up to
0.5 mm—led to a mean error in contact area of 25% (range = 16–
44%) and mean error in mean contact stress of 11% (range = 8–
19%). Increases in kinematic error on the order of up to ±0.5 mm
or degree could alter the mean stress up to 25% and peak stress
up to 24%, with a slightly lower effect on the LM ratio of 22%. These
errors are substantially lower than the errors reported by Fregly
et al. (>100% at ±0.5 mm) (Fregly et al., 2008), highlighting the dif-
ferences between kinematic control of the patellofemoral and
tibiofemoral joint. We have previously shown differences in PFJ
kinematics—particularly tilt and medial-lateral translation—up to
3� and 3 mm, respectively, during downhill walking in older adults
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with and without knee OA. The analysis from the current study
suggests our displacement-controlled DEA modeling framework
is sensitive enough to quantify the changes in mean and peak
stress, as well as the relative ratio of the compartmental loading
of the PFJ. However, it is important to emphasize that the current
study and the estimated range of errors were only evaluated dur-
ing quasi-static loading of the PFJ and should be considered prior
to implementation during dynamic tasks.

In summary, the current modeling framework employed dis-
placement driven DEA methods to estimate PFJ contact stress at
multiple knee joint positions. The modeling framework was vali-
dated in terms of facet-specific contact stress distribution. These
models could be used with accurate in-vivo dynamic biplane fluo-
roscopy techniques to estimate changes in PFJ stress distribution
during functional tasks.
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