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LINEARLY PRESENTED PERFECT IDEALS OF CODIMENSION 2 IN
THREE VARIABLES

ANDRE DORIA! ZAQUEU RAMOS ARON S1MIs?

Abstract

The goal of this paper is the fine structure of the ideals in the title, with emphasis
on the properties of the associated Rees algebra and the special fiber. The watershed
between the present approach and some of the previous work in the literature is that
here one does not assume that the ideals in question satisfy the usual generic properties.
One exception is a recent work of N. P. H. Lan which inspired the present work. Here we
recover and extend his work. We strongly focus on the behavior of the ideals of minors
of the corresponding so-called Hilbert-Burch matrix and on conjugation features of the
latter. We apply the results to three important models: linearly presented ideals of
plane fat points, reciprocal ideals of hyperplane arrangements and linearly presented
monomial ideals.

Introduction

The existing literature on codimension 2 perfect ideals is so vast that yet a new paper on
the subject would look like a temerity, and yet if one forgoes the usual generic conditions,
many questions are largely open. The main purpose of this work is to pursue some of these
questions, with a focus on the associated Rees algebra of the ideal.

Let R denote a commutative Noetherian ring and let I C R stand for an ideal. Let
Rr(I) := R[It] C R[t] denote the Rees algebra of I, where t is an indeterminate over R.
Recall that there is a structural graded R-algebra surjection Sg(I) — Rg(I), where Sg(I)
denotes the symmetric algebra of I. For some of the early findings about this map and
its related ideal theory and homology one may refer to [12], [27] and the references there.
One such ideal theoretic notion is the following: the ideal I is of linear type if this map
is injective. A major property of such an ideal is the known restriction on its number of
generators, namely, that the latter is locally everywhere bounded by the dimension of the
ambient ring.

A whole lot of published work in commutative algebra has a focus on how to approach
ideals which are not of linear type — and, in particular, do not satisfy the above restriction
on the number of generators — but still share a few common features that may be reflected
in the behavior of the associated algebras.

Surprisingly, even for a homogeneous perfect ideal I of codimension 2 in a standard
graded polynomial ring R = k[x] = k[x1, ..., x4 over a field k, which is moreover generated
in on single degree, there is no encompassing theory in all cases. In addition to the Rees
algebra, one is naturally led to study the so-called special fiber algebra. One relevant aspect
of the latter is that it isomorphic in this case to the homogeneous defining ring of the image
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of the rational map defined by the linear system of the generators of I. There are satisfactory
results in the case where I satisfies the so-called (G4) condition, a property regarding the
number of generators of I locally off the irrelevant ideal (x). This condition has a hidden
impact on the codimension of an ideal of minors of lower size of the Hilbert—Burch matrix,
making them sort of generic. Thus, if d = 3 the property means that [ is generically a
complete intersection. We refer to [17] and the references thereof for the main results along
this line.

The case d = 2 has been largely dealt with by many authors, mainly envisaging elim-
ination theory (see [3], [4], [13], [15]). In this environment one takes huge profit from the
fact that the ideal I is primary to the maximal irrelevant ideal. In any case, the methods
and ideas, if not some of the intermediate results, tend to be quite apart from the ones in
this work.

One first attempt to get away from the (G4) condition or others of similar nature is
a recent result of N. Lan ([16]), assuming that d = 3 and that I C k[x,y, 2] is a linearly
presented codimension 2 perfect ideal. In this work, as in [16], we only deal with the case
where d = 3 and assume throughout that [ is linearly presented. A reason for the latter
is twofold: first, the technology becomes easier and second, one can expect that the Rees
algebra itself be a Cohen—Macaulay ring in interesting cases. In fact, allowing for minimal
syzygies of higher degree usually disrupts the Cohen—-Macaulayness of the Rees algebra (see
[15, Introduction] for d = 2 and [21, Section 4.1] for d = 3).

With Lan we consider the (n + 1) X n syzygy matrix ¢ of the ideal I (i.e., its Hilbert—
Burch matrix) and look at the nested sequence of its ideals of minors of various sizes:

I=1In() CIna(e) C--- C Ii(p),

where I () is assumed to have codimension 3 (a harmless hypothesis as the matrix has only
linear entries). Whereas Lan’s main assumption is that I»(p) has codimension 2, we impose
no such restriction at the outset and instead look at the first index ¢ such that I;11(y) has
codimension 2. For lack of better terminology we call this index the chaos invariant of ¢
(or of I, keeping in mind the relevant fact that it is invariant under conjugation). The chaos
invariant will play a major role in this work.

We now briefly describe the contents of the sections and at the end state the main results
of the paper. Let the reader have in mind that the main goal is the structure and properties
of both the Rees algebra and the special fiber, such as Cohen—Macaulayness and normality,
and the fiber type condition.

Section 1 is a brief reminder about the main ideal theoretic gadgets. Most of the used
terminology can be found here or in the suggested references thereof.

Section 2 develops the significant properties of the chaos invariant as regards the struc-
ture of the Hilbert—Burch matrix and the associated rational map defined by the linear
system of the minors. It also captures the intervention of the reduction number in its rela-
tion to the Rees algebra and the special fiber. The case of reduction number 2 is specially
dealt with.

Section 3 calls upon a second main character, namely, a certain submatrix of the so-
called Jacobian dual matrix developed in various sources ([5], [17], [20]) and originally
introduced in [24]. This submatrix undergoes several stages of virtual cloning throughout
the text, all satisfying the property of being 1-generic in the sense of [6] and [11, Chapter
9]. Geometrically, it will be responsible for taking us inside the environment of rational



normal scrolls, hence yielding an upper hand on the properties of Cohen—Macaulayness and
normality. It is in this section that we are able to recover the results of [16] by different
methods, perhaps in a slightly simpler or more conceptual way.

Finally, Section 4 is devoted to the detailed study of a triplet of classes of these ideals:
linearly presented ideals of plane fat points, reciprocal ideals of hyperplane arrangements
and linearly presented monomial ideals.

The first class has of course been vastly studied by many experts. In order to apply
to our scheme, one ought to understand as a preliminary step when the ideal is generated
in one single degree — linear presentation coming next as an even more difficult question.
Thus, here we limit ourselves to a very special class of fat ideals as considered in [19],
[22]). Some of these allow by a plane quadratic transformation to switch to a linearly
presented codimension 2 perfect ideal. Unfortunately, as of now, this is the size of the
possible illustration we can accomplish within this class of ideals.

The second class, subsumed in the first one, comes in the way of illustrating how some
of the results of [8] happen in dimension 3 in the light of the present approach. Of course,
quite a bit about this class is well-known to the experts (see in particular[23], [25], [1§],
[8]). Here we give an encore in dimension 3 of the result of [8] that the Rees algebra is
Cohen—Macaulay, as in this low dimension the argument becomes more pliable.

The class of codimension 2 linearly presented perfect ideals generated by monomials
is a surprisingly intricate world even if it appears very restrictive. Alas, we could for the
moment only treat adequately the case where the ideal has only two minimal primes (leaving
out the case of three minimal primes). An undoubtedly unexpected intervention has been
the normality of binary monomial ideals via [10]. Moreover, complete results about the
Rees algebra and the special fiber were only accomplished in two special subclasses of these
ideals. Fortunately, here we have been fairly complete proving the Cohen—Macaulayness of
the envisaged algebras, plus normality and/or fiber type property. This leaves huge ground
unaccounted for at this moment.

On a fingertip list, the main results of the paper are as follows:

e Theorem 2.4 shows that the generators of I define a birational map of P? onto its
image in P"~!, with inverse given by by a linear system of quadrics; in particular, I
has maximal analytic spread and depth(R/I?) = 0.

e Theorem 2.10 says that if the reduction number of I is at most 1 locally at the
associated primes of R/I then the actual reduction number of I is at most 2 if and
only if the Rees algebra of I is Cohen—Macaulay if and only if the special fiber of I is
Cohen—Macaulay.

e Theorem 3.2 proves that if u denotes the chaos invariant of I, then a suitable 2x (n—u)
submatrix of the Jacobian linear dual of I is 1-generic; in particular its 2-minors define
an (u+ 1)-dimensional rational normal scroll in P"~! hence an arithmetically Cohen—
Macaulay and projectively normal variety.

e Theorem 3.6 recovers the result of Lan’s with a few additional contents, namely, if the
chaos invariant is 1 (minimal possible) then (i) all the ideals I;(y), for t # 1,n—1, have
one and the same minimal prime ¢, and locally at any associated prime other than
q, I is a complete intersection; (ii) the Rees algebra of I is normal, Cohen—Macaulay
and of fiber type.



For the last two theorems, one assumes that I is minimally generated by monomials
and that R/I has exactly two minimal primes. For such an ideal, the Hilbert—Burch
matrix has the following form up to conjugation:

z o 0 ... 0 0 0
-1z 0 ... 0 0 0
0 —cg z 0 0 0
o= . . . . (1)
0 0 0 z 0 0
0 0 0 —Cn_3 z 0
0 o 0 . 0 —Cp—2 z
0 0 0 . 0 0 —Cp_1
where ¢; € {z,y} for each 1 < i < n — 1. Call the sequence of entries c¢jca ... ¢p_1

the basic entry sequence of I.

e Theorem 4.11 tells that if the basic sequence has the shape xyzyxy ..., then the
Rees algebra and the special fiber of I are both normal and Cohen—Macaulay.

e Theorem 4.13 shows that if the basic sequence has the shape xxx ... xyy ... y, then
the Rees algebra and the special fiber of I are both Cohen-Macaulay, and the Rees
algebra is of fiber type.

A word against excessive optimism: although our effort throughout has been to look for
a meaningful situation in which the Rees algebra and the special fiber are Cohen—Macaulay
(possibly, normal too) and the ideal is of fiber type, — luckily enough, this includes all ideals
with chaos invariant 1 — it is quite possible that the full majority of the ideals under the
title fail to have such niceties. The first author has developed many lines of computation
to feel how often these niceties occur and the overall feeling is that of sparseness.

The third author heartily thanks N. Lan for telling about his work during a conversation
in a lovely bistro in Nice.

1 Ideal theoretic invariants

The aim of this section is to briefly review some notions and tools from ideal theory.

Let (R, m) denote a Notherian local ring and its maximal ideal (respectively, a standard
graded ring over a field and its irrelevant ideal). For an ideal I C m (respectively, a
homogeneous ideal I C m), the special fiber of I is the ring F(I) := R(I)/mR(I). Note
that this is an algebra over the residue field of R. The (Krull) dimension of this algebra is
called the analytic spread of I and is denoted £¢([).

Quite generally, given ideals J C I be ideals in a ring R, J is said to be a reduction of
I if there exists an integer n > 0 such that I"*! = JI™. An ideal shares the same radical
with all its reductions. Therefore, they share the same set of minimal primes and have
the same codimension. Obviously, any ideal is a reduction of itself, but one is interested in
“minimal” reductions. A reduction J of I is called minimal if no ideal strictly contained in J
is a reduction of I. The reduction number of I with respect to a reduction J is the minimum
integer n such that JI"™ = I"*1. It is denoted by red;(I). The (absolute) reduction number
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of I is defined as red(I) = min{red;(I) | J C I is a minimal reduction of I}. If R/m is
infinite, then every minimal reduction of I is minimally generated by exactly ¢(I) elements.
In particular, every reduction of I contains a reduction generated by ¢(I) elements.

The following invariants are related in the case of (R, m):

ht (1) < (1) < min{u(I), dim(R)},

where p(/) stands for the minimal number of generators of I. If the rightmost inequality
turns out to be an equality, one says that I has maximal analytic spread. By and large,
the ideals considered in this work will have dim R < u(I), hence being of maximal analytic
spread means in this case that ¢(I) = dim R.

One next turns to notions that are more dependent on the choice of systems of gener-
ators. Thus, quite generally, if I C R is an arbitrary ideal in a Noetherian ring, picking a
system of generators of I gives rise to a free presentation

R™ 23 R 510,

where by abuse ¢ also denotes a matrix representative of the R-module map R™ — R".
Applying the symmetric functor it obtains an algebra presentation of Sg(7)

Sr(R™) %) Sp(R™) — Sp(I) — 0,

over the polynomial ring Sg(R") ~ R[t] := R[t1,...,t,], where R" = Y | Rt;. In this
passage, the image of Sr(y) in R[t] is I1(t - ), the ideal generated by the entries of the
matrix product t - ¢. We call the latter a presentation ideal of the symmetric algebra of I.

One introduces in a similar way a presentation ideal of the Rees algebra Rp(I) =
R[IT] C R[T], namely, as the kernel J of the surjective R-algebra homomorphism

R[t] —» R[IT],ti — a; T,

where {ai,...,a,} is the chosen system of generators. It is fairly obvious that the latter
homomorphism factor through the two surjective homomorphisms R[t] - Sr(I) - Rgr(I),
hence the inclusion I (t-¢) C J. If further I admits a regular element — which will always be
the case in this work — then the Rees algebra Rp(I) is obtainable moding out the R-torsion
ideal of Sg(I). In particular, in this situation, J = I;(t - ) : I*°.

In the present ambient, one can add a further approximation to a system of generators of
the presentation ideal J of the Rees algebra of I. Namely, it is well-known or easy to see that
J contains as subideal a presentation ideal @ of the special fiber algebra Rz(I)/mRg(I).
Therefore, (I;(t-¢),Q) C J and one says that I (or its Rees algebra) is of fiber type if this
inclusion is an equality.

2 Basic notions

2.1 The chaos invariant

For convenience we introduce the following terminology.



Definition 2.1. Let ¢ denote an n x (n — 1) matrix such that its entries are linear forms
in the polynomial ring R := k[x,y, z]. Assume that ht I1(¢) = 3 and ht I,,_1(¢) = 2. Then
there is a uniquely defined integer 1 < u < n — 2 such that

3, 1<t<u
h“t(‘P):{z, ul<t<n—1 (2)

We call u = u(p) the chaos invariant of .

One can introduce a local version of this invariant in the following way: we know that
I,—1(p) is a perfect ideal, hence its associated primes have codimension 2. Further, for any
1 <t<n-—2onehas I,_1(¢) C L;(p). Let p stand for any associated prime of I,,_1(¢p).
Then there exists a unique integer 1 < u, < n—2 such that p € Min(Z,,+1()) \Min(Zy, (¢)).
We will call u, the chaos invariant of ¢ at p.

Clearly, one has

u(p) = minfu, [p € Ass(R/In-1(p))} (3)

Recall that the group Gls(k) x Gl, (k) x Gl,—1(k) acts on the set of linear n x (n — 1)
matrices over k through change of variables in R, elementary row operations and elementary
column operations, respectively. Two such matrices will be said to be conjugate if they
belong to the same orbit of this action (see [11, Lecture 9, Linear Determinantal Varieties
in General]).

It is clear that the chaos invariants introduced above do not change under conjugation.

In the following we will systematically set I := I,,_1(¢). The basic result about the
chaos invariants goes as follows.

Lemma 2.2. Let ¢ denote an n x (n — 1) matriz whose entries are linear forms in the
polynomial ring R := k[x,y, z], such that I(p) = (z,y,z) and ht I = 2. Let p stand for an
associated prime of I. Then:

(a) The rank of ¢ over R/p is up.

(b) u(Ilp) =n—up.

(c) Iy Cpp" el
Proof. (a) By definition of u,, p is not a minimal prime of I, (), hence I, (p) Z p.
Therefore, there exists an u,-minor of ¢ not contained in p, i.e., the rank of ¢ over R/p is

at least u,. On the other hand, still by definition, I,,,41(¢) C p. Therefore, I;(y) C p for

every t > u, + 1. Thus, the rank of ¢ over R/p is at most u,.
(b) One has:

w(ly) = w((I/pl),) (Nakayama)
= n—r1kg s, (p) =1 —1kg/(p)
= n—up (by (a))

(c) This is an immediate consequence of knowing that I,,,(¢) ¢ p. For then, locally at
p, some u,-minor of ¢ is invertible, so that up to conjugation ¢ has the form

(5 ) (@)



where I is the identity matrix of order u, and ¢ is an (n — u,) % (n — u, — 1) matrix with
entries in p,. Therefore, any generator of I, belongs to the power p," “~1, O
Remark 2.3. Although I, above has the same number of minimal generators as pp”*“fl,
it may be the case that they are not all strictly of order n —u, — 1 — see Theorem 3.6 (b)
below for the case where u, = 1.

Our next concern has to do with the value of the analytic spread ¢(I) = dim F(I) =
dimk[I,—1]. Clearly, 2 < ¢(I) < dimR = 3. Since [ is in general not generically a
complete intersection, Cowsik—Nori theorem is not applicable to deduce that ¢(I) # 2, and
neither is the previous work of Ulrich—Vasconcelos and Morey—Ulrich ([26, Corollary 4.3],
[17, Theorem 1.3]) because requiring that I satisfy the condition called G3 is tantamount
to requiring that I be generically a complete intersection.

Instead, by a quirk using a more encompassing version of a birationality criterion, we
can show that ¢(I) = 3 and more:

Theorem 2.4. Let ¢ denote an n x (n — 1) matriz such that its entries are linear forms
in the polynomial ring R := k[x,y, z]. Assume that ht I1(p) = 3 and ht I,,_1(p) = 2. Set
I =1,_1(p). Then:

(a) The rational map § defined by the mazimal minors of ¢ is a birational map of P? onto
its image. In particular, the ideal I has mazimal analytic spread.

(b) The inverse map to § in (a) is defined by forms of degree 2.
(c) depth(R/I?) = 0.
Proof. Set u := u(y) and let p denote an associated prime of I,41(¢). By Lemma 2.2

(a), there is an u-minor of ¢ not contained in I,,(¢). Therefore, up to conjugation we may
assume that p := (y, z) and that ¢ has the following shape

T+ a
T+ a2
v = T+ ay ; (5)
where a1, as, ..., a, and the blank entries are linear forms in y, z solely.
(a) In order to prove the statement, we use the criterion of [5, Theorem 2.18 (b)] in
terms of a certain Jacobian dual matrix. Namely, consider new variables t = {t1,...,t,}
over R and let B denote the uniquely defined matrix with entries in k[t] = k[t1,...,t,]

satisfying the equality
(t)- o= (zyz)-B. (6)



Clearly, B turns out to be a 3 x (n — 1) matrix with linear entries. For convenience we look
at its transpose:
t1 lip {13

ty eu,Q gu,?)
0 lyyi2 Cut13

0 loo12 lpo13

which is a submatrix of the so-called Jacobian dual matrix of I as introduced in [5, Section
2.3]. Note that the inequality u < n — 2 implies the existence of at least one zero along the
first column of B!.

On the other hand /,112 # 0. This is because otherwise, ¢ would admit an entire
column with entries depending only on z. Since the maximal minors belong to the ideal
(z) generated by the entries of that column this would contradict the standing assumption
that ht In_l((p) = 2.

On the other hand, this same assumption implies that the maximal minors are k-linearly
independent, hence admit no polynomial relation of degree 1 in k[t]. But the ideal P of
these relations is prime because it is the homogeneous defining ideal of the image of the
rational map defined by the maximal minors. This finally gives

det < bu L2 ) #0 mod P,
0 Lyt

telling us that the matrix B® has rank at least 2 over R[t]/P. Therefore, so does the more
encompassing Jacobian dual matrix as defined in [5, Section 2.3]. Moreover, by [5, Corollary
2.16] this rank is at most dim R — 1 = 2. Therefore, the Jacobian dual matrix has rank
exactly 2. This is condition (b) in the aforementioned criterion.

(b) We draw on [5, Theorem 2.18, Supplement (ii)], by which a representative of the
inverse map can be taken to be the 2 x 2 minors of an arbitrary 2 x 3 submatrix of rank 2 of
the Jacobian dual matrix. In particular, one can choose such a matrix to be the horizontal

slice
( ty, gu,Z Eu,3
0 luyi2 Llup13

of Bt.

(c) Since the inverse map to § is defined by forms of degree 2 as in (b), then [20,
Proposition 1.4 (a)] tells us that there is an element in I\ I2. Clearly, then depth(R/I?)
0 since 1 is the unmixed part of the second power.

O

Proposition 2.5. Let ¢ denote an n x (n— 1) matriz such that its entries are linear forms
in the polynomial ring R := klx,y, z], with ht I (¢) = 3 and ht I),_1(p) = 2.
Setting uw = u(y), one has:

(a) If n > 2(u+ 1), all the ideals I;(¢) for u+1 <t <n— (u+ 1) have one single and
the same minimal prime.

Let q denote the uniquely universal minimal prime in (a). Then:



(b) For every associated prime of I other than q one has uy, > n—(u+1) and p(I,) < u+1.

Proof. (a) Under the assumption that n > 2(u + 1), consider the chain of prime ideals

I C Ly ui)(#) C Ly (uy2) () C -+ C Lura(p) C Lu(yp),
T \\3,-/

where the tagged numbers denote codimensions arising from the definition of u = u(y). Fix
a minimal prime q of I, 11(®). Then g is both a minimal prime of I,,_,41)(¢) and of I. By
the definition of u4, we have u = u4. Then, by Lemma 2.2 (a) the rank of ¢ over R/q is
ug = u. Therefore, up to conjugation ¢ has the form of (5), where ¢ = (y, 2), and a1, ..., a,
and the blank entries are linear forms involving only vy, z.

Let J C I,_(y41)(¢) denote the ideal generated by the (n — (u + 1))-minors of the
rightmost n — (u + 1) columns. Clearly, ¢ = (y, z) is the unique minimal prime of J and
I C J. Therefore, J has height 2 and hence ¢ is the unique minimal prime of I,,_(,41)(¢)
as well.

By tracing up the above chain of ideals I;(¢), it is clear that ¢ is also the unique minimal
prime of each of them for u +1 <t <n— (u+1).

(b) By assumption and item (a), p is a minimal prime of I but not of I,_(,11)(¢).
Therefore, u, > n — (u+ 1) by definition. Then, by Lemma 2.2 (b) one has p(1,) < u+ 1.

U]

Remark 2.6. The extreme case where u(y) = 1 has been treated before in [16] — here all
the ideals of minors, except I;(y) and I, have a unique and the same minimal prime. A full
consideration of the results obtained in that paper will be taken up in a subsequent section.

2.2 The special fiber and the reduction number

Let I C R := k[x] stand for a homogeneous ideal in a standard graded ring over a field.
A very fundamental algebra related to I is its special fiber (algebra) F(I), as explained in
Subsection 1.

The following result was observed in [8, Proposition 1.2]:

Proposition 2.7. Let I C R denote a homogeneous ideal such that its special fiber F(I)
is Cohen—Macaulay. Then the reduction number r(I) of I coincides with the Castelnuovo—

Mumford regularity reg(F(I)) of F(I).

Here we think of F(I) as a graded S-module, where S = k[y1, ..., yn] with n = p(I).

The proof rests on three ingredients: first, [28, Proposition 1.85] which tells us that
when the special fiber is Cohen-Macaulay, one can read r(I) off the Hilbert series of F(I)
as the degree of the polynomial in the numerator in its fractional form (the so-called h-
polynomial). Second, again since F(I) is Cohen—-Macaulay, it has a minimal graded S-free
resolution of length m :=n — ¢(I), and in addition the regularity is attained at the tail of
the resolution, i.e., reg(F(I)) = a — m, where « is the largest shift in the minimal graded
free resolution. Finally, the additivigy of the Hilbert series along short exact sequences and

t
the equality HS(S“(—v),t) = a1 u, together give b + m = «, where b denotes the

degree of the h-polynomial. O

Next is a remake of [22, Proposition 3.8] in greater generality.



Corollary 2.8. Let I C R denote a homogeneous ideal such that its special fiber F(I) is
Cohen-Macaulay. Setting n := u(I), the following conditions are equivalent:

(i) The reduction number r(I) is at most £(I) — 1.

(ii) The largest shift in the minimal graded resolution of F(I) over S = kly1,...,yn] is at
most n — 1.

(iii) The Hilbert function Hzp(t) of F(I) coincides with its Hilbert polynomial for all
t>0.

Proof. The equivalence of (i) and (ii) follows immediately from Proposition 2.7 since the
homological dimension of F(I) is n — ¢(I). To see the equivalence of (i) and (iii), one
may proceed as follows: let s denote the least integer such that, for every ¢t > s, Hr(p) (t)
coincides with value of the Hilbert polynomial of F(I) at t. By [7, Corollary 4.8], since
F(I) is Cohen-Macaulay, one has

s =1—depthF(I)+reg(F(I)) =1 —dim F(I) +reg(F()) =1— (1) + reg(F(I)).

Applying Proposition 2.7 gives s = 1 — ¢(I) + r(I). Since (iii) means that s < 0, we are
through. O

Remark 2.9. In the above corollary, r(I) is frequently said to have the expected value if
equality takes place in item (i). The extreme lowest value (1) = 1 corresponds of course to
the event that F(I) has minimal multiplicity (degree), hence the corresponding projective
variety is either a rational normal scroll or a cone over a Veronese.

When R = k[z,y, z], an additional restriction on the reduction numbers of the localiza-
tions will give that r(I) < 2 is in fact equivalent to having F(I) Cohen-Macaulay.

Theorem 2.10. Let I C R = k[x,y, z] denote a codimension 2 perfect homogeneous ideal
satisfying the following conditions:

(a) I is linearly presented

(b) r(I,) <1 for every associated prime p of R/I
Then the following conditions are equivalent:

(i) r(I) < 2.

(ii) The Rees algebra Rr(I) is Cohen—Macaulay.
(iii) The special fiber F(I) is Cohen—Macaulay.

Proof. (i) = (ii) We draw on the following result of Cortadellas-Zarzuela, as slightly
reformulated in [22, Theorem 3.6]:

Proposition 2.11. Let R denote a Cohen—Macaulay local ring and let I C R stand for an
ideal satisfying the following properties:

(1) I is unmized, and R/I and R/I* have different depths.
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(2) max{r(Ip)|J C P,ht(P) = ht (I)} < 1.
(3) (1) =ht(I)+1>3.
(4) r(I) < 2.
Then depth R (I) = min{depth R/I,depth R/I% + 1} + ht (I) + 1.

To apply this result, thus concluding that depth Rr(I) = 4 = dim R + 1, we note that
conditions (1) and (3) follow from the standing hypotheses (specially, (a)) by drawing upon
Theorem 2.4, while condition (2) is contained in hypothesis (b).

(ii) = (iii). Since I = (I,—1), then F(I) is isomorphic as graded k-algebra to the k-
subalgebra k[I,_1t] C R[It], where n = p(I). By Theorem 2.4 (a), one has dim k[I,,_1t] =
dim F(I) = £(I) = 3. Therefore, the result reads out from [22, Proposition 3.10].

(iii) = (i) We apply Corollary 2.8 by showing its condition (iii) holds. To see this, we
first show that this condition holds locally at every associated prime p of R/I. But locally
at such p the ideal I, is p,-primary in R,,. Since (I,) <1 by (b), [14, Theorem 2.1] implies
that the Hilbert-Samuel function HSy,(t) of I, is polynomial for any ¢ > 1.

Let e(M) denote the multiplicity (degree) of a graded module M over R. Letting t > 1,
the associativity formula for multiplicities yields

e(R/IT)= Y ANRy/L)e(Rfp)= Y AR/L)= Y  HSL().

pEMin(R/I) pEMin(R/I) pEMin(R/I)

It follows that e(R/I') has the values of a polynomial for every t > 1.
But the graded Hilbert function of F(I) has the form

)=ttt = (") ey,

for every t > 1, where p(-) denotes minimal number of generators. Therefore, the Hilbert
function of F(I) has the values of a polynomial in every degree > 1, hence coincides with
its Hilbert polynomial throughout. O

3 The role of a Jacobian dual submatrix

3.1 A l-generic submatrix of the Jacobian dual matrix

The matrix B obtained in (6) is useful not only as a major vehicle to test for birationality
and to obtain a representative of the inverse map as described in [5], but often to guess
generators of the homogeneous defining ideal of the image of the map.

For convenience, we write it explicitly:

t1 to ... 1y 0 ... 0
B=| tig floo ... ly2 lyy12 ... Llo—12 |, (7)
lig log ... lyz Llyp13 .. lhoa
where ¢; 9, (; 3 are certain linear forms in k[t] = k[t1, ..., t,].

11



Set

B ( luy12 o lp_12 > (8)

lus13 oo lno13

We have already remarked in the proof of Theorem 2.4 (b) that no entry of this matrix
vanishes. We prove more:

Proposition 3.1. The matriz B’ is 1-generic.

Proof. We are to show that B’ acquires no zero entry under the action of GLa(k) x
GLy—1-4(k). Let us argue by contradiction, assuming that there exist A € GLa(k) and
C € GL;,—1_y(k) such that A- B’ - C has a null entry.

Set

A= ( b > € GLy(k) and (= < g > € GL,_1(k),

where I, denotes the identity matrix of order w.
Then the transform of B by the latter matrices has the shape

RO ) ! ©)

where the rightmost block has a columns with at least two zero entries.

CLAIM: (9) returns the Jacobian dual matrix on the right side of (6) relative to the
matrix ¢ obtained by acting on ¢ with matrices A and C.

The assertion is clear regarding the operation by C since one just have to multiply both
members of (6) on the right by C.

The argument regarding the left-side operation is more delicate since for ¢ one means
change of variables in R, while for B one has to engage on a direct verification.

Rewriting ¢ in new coordinates z’, 4/, 2’ given by

to t

ABC‘:(

x x
y | =A@y |,
2 z

yields . o
t-pC = (z'y2)- ABC.

This way, if A- B’ - C has a zero entry then there exists an entire column of ABC with
two zeros. Therefore, oC has a column depending solely in one of the two variables 3 or
', which would imply that In_l(goé) is contained in the principal ideal generated by one
of these variables — an absurd as I,,_1(¢C') has codimension 2.

As a consequence of the claim, ¢ has an entire column depending on one single variable.
As already explained, this contradicts that cod I,,—1(@) = cod I,,—1(p) = 2. O

Theorem 3.2. Let ¢ stand for the matriz in (5) and let B’ be the associated matriz as in
(8). Then I5(B') is isomorphic to the homogeneous coordinate ring of a rational normal
scroll of dimension u + 1 in P, where u denotes the chaos invariant of p. In particular,
it is a Cohen—Macaulay normal domain.
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Proof. This is a consequence of [11, Proposition 9.12], or rather from its subsequent
generalization due to F. Schreyer, where it is shown that any 1-generic 2 X r matrix, with
r <n — 1, is conjugate to a matrix of the shape

<330 L1 oo Xag—-1 | Yo Y1 -+ Yaz-1 20 A1 .- Zag—1 >

xr1T T2 ... Lay Yy y2 ... Yas Z1 R2 ... Zag

formed by s mutually independent Hankel blocks, with » = a1 + --- 4+ as. The 2-minors
generate the homogeneous defining ideal of a rational normal scroll S(aq,...,as) in projec-

tive space P71 hence it is a prime ideal and the corresponding homogeneous coordinate
ring is normal. In addition, as is well-known, the rational normal scroll has dimension s,
the number of Hankel blocks. Finally, its homogeneous coordinate ring is Cohen—Macaulay
since the ideal of 2-minors of the corresponding generic matrix specialize to the above ideal
of 2-minors; alternatively, since the rational normal scroll is parametrized by monomials (in
two variables) one can apply the well-known Hochster result to the effect that any normal
monomial subring of a polynomial ring over a field is Cohen—Macaulay.

We now apply these facts to B’ drawing upon Proposition 3.1. Here r = n—u—1. Since
k[t]/I2(B’) is Cohen—Macaulay by the above discussion, the ideal I5(B’) has the expected
codimension n —u — 1 —2+1 =n —u — 2, hence dimk[t]/I2(B’) = u + 2 and therefore
s =u + 1 in our case. This proves our contention on the dimension. O

3.2 The fiber type property
3.2.1 Arbitrary chaos invariant

In this part we turn to the Rees algebra R[IT] C R[T] of the ideal I = I,,_1(p). We refer to
the same variables t = {t1,...,¢,} introduced in the previous subsection and to the relation
(6).

Let J denote the presentation ideal of R[IT] over RJt], i.e., the kernel of the R-
homomorphism R[t] — R[IT] mapping t; to A;T, where A; is the maximal minor of ¢
deleting the ith row.

One knows that ;((t) - ¢) is the presentation ideal of the symmetric algebra of I, hence
Ii((t) - ¢) C J. From relation (6) it is easy to get the inclusion I3(B) C J. Indeed, for any
3x 3 submatrix B of B, one has I, (x-B) C J. Therefore, I)(x-B-adj(B)) = I, (det(B)-x) €
J. Since J is prime and z,y, z ¢ J, it follows that det(é) cJ.

Letting @ C k[t] denote the defining ideal of the special fiber of I - equivalently, the
homogeneous defining ideal of the image of the birational map defined by the minors A;,
1 <i<mn,of ¢ — one gets

(11 ((t) - ), 13(B)) € (1 ((t) - ¢), Q) € T.

On the other hand, looking at the shape of B as in (7), we see that the generators of I3(B)
belong to the following classes:

(I) The 3 x 3 minors of

t1 to ... 1y
By = | lia fl2p Ly,
li3 lo3 lu3
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(IT) The determinants of the following 3 x 3 submatrices
ti 0 0

Ei’g fj,g ék,Z 1<i<u, u+l1<j<k<n—1.
liz Lj3 lr3

(III) The determinants of the following 3 x 3 submatrices
ti t;j 0

Bijklz &72 £j72 €k72 1<i<ji<u, u+l<k<n-—1.
liz lj3 Li3

Note that a member of the second class above has the form ¢;, where ¢ is a 2 X 2 minor of
the matrix

lus1o oo bp_19 )
B/ = u+1, n—1,
( luy13 - ln13

Since t; ¢ J, then 6 € J. In particular, I5(B’) C J. Therefore, one has

I3(B) C (I2(B'), I3(B1), det(B; jx),1 <i<j<u,u+1<k<n-1)CQ.
Question 3.3. Notation as above. A preliminary open question is whether the ideal
(Io(B'), I3(B1), det(B; jx), 1 <i<j<u,u+1<k<n-1)
has codimension n — 3.

This could lead to a weak approximation to the ideal of the special fiber of I.
A neat case goes next.

3.2.2 Chaos invariant 1

The following results contain the main findings in [16] from a different perspective, and
possibly in a simpler fashion.
We start with a preliminary assertion about matrices with binary linear entries.

Lemma 3.4. (k algebraically closed) Given an integer m > 1, let M denote an m x m
matriz with linear entries in kly, z|. Let C' denote the uniquely defined 2 x m matriz whose
entries are linear forms in the polynomial ring k[t1, ..., ty] satisfying the matriz equality

(t1--tm) M= (y 2)-C.

Suppose that det M # 0 and that I,—1(M) is (y, z)-primary. Then I3(C) has the expected
codimension m —2+1=m — 1.
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Proof. Firstly, since k is algebraically closed, M is conjugate to a matrix of the shape

- ()

where det M’ # 0 and the entries of @ = (agz - - - @, 2) depend only on z, o; € k.

This fact is most probably well-known being essentially a result about matrices in one
single variable. For the sake of completeness, we give the following argument: write M =
yA + zB, for certain m X m matrices over k. Since det M is a nonzero binary form over
an algebraically closed field, it has a zero (a,b) € k2, where, say, a # 0. Substituting gives
Av = (b/a)Bwv, for suitable nonzero vector v € k™. Letting {v; = v,va,...,v,} denote a
vector basis of k", there exists an invertible m x m matrix T over k such that the first
column of TAT~! is the first column of TBT ! times (b/a). In this way we get that
the entries of the first column of TMT~! are scalar multiples of (y + (b/a)z). Additional
elementary row operations on TM T~ will make all entries of its first column vanish except
one, as was to be shown.

Let us now switch to the proof of the main statement. We induct on m.

Clearly, M’ is an (m —1) x (m — 1) matrix satisfying the same hypothesis as M, namely,
det M" £ 0 and I,;,_o(M) is (y, z)-primary. Writing, similarly

(ta--tn) - M' = (y 2) - C',

where C” is a uniquely defined 2 x (m — 1) matrix of linear forms in k[ts,...,t,], by the
inductive hypothesis the ideal I5(C”) has codimension m — 2. Say,
)\1 2 ... )\1 m )
C = ’ ' )
( A272 A )\Q’m
with A;; € Elta, ... tm].
Then, taking in account the above shape of M, C' turns out to be conjugate to
~ tl )\1 2 o )\1 m
C— ; ; 10
< 0 )\272 + aoty ... )\27m + amnty ( )

Therefore, it suffices to show that I5(C') has codimension m — 1.

For this, first note that the linear forms A9 o + ant1, ..., Aoy + aypty are k-linearly inde-
pendent. Indeed, otherwise up to conjugation M would have two columns involving only
one of the two variables y, z and that would imply that cod I,,,—1 (M) = 1.

Now, if P D I (5’) is any prime ideal then it must contain either the above linear forms,
in which case its codimension is at leat m — 1; or else it has to contain ¢, hence also I2(C").
Thus, P contains (I3(C"),t1) which has codimension m — 2+ 1 = m — 1 by the inductive
hypothesis and the fact that ¢; is nonzerodivisor thereof. O

Proposition 3.5. Let ¢ denote an n X (n— 1) matriz such that its entries are linear forms

in the polynomial ring R := k[x,y, z|, with ht I (p) = 3 and ht [ = 2. Assume that u(p) =1
and let B denote the matriz (7) in this case. Then the ideal I2(B) has codimension n — 1.
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Proof. Recall that

t1 0o ... 0
B = 5271 6272 ... 62771_1 , (11)
l31 f32 ... 3,1
where /5 ;, (3 ; are certain linear forms in k[t] = k[t1,...,t,]. From the shape of the matrix

¢ as in (5), one can write

(L)

where M is a (n—1) x (n— 1) matrix with linear entries in k[y, z]. Let D denote the unique
matrix with entries in klta, . .., t,] satisfying the equality

(ta--tn) - M = (y 2)D.

In addition, det M # 0 as it is one of the minimal generators of our main ideal I = I,,_1(¢).
On the other hand, I,,_2(M) is (y, z)-primary since it contains the ideal I and hence has
codimension 2. Therefore, one can apply Lemma 3.4 with m = n —1 to conclude that I5(D)
has codimension n — 2, hence (I3(D),t;) has codimension n — 1.

On the other hand, letting C' denote the submatrix of B of the last two rows, one has
(I2(C),t1) = (I2(D),t1) and hence the first also has codimension n — 1. But I3(B) =
(I2(C),t1L), where L denotes the set of entries of the of the submatrix

B ( loo ..o lopna ) (12)

lo3 ... A3p1

By Proposition 3.1 B’ is 1-generic, hence £ span a vector space of dimension at least
n—2+2—-1=n-—1 (see [6, Proposition 1.3]). Therefore (I2(C),L) = (L) too has
codimension at least n — 1.

This proves the statement. O

We now get a grip on the main results for the case where the chaos invariant of ¢ is 1
(minimal possible).

Theorem 3.6. Let ¢ denote an n x (n— 1) matriz such that its entries are linear forms in
the polynomial ring R := klz,y, z], with ht I;(p) = 3 and ht I = 2. Assume that u(p) = 1.
One has:

(a) Let g denote the unique minimal prime ideal of all the ideals I;(p), fort # 1,n —1,
as obtained in Proposition 2.5 (a). Then, for every associated prime p of I other than
q, I is a complete intersection.

(b) Let q be as in (a). Then I, admits a set of n — 1 generators
{91,-- -, 9rshrs1,. .. hp_1}, for some 1 <r <mn—1,

with g1,...,9r € qq"*2 \ qq’“1 and hyy1, ... hypo1 € qq’“1 \ qq".
In addition, I, = qq"_2 if and only if r =n — 1.

(¢) The special fiber F(I) is either the homogeneous coordinate ring of a rational normal
scroll or of a cone over the Veronese embedding of P*. In particular, F(I) is Cohen—
Macaulay, has minimal degree and r(I) < 1.
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(d) The Rees algebra of I is Cohen—Macaulay.

(e) The Rees algebra of I is of fiber type and normal.

Proof. (a) This follows immediately from Proposition 2.5 (b).
(b) Up to conjugation, we may assume that ¢ = (y,z) and that ¢ is in the canonical

form as in (5):
( o )
¥ = )
H

where a and the blank entries are 1-forms involving only vy, z and and so are the entries of
the (n—1) x (n—2) matrix H. Since x+a is invertible locally at ¢, the ideal I, is generated
by the images of the maximal minors of ¢ fixing the first row. The latter have the form

(x +a)A; + Dy, (13)

for 1 < i < n—1, where A; is the (n — 2)-minor of H excluding the ith row and D; €
¢" 1\ ¢". Since the (n — 1)-minor of ¢ excluding the first row is nonzero and its Laplace
expansion along the leftmost column is a linear combination of the A;’s, it follows that there
is at least one nonvanishing A;. On the other hand, since x + a is invertible in R, then
(z +a)A; + D; € ¢, 2\ ¢, ! if and only if A; # 0. This proves the required statement.

To get the additional statement, it suffices to argue that if » = n —1 then I, is generated
by n — 1 k-linearly independent elements of order n — 2, hence the modules R,/I, and
Ry/q," 2 have same length.

(¢) Since F(I) has codimension n — 3, it follows from Proposition 3.1 and Theorem 3.2
that the homogeneous defining ideal of F(I) is generated by the 2-minors of a 1-generic
2 x (n — 2) matrix of linear forms. By [11, Proposition 9.4 and Proposition 9.12], this
matrix is conjugate to the defining matrix of a rational normal scroll or a cone over the
standard rational normal curve in P"~2. The latter are varieties of minimal degree, hence
F(I) is Cohen-Macaulay. The value r(I) < 1 follows from the formula of the degree of
F(I) coming from its Hilbert series.

(d) We apply Theorem 2.10, using (b) above, in which case we only have to prove that
r(I,) < 1 for every associated prime of i. If p # ¢, this follows from (a) above. We now
deal with the case of the prime ¢. Still from (a) we know quite generally that the length
A(Rp/1I1) is a polynomial function for any ¢ > 1. On the other hand, by (c) we also know
that the Hilbert function of Hz(p)(t) is polynomial for every ¢ > 1. Since

WA AU (N EED DI )

peAss(R/)\{q}

it follows that A(R,/I%) is also polynomial for every ¢ > 1. Applying [14, Theorem 2.1] we
obtain that r(I;) < 1.

(e) In the notation of the proof of Proposition 3.5, we claim that Z := (I;((x)-B), I2(B'))
is the presentation ideal J of the Rees algebra of I as introduced in the beginning of this
subsection.

For this, it suffices to show that Z is prime ideal of codimension n — 1 and Z C J.
First, the containment: clearly, I1((x) - B) C J as the first is the presentation ideal of the
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symmetric algebra of I. Next, we have seen that by an easy application of Cramer rule,
one has I3(B) C J as well. But I3(B) = t1[2(B’) and J is a prime ideal not containing ;.
Therefore, Ir(B') C J as well.

First recall from Theorem 3.2 that [o(B’) is the defining ideal of a rational normal scroll.
On the other hand, one can write

T = (t1x + loqy + U312, I2(B")),

" z laa ... lanp1
b= < -y Loz ... fl3n-1 )

Therefore, I5(B") is also the defining ideal of a rational normal scroll. In particular, it is a
Cohen—Macaulay prime ideal of codimension n — 2. Now, I(B"”) being a prime generated
in degree 2 in the variables y, 2, t forces t1x 4 {21y 4 {312 to be a nonzerodivisor on it. It
follows that Z is Cohen—Macaulay of codimension n — 1. It remains to show that it is a
prime ideal. We do this by showing that the ring R[t]/Z is normal (and hence, the Rees
algebra of I will be normal).

It suffices to show the condition (R;) of Serre’s. Note that the Jacobian matrix © of 7

has the following shape
B 0
- ( p O )

where ©’ denotes the Jacobian matrix of I2(B’). We have to show that the Jacobian ideal
(I,—1(©),7) has codimension at least n—1+2 = n+ 1. A calculation leads to the inclusion

where

(I_3(0") - Iy(B), IL(B'),I) C (I,_1(©),T).

Now, the ideal (I,—3(0’),I2(B’)) has codimension at least n + 1 since it is the Jaco-
bian ideal of the normal ring k[t]/I2(B’). Therefore, it remains to prove that the ideal
(I2(B), Iy(B’),I) = (I,I3(B)) has codimension at least n 4+ 1 or, equivalently, that I>(B)
has codimension at least n — 1. But this is the statement of Proposition 3.5. O

Remark 3.7. (i) The shape of the generators in item (b) of the above theorem look sort
of vague. However, any possibility with 1 < r < n — 1 actually happens and in fact even
when [ is a monomial ideal; for a typical example, one can take

n—3 n—(r—l—l)zr—l

I=(xy" 2 ay" 32, .. ay n=(rt1) v

Ly ,yn—(r+2)zr+1 e yzn—Q’ zn—l).

(See Section 4.3 for a more systematic way of dealing with the monomial case).

(ii) As to the two alternatives in item (c), both can take place. For an emblematic
example of the case where the special fiber is a cone over the Veronese embedding of P!,
consider the ideal I = (z - (y,2)" 2,z f), where f € k[y, z]n_2, f # 0. An easy calculation
shows that the special fiber is the ring of a cone over the ring of the rational normal curve
in P72,

4 Paradigm classes

In this part we introduce three classes of linearly presented codimension 2 ideals along with
the chaos invariants of the respective syzygy matrices.
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4.1 Linearly presented ideals of plane fat points

We assume that k is an algebraically closed field.
An ideal of plane fat points has the form

I=p™n---npl,

where p; C R = k[z,y, 2] is a codimension 2 prime ideal (hence, generated by two indepen-
dent linear forms) and m; is a positive integer (called multiplicity of the point associated to
the prime ideal p;). We assume that m; > -+ > m,.

See [22] for a class of such ideals that are linearly presented up to a quadratic transfor-
mation (i.e., a transformation induced by a plane quadratic Cremona map).

The following establishes the value of the chaos invariant for these ideals.

Proposition 4.1. Let I = pi"™ N---Np" denote an ideal of fat points as above. Suppose
that I is linearly presented, with syzygy matriz ¢ of sizenx (n—1). Then u(p) =n—m3—1,
where my is the highest multiplicity.

Proof. On one hand, for every 4, one clearly has u(1p,) = pu(pip?) = m; + 1.

On the other hand, we know from Lemma 2.2 (b) that p(l,,) = n — up,, where u,,
denotes the chaos invariant of ¢ at p;. This gives u,, = n —m; — 1, for every i. By (3),
u(p) =min{n —m; — 1|1 <i<r}=n—my— 1, as required. O

Corollary 4.2. Let I = p{"' N---Np™ denote an ideal of fat points as above. Suppose that
I is linearly presented, with syzygy matriz ¢ of size n X (n —1). Then:

(a) The minimal primes of R/I,+1 are the primes of I having the highest multiplicity.
(b) The following conditions are equivalent:

(i) u(p) =n—2

(ii) I has only simple points (i.e., I is a radical ideal)
(iii) I is generically a complete intersection
)

(iv) I satisfies property Gs.

Proof. (a) This follows from the proof of the previous proposition.

(b) By the previous proposition, (i) and (ii) are obviously equivalent. Since a radical
ideal is generically a complete intersection, (ii) implies (iii). Conversely, if I has a prime p
with multiplicity m > 2 then pu(I,) = u(py') = m + 1 > 3. Therefore, (iii) implies (ii).

Finally, quite generally for any codimension 2 perfect ideal I in a Cohen-Macaulay ring
of dimension 3, (iii) and (iv) are equivalent. O

A major question in this universe is how broad is the class of ideals of fat points allowing
for an application of Corollary 2.8. Here we contend ourselves with a few special results.

The following notion was introduced in [19, Section 4.2] and more thoroughly discussed
in [22].
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Definition 4.3. Let g = {p1,..., 1} be a set of nonnegative integers satisfying the fol-
lowing condition: there exists an integer s > 2 such that

Z,ui =3(s—1) and Zu? =s(s—1). (14)
i=1 i=1

Note that the first of the above relations implies that s is uniquely determined. We will say
that w is a sub-homaloidal multiplicity set in degree s.

We note that such an integer s is necessarily odd.

Proposition 4.4. Let I C R = k[z,y, 2| denote an ideal of plane fat points with a sub-
homaloidal multiplicity set in degree s > 3. Let Rs denote the k-vector space of s-forms of
R. Assume that I = (1), where I = I N Rs. Then:

(a) The image of the rational map defined by the linear system Ig is a variety of degree
s/0, where 0 := (k(Is) : k(Ry)) is the field extension degree.

Suppose in addition that the linear system Is has the expected dimension (s+5)/2 and that
the special fiber F(I) is Cohen—Macaulay of dimension 3. Then:

(b) 0 =1, i.e., the rational map defined by Is is birational onto the image.

(¢) r(I) =2 and the coefficient of the highest term of the numerator of the Hilbert series
of F(I) is (s —1)/2.

Proof. (a) This is proved in [22, Proposition 3.2].
(b) Let h:= 1+ hyt + hot? + - -+ stand for the numerator of the Hilbert series of F(I).
From (a) and the assumption on the expected dimension of I one has:

s/0=1+((s+5)/2=3)+> h=(s+1)/2+ ) hy.

£>2 t>2

Since F(I) is Cohen-Macaulay, ) ,~, h¢ > 0. This is impossible unless 0 = 1.

(c) Since the rational map defined by I, is birational onto the image, the latter is a
rational variety. By hypothesis, it is arithmetically Cohen—-Macaulay, hence condition (iii)
of Corollary 2.8 is satisfied (see, e.g., [9, The proof of Corollary 2.6]), thus implying that

r(I) < 2.
In the notation of the proof of (b) we then obtain h; = 0 for ¢ > 3. This gives hy =
s—(s+1)/2=(s—1)/2 > 1 and, in particular, r(I) = 2. O

Remark 4.5. Regarding the proof of item (c) in the above proposition, the reason to draw
on Corollary 2.8, instead the more direct Theorem 2.10, is that I is not linearly presented. In
[22] an appropriate quadratic transform of I is introduced that keeps the essential properties
of the latter and, moreover, is a linearly presented ideal - for this Theorem 2.10 could safely

apply.

Question 4.6. We note that the integer (s — 1)/2 is a natural barrier for fat multiplicities
of subhomaloidal types as explained in [22]. How often does hgo = (s — 1)/2 hold while
relaxing the second set of hypotheses in the above proposition?
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4.2 Reciprocal ideals of hyperplane arrangements

For the basic material of this part we refer to [8] and the references thereof.

Let A= {Hy,...,H,} C P! be a central hyperplane arrangement of size n and rank
d. Here H; = ker (¢;),i = 1,...,n, where each ¢; is a linear form in R := k[z1,...,x4] and
klly,...,0,] = R. We also assume that any two of these forms are linearly independent.
From the algebraic viewpoint, there is a natural emphasis on the linear forms ¢; and the
associated ideal theoretic notions.

With the above preamble, we consider the (n — 1)-fold products of the linear forms
61, ce ,Kn:

Ti=(ly--A;-- 0,1 <i<n). (15)

As it turns out, [ is a linearly presented codimension 2 ideal with syzygy matrix having
the shape

where the blank slots are null entries.

The special fiber F(I) of this ideal is the so-called Orlik—Terao algebra. It is known to
have dimension d = dim R ([25]) and to be Cohen-Macaulay ([18]).

The following result has been proved in [23, Lemma 3.1]. For the reader’s convenience
we give the proof adapting to the present language.

Lemma 4.7. If I is as in (15) then it is an ideal of fat points.

Proof. Letting {/1,...,¢,} denote the arrangement hyperplanes equations, where no two
are proportional, we easily see that any associated prime p of R/I is generated by two such
linear forms. Say, p = (¢1,#2) without loss of generality. Now consider all circuits of order
3 involving ¢,y — a circuit is a minimal linearly dependent subset of the linear forms, i.e.,
it is not linearly independent but becomes linearly independent when any of its members is
removed. Let ¢, denote the number of these circuits and consider the ¢, additional linear
forms intervening in these circuits, one for each such circuit. Without loss of generality,
assume the additional forms are /3, ..., ¢;, where we have set t := ¢, + 2. Focusing on the
sub-arrangement {{1, {2, ..., ¢}, we consider the ideal J(p) of R generated by its (¢t —1)-fold
products. Clearly, J C p'~!. But since these ideals are generated in the same degree and
the products generating .J(p) are k-linearly independent, we conclude that J(p) = p'~ 1.
Let J := (Veninr/r J(p). Clearly, I, = J(p), for every p € MinR/I. It follows that
I = J, as contended. O

Assuming this result we prove that, if dim R = 3 then the Rees algebra R(I) of I is
Cohen—Macaulay. This is a particular case of the general fact that R(I) is Cohen—Macaulay
in any dimension, as proved in [8] by different methods.

Corollary 4.8. Let dim R = 3 and let I be as in (15). Then the Rees algebra R(I) is
Cohen—Macaulay.
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Proof. Asremarked above, F(I) is Cohen-Macaulay. By Theorem 2.10, it suffices to show

that r(I,) <1 for every associated prime p of R/I. Now [ is an ideal of fat points (in fact,

in arbitrary dimension) by Lemma 4.7. For such an ideal, in dimension 3, I, is generated

by the power of a complete intersection in a 2-dimensional ring. The latter is well-known

to have reduction number 1, with reduction generated by the two pure powers. O
A degenerate case is as follows:

Proposition 4.9. Let dim R = 3 and let I be as in (15), based on a hyperplane arrangement
of n linear forms in R. The following are equivalent:

(i) Up to a change of variables in R = k[x,y, z], the arrangement is defined by the fol-
lowing forms

bi=xlo=y+coz,ls=y+c3z,....0, =y~ cnz,
where the coefficients ¢; € k are mutually distinct.
(ii) u=1.

(iii) I has the following primary decomposition

I=q¢"7?N N »).
pEMinR/I\{q}

for a uniquely defined minimal prime q of R/I.
(iv) r(I) <1
Proof. (i) = (ii) The shape of ¢ as in (16) becomes

x
—(y+c22)  y+eoz

0= —(y + c32)

y + Cp—1%
_(y + an)

where the coefficients ¢; € k are mutually distinct and the blank slots are null entries. It is
obvious that I;(¢) = 3 and I2(¢) C (y, z). Therefore, u = u(p) = 1 by definition.

(ii) < (iii) By Lemma 4.7 we know that I is a fat ideal, hence is an intersection of prime
powers. Now use Proposition 4.1 and Theorem 3.6 (a).

(ii) = (iv) This reads off Corollary 3.6 (c).

(iv) = (i) First, some preliminaries. We know that the special fiber F(I) of I is Cohen—
Macaulay, hence the assumption r(7) < 1 implies by the proof of Proposition 2.7 that F(I)
is a rational normal scroll or a cone over a Veronese. More exactly, F(I) ~ k[t]/I2(C),
where t = {t1,...,t,} and C is a 2 x m linear matrix with the expected codimension
m —2+1=m — 1. But since the dimension of F(I) is £(I) = 3 then its codimension is
n — 3, and hence m = n — 2. Then

w(I?) = dimg(I?)y = dimy, F(I)2 = dimy, k[t]y — dimy (12(C))2
n+1 n—2
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From the other side, by Lemma 4.7, I is an ideal of fat points. Letting my, ..., m, denote
its defining virtual multiplicities, one has:

M(IQ) = dimy I22(n—l)

= dimy Ié?ifl) (by [9, Corollary 1.4])
2 ~ (2m; + 1
= ( 2n> - ; ( m2+ ) (by [9, Corollary 1.4])
= n(2n—-1) —QZm? —Zmi.
i=1 i=1
Therefore,
2 “mi+> mi=n(2n—1)—3(n—1)=2n>—4n+3. (17)
i=1 i=1
Further,
1 ~ (m;+1 1 rom2+ S my
n= :U’(I) =dimy I, 1 = (n;— > - <m 2+ > = (n—; )TL _ Zlilml ;_Zzlm

i=1

It follows that . S
Zm?—l—Zmi:nQ—n (18)
i=1 i=1

From (17) and (18) we get the following formulas:

T s
Zm$=n2—3n+3 and ZmZ-:Qn—S. (19)
i=1 i=1

Next, we look at the nature of the arrangement. Let, say, A" = {/{1,...,{s} stand for the
largest subset of A = {{1,...,¢,} spanning a k-linear subspace of dimension 2. Clearly,
2 < s. Also, s < n since ht [;(p) = 3. If s = n— 1 then, up to a change of variables, A would
have the format stated in (i). Thus, if we deny (i), it must be the case that s <n — 2. Let
us argue that this leads to a contradiction.

We divide the argument in two cases:

First case: s > 2.

In this case, set p := ({1, /2), one of the minimal primes of I. The virtual multiplicity
of I at pis s —1 > 2 (see the proof of Lemma 4.7). To get a grip on the other virtual
multiplicities, we list a set of minimal primes of I based on the index set 1 <i < s.

For this, fixing any such 4, we build a stratified partition P(i) of the set A\ A’ in the
following way: take some ¢ € A\ A" and define P(i); to be the set consisting of ¢ and all
elements of A\ A’ forming a circuit of order 3 with ¢; and ¢; take some ¢ € (A\ A)\ P(i);
and define P(i)2 to be the set consisting of ¢ and all elements of A\ A’ forming a circuit of
order 3 with ¢; and ¢; and so on so forth.

Let (i) denote the cardinality of the partition P (7). For each 1 < j < (i), let p; ; :=
(¢;,£), where /; is the element chosen at each step of the stratification P(z). Clearly,
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together with p = (¢1,¢3) these prime ideals are mutually distinct minimal primes of I.
Moreover, by construction, the virtual multiplicity of I at p;; is given by the cardinality,
say, m; j, of the stratum P(¢); (again as in the proof of Lemma 4.7).

It is now ripe time for counting. One has m;; + - - - + m;s;, = n — s, hence

r

Zm128—1+8(n—s)23(n—3)+2.

i=1
Therefore,

,

Zmi—(Qn—3) > s(n—s)—2n+5

i=1
= n(s—2)—s*+5
> (s4+2)(s—2)—s?+5 (sinces <n—2)
=1

thus showing that »_;_, m; > 2n — 3. However, this contradicts the second equality in (19).
Second case: s = 2.

This case is rather easy. Indeed, all combinations (¢;,¢;) of mutually distinct elements
of A yield (3) distinct minimal primes of I. This entails Y7 ; m; > (3) > 2n — 3, also
contradicting the second equality in (19).

O

4.3 Linearly presented monomial ideals

As usual, we assume that k is an algebraically closed field.

A linearly presented codimension 2 primary ideal I C R = k|[x,y, z] minimally generated
by n monomials is conjugate to the power (y, z)" 1.

The corresponding zyzygy matrix is

z 0 0 0O 0 O
-y oz 0 0 0
0 -y =z 0 0 0
. . (20)
0 0o 0 . z 0 0
0 0 0 . -y oz 0
0 0o 0 . 0 —y =z
0 0 0 . 0 0 -y

Dealing with non-primary such ideals is somewhat more delicate. Here is the “next”
case:

Proposition 4.10. Let I C R = k[z,y, z] denote a linearly presented codimension 2 perfect
ideal minimally generated by n monomials of degree n— 1. If R/I has exactly two minimal
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primes then, up to conjugation, the syzygy matrix of I has the form

z 0 0 0 0 0

—c1 2z 0 0 0 0
0 —co =z 0 0 0

o= : : (21)

0 0 0 z 0 0
0 0 0 —Cp_3 z 0
0 0 0 0 ) z
0 0 0 0 0 —Cp_1

where ¢; € {x,y} for each 1 <i<n—1.

Proof. Up to conjugation — in fact, up to change of variables in R — we may assume that
the minimal primes of R/ are (z,z) and (y, 2), hence /I = (zy, z). Therefore, a power of
z lies in I and since I is generated by monomials of degree n — 1, it follows that 2"~ € I.
By the same token, I has a monomial generator of the form z%°, with a +b=mn — 1.

We claim that a remaining set of n — 2 monomial generators of [ is

{x“"ybizi,lgign—Q, a; +b;=n—1-1} (22)

In other words, no two minimal monomial generators have in their support the same power
of z. Indeed, assuming this would be possible there would be a syzygy s of I with only two
nonzero coordinates which are monomials in x, y only. Since one is assuming that the syzygy
matrix ¢ of I is linear, s would have to be a combination of linear syzygies. Now, because
I is minimally generated by monomials, a generating linear syzygy can be assumed to have
only two nonzero coordinates and these are then necessarily different signed variables. On
the other hand, the generator 2”~! being a maximal minor of ¢ implies that every column of
© has an entry +z in exactly one row except one. It follows that s cannot be a combination
of the syzygies represented by the columns of .

Having granted (22), let us write the complete set of monomial generators thus obtained
in the following ordering

{xaoynflfao, P! yn72fa12,, o ,xan—zylfan—zznfa Zn—l}7 a; > 0. (23)

One immediately sees that a generating linear syzygy between these generators can only
involve contiguous ones in the above ordering because of the sequential powers of z. More-
over, its nonzero coordinates are z and necessarily a signed x or y. Therefore, I admit at
least those many syzygies that appear in the matrix (21). But this partial matrix has rank
n — 1, hence must be a full syzygy matrix of I. O

We informally call the sequence of entries ¢j ¢o ... ¢,—1 the basic entry sequence of the
ideal I in the above assumptions.

We next give the structural properties of two remarkable cases of the basic entry se-
quence.

Theorem 4.11. Let the assumptions and notation be those of Proposition 4.10 and let the
basic entry sequence be an alternating sequence of x and vy, i.e., of the shape xyxyxy....
Then:
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(a) The special fiber of the ideal I is Cohen—Macaulay and normal
(b) The Rees algebra of I is Cohen—Macaulay and normal.

Proof. We assume that the sequence has the shape ryzy ... xyzxy, ie., that n — 1 is
even - the case where n — 1 is odd is handled similarly with minor changes. Denoting
{fo, f1,---, fn—1} the generators in (23), one has

2=D/2y(n=1)/2 i = 0
fi= (fi1/)z, if i is odd
(fi—1/y)z, if ¢ is even

(a) With this format it is straightforward to verify that the homogeneous defining ideal of
the special fiber of I, which is the kernel of the k-algebra map

k[t0>t17 cee 7tn71] - k[f(]vflv s 7fn-1]> t; — fiv

contains the 2-minors of the 2-step catalecticant

to t1 to ... tn_3
C = .
< to t3 tg ... tp_1 )
It is well-known that k[to,?1,...,tn—1]/I2(C) is a Cohen-Macaulay domain of codimension
n — 3. Therefore, this algebra is the defining ideal of F(I).
Clearly, this is normal since it is the homogeneous coordinate ring of a rational normal
scroll (being catalecticant).

(b) We have seen in the proof of (a) that the homogeneous defining ideal of the special
fiber of I is the 2-minors of the matrix

to t1 ty ... tn_3
C= ;
< to t3 tg ... tp_1 )
in particular, the fiber is Cohen-Macaulay and r(I) < 1.
We first show that the Rees algebra Rg(I) is Cohen-Macaulay. Since the fiber F(I) is

Cohen-Macaulay, it suffices by Theorem 2.10 to prove that r(I,) < 1 and r(I;) < 1 where
p = (z,2) and ¢ = (y, ). For this, we note that

_ m, m m—1 m i, i . n—1-21 _i—1, 1 _n—2i+1 n—3 n—2 _n—1
I=(x™y™ am  y"z,.. . 2y LT Ty 2 yee oyt Ty TR 2T,
with m := (n — 1)/2. Then
I, = (2™, ™ Lz, 2™ 223, a2, 2""%) and I, = (y™, ™22,y

It follows that from [10, Proposition 2.15] that I, and I, are normal ideals of R, and R,,
respectively. Thus, the Rees algebras Ry, (I,) and R, (I,) are Cohen-Macaulay. Therefore,
r(I,) <1and r(ly) <1.

We next prove that Rz (I) is normal, by showing that it satisfies Serre’s condition (Ry).
Let J stand for its presentation ideal on R[t]. It contains the ideal Z := (t - ¢, [2(C))
and the generators of the latter can be taken to be a subset of a full set of generators of
J. Accordingly, the Jacobian matrix ©(Z) of the generators of Z is a submatrix of the
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Jacobian matrix ©(J) of the generators of J, with same number of columns. This gives
I,_1(©(Z)) C I,-1(©(J)) and hence

(In-1(0(2)),T) C (In-1(6(7)), T ),

so it suffices to bound below the codimension of the leftmost ideal. But the latter contains
the ideal (I2(B) - I,—3(0"), Io(C), I) since

(2 8)

where ©" denotes the Jacobian matrix of the 2-minors of C' and B denotes the Jacobian
dual of ¢.

Thus far the discussion has been kept on a fairly general level. Now it is time to enter
the particulars of the alternating case via the special shape of B. Namely, since ¢ has now
the form

z 0O 0 ... 0 0 0
—r =z 0 0 0
0 -y =z 0 0 0
0 0 0 z 0 0
0 0 O -y oz

0 0O 0 ... 0 -—=xz

0 0O 0 ... 0 0 —y

then the relation t - ¢ = x - B entails that the transpose of B has the shape

—t 0 to
0 —ty
—t3 0 to

0  —ty 3

0 —tn-1 tn—2

Therefore, (totn_1,t3,t3,...,t2_5) C I3(B), implying that the codimension of (I3(B),I) is
at least (n — 1) +2 =n + 1. As to the other “component” (I,,_3(0’), I5(C), I), note that
(In—3(0"), I(C)) is the Jacobian ideal of the domain k[t]/I2(C). Since the latter is normal
by the last sentence of the proof of (a), it is locally regular in codimension one. Therefore,
the codimension of (I,,_3(0’), I2(C)) is at least cod(I5(C))+2=n—-3+2=n—1. O

Conjecture 4.12. In the case above of an alternating basic entry sequence the Rees algebra
of the ideal I is of fiber type.

The second remarkable case is as follows.

Theorem 4.13. Let the assumptions and notation be those of Proposition 4.10 and let the
basic entry sequence be a separating sequence of x and vy, i.e., of the shape xx ... xyy ... y.
Then:
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(a) The special fiber of the ideal I is Cohen—Macaulay
(b) The Rees algebra of I is Cohen—Macaulay and of fiber type.

Proof. (a) The argument in this case is more involved and it will appeal to a “deformation”
argument.

Let r (respectively, s) denote the number of z’s (respectively, the number of 3’s) in the
sequence xx ... xyy ... y. By a similar token as in the previous case, I is generated by
the following n — 1 forms

x"y®, ifi=0
ol i1 <i<r
Yt ifr+1<i<n—1

Consider the following Hankel matrices

H, — to t1 ... tr_1 and  Hy — tr  try1 ... tp—2o .
t oty ...t toat tras oon tnot
CrAamM: The ring k[tg,t1,...,tn—1]/P is a Cohen-Macaulay domain of dimension 3,

where P := (I3(Hy), Io(Hz2))k[to, t1, . . ., tn—1].

We first show this ring is Cohen—Macaulay. For this deform to kl[tg,...,t,—1,7T], with
T a new variable, and consider the following Hankel matrix

Hé::( T tre1 ... tn_2>.
tr+1 tr+2 B |

Setting P’ := (I2(Hy), I2(HY)) C klto, ..., tn—1,T], since k is algebraically closed, we have
that the k-algebra

S = k‘{to, e ,tnfl,T]/P, >~ k‘{to, e ,tr]/IQ(Hl) ®k k[tr+1,tr+2, .. .tnfl,T]/Ig(Hé)

is a Cohen-Macaulay domain of dimension 2 4+ 2 = 4. In particular, 7' — ¢, is regular on S,
hence
k‘[to,tl, e ,tn_l]/P ~S/(T—t,)

is a Cohen—Macaulay ring of dimension 3.

It remains to show that P is a prime ideal. For this we will show that ¢, is regular on
klto,t1,...,tn—1]/P and that the localization of the latter at ¢, is a domain.

Let Q C k[to,t1,...,t,—1] denote an associated prime of kl[to,¢1,...,t,—1]/P containing

tr. We claim that necessarily {t1,...,t,—2} C @, and hence @ has codimension at least
n — 2; but this is impossible since k[to,t1,...,t,—1]/P is Cohen—Macaulay of codimension
n— 3.
. . . tr—o tr— t t
Now, if t, € @, since both minors det ( rm2 el ) and det ( vl > belong to
tr—1 tr tr—i—l tr—i—?

. . tr—3 Tp— t t
Q, it follows that t,_1, ¢, 412 € Q. But again, since det < T 2 > and det < rrl 2 )
tr—2 tr—1 try2 tr43

both belong to @ it follows that ¢,_o,t,12 € Q. Continuing, eventually {t1,...,t,—2} C Q,
as claimed.
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Finally, by inverting ¢, yields an isomorphism

Elto, ... ta_1][t: 1]

~ kltr, tro1, b ][t 1]
Pk[to,...,tn_l][tr—l] [ 1t ][t ]

To close the proof, at the other end a direct verification gives that the ideals of 2-minors
Iy(Hy) and I»(H2) are contained in the defining ideal of the fiber F(I). Therefore we
conclude that k[tq,...,t,]/P is the homogeneous coordinate ring of F(I).

(b) Consider the following scroll matrices

r to t1 ... tr_q Y tr tr41 ... tp—o >
S, = and Sy = .
! <—z to oty ...t ) 2 (—z A ol T

and set P := ([3(S1), I2(S2)) C k[z,y, z,to, ..., tn_1].

We will show that P coincides with a presentation ideal J of R(I). For this it suffices
to show that P C J and that P is a prime ideal of dimension 4. The inclusion is clear
since the 2-minors on each side are either defining relations of the symmetric algebra of
or polynomial relations of I (the latter by part (a)). Moreover, once verified that P = 7,
then it follows immediately that R(I) is of fiber type.

We proceed to show that P is a Cohen—Macaulay prime ideal.

Let T and U new variables, and consider the following deformation of S to “separate”

variables
gl .— < Y U try1 ... th—o )
2 - .
T trs1 trgo oo tnd

Note that all three S7, Sa, S} define rational normal scroll surfaces in their respective pro-
jective ambients.

Set P := (I5(S1), 12(S5)) C k[z,y, z,to, ..., tn—1,T,U].

CramM 1: The ring S := k[z,y, 2, to, . - ., tn—1, T, U]/ P’ is a Cohen-Macaulay domain of
dimension 6.

Note that

k[tO)"'atT‘ava] k[tr+latr+27'-'tn71)y7Ta U]
Ok 7
1>(51) 15(.53)

klto, ... tn_1,2,y,2, T, U]/ P ~

is Cohen—Macaulay of dimension 3 + 3 = 6. Since k is assumed to be algebraically closed,
it is a domain.
Specializing back only one of the two deformation variables

Sé/ — ( Yy tr tr+1 R ) )
T tri1 tego . tpot
still give a matrix defining a rational normal scroll in the respective projective ambient.
Set P’ = (12(51)712(55))
CLAM 2: The ring S’ := k[x,y, z,to,t1, ..., tn—1,T]/P" is a Cohen-Macaulay domain
of dimension 5.

Since this is an obvious specialization with U — ¢, regular on S, the assertion on the
Cohen—Macaulayness and the dimension are immediate.
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To show that P” is a prime ideal we will argue that ¢, is regular on S’ and that the
localization of the latter at ¢, is a domain.

Let Q C klz,y, 2,to,t1, ..., tn—1,T] denote an associated prime of S’ containing t,. We
claim that necessarily {¢1,...,t,—2, zto, ytn—1} C @, and hence @ has codimension at least
n; but this is impossible since S’ is Cohen—Macaulay of codimension n — 1.

. . . . tr—o tr_ t t
To see the claim, if t, € @, since both minors det < r=2 el ) and det < 7ot )
tr—1 bra1 lryo

: . . tr—3 Tr_
belong to Q, it follows that t._1,t,41 € Q. DBut again, since det ( tr 3 tr 2 > and
r—2 r—1

t t . .
det ( rh 2 ) both belong to @ it follows that ¢._,t,42 € Q. Continuing, even-
try2 try3

tually {t1,...,tn—2} C Q. Moreover, both minors det ¢ and det [ Y b2
—z T tn—l

belong to @, it follows that ztg,yt,—1 € Q. Therefore, {t1,...,tn_2,2to,ytn—1} C Q, as
claimed.
Finally, inverting ¢, yields an isomorphism

k[z,y,z,to, t1, .. tn1, T][t; 1]

r ~ kly, 2, try tr1, tr1 [t 1]
P//k[xﬂy7z>t07t17---7tn*1?T][t7"_1] o ' '

CrAm 3: The ring k[z,y, 2, to, t1, ..., tn—1]/P is a Cohen-Macaulay domain of dimen-
sion 4.

Again, this is a specialization with T + 2z regular on S’, hence the assertions about the
Cohen—Macaulayness and the dimension are immediate.

To see that P is a prime ideal we follow the same path as above, namely, we will show
that ¢, is regular on S” and that the localization of the latter at ¢, is a domain.

Let Q C klto,t1,.-.,tn—1,2,y, 2] denote an associated prime of S” containing ¢,. In
the same way as above, we have that {t1,...,t,—2,2t0,ytn—1} C @, and hence @ has
codimension at least n; but this is impossible since S” is Cohen—-Macaulay of codimension
n— 1.

Finally, by inverting ¢, yields an isomorphism

klz,y,z,to, ... tn—1][t; ]
P'klx,y, 2, to, . . . ,tn_l][tr_l}

= k[ya trytr—1, tr-‘rl] [t;l]

O

Remark 4.14. The special fiber of the separating case is not normal even when it is
balanced (i.e., when the number of z entries and of y entries are equal). Basic entry
sequences picked in random order of x and y has even less chance of having a normal
special fiber since the latter may not even be Cohen—-Macaulay. For example, the basic
entry sequence xyx xyy, obtained by a single transposition of the alternating case, gives
an ideal for which the special fiber is not Cohen—Macaulay. In this example, n = 7, while
u = 3, hence n < 2(u + 1). A computation gives that I,,11(¢) = I4(p) has two minimal
primes. This should be confronted with Proposition 2.5 (b).

The question remains as to whether there are other events in the present context where
normality takes place besides the alternating (scroll) case.
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