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We investigate the effective viscoelastic performance of particle-reinforced composite materials whose
particulate phase undergoes a material instability resulting in temporarily non-positive-definite elastic
moduli. Recent experiments have shown that phase transitions in geometrically-constrained composite
phases (such as in particles embedded in a stiff matrix) can lead to stable non-positive-definite elastic
moduli, and they hinted at strong damping increases that can be achieved from such metastable
composite phases. All previous theoretical efforts to explain such phenomena have used simplistic
one-dimensional models or they were based on composite bounds and specific two-phase solids. Here,
we study particle–matrix composites with periodic randomized particle dispersion. A finite element
discretization is used in combination with a sophisticated nonlinear solver in order to perform the
numerous calculations in a feasible amount of computing time. Our computational analysis shows that
stable non-positive-definite inclusion moduli can indeed lead to extreme damping increases (i.e. greatly
exceeding the intrinsic damping of each composite phase) and that such extreme damping arises from a
shift in microstructural mechanisms.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

Composite materials are a popular means to achieve beneficial
combinations of material properties that are naturally exclusive.
A prime example is the combination of high stiffness and high
damping which, due to contrary microstructural mechanisms, is
a rare find albeit of utmost importance to a myriad of technological
and scientific applications. A common solution is to integrate a stiff
phase with a lossy one, whose base material properties, their
volume fractions, geometric arrangement, and bonding define the
overall composite properties. The effective material performance
can be estimated via composite bounds (see e.g. Milton (2002)
for an overview of bounds on the viscoelastic properties of
composite) as well as through computational studies that aim at
extracting the effective macroscale response from averaging over
a representative microscale configuration. The quality of such esti-
mates depends primarily on the level of microstructural details
represented by the model.
The classical composite bounds of, e.g. Voigt (1889) and Reuss
(1929) as well as those of Hashin and Shtrikman (1963) for isotro-
pic solids suggest that the combination of two or more phases into
a composite can only result in a compromise of the individual
properties of the constituent base materials. In other words, the
effective stiffness and damping of a composite cannot surpass
the stiffness or damping of any of the composite constituents,
respectively. Various authors have reported techniques to identify
geometric arrangements of composite constituents to result in
optimal effective performance – within the aforementioned
bounds. Rather recently, it was shown that non-positive-definite
elastic phases (often referred to as negative-stiffness phases) in
composites can lead to extreme effective behavior, where extreme
denotes properties that significantly surpass those of all constitu-
ent materials (Lakes and Drugan, 2002; Wojnar and Kochmann,
2014). Non-positive-definite (visco)elastic moduli are unstable in
solids with mixed or pure-traction boundary conditions (e.g. in
free-standing solids) (Kirchhoff, 1859) but can be stabilized if
sufficiently constrained, e.g. as particles embedded in a matrix or
coating that is sufficiently stiff and thick (see e.g. Drugan, 2007;
Kochmann and Drugan, 2009, 2012; Kochmann, 2012). A loss of
elastic positive-definiteness occurs, among others, during second-
order phase transitions (Jaglinski and Lakes, 2007) when the
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single-well free energy landscape transforms into a multi-well
energy (Landau, 1937) while the solid is kept from transforming
due to the geometric constraints (i.e. the local curvature of the
energy landscape becomes negative, implying non- positive-
definite incremental elastic moduli). For example, Dong et al.
(2010a) measured the isotropic linear viscoelastic moduli of pure
unconstrained barium titanate (BaTiO3), a ferroelectric ceramic
showing a martensitic transformation near 120 �C, undergoing
time-harmonic bending using Broadband Viscoelastic Spectros-
copy (BVS). Their results, shown in Fig. 1, illustrate the pronounced
softening of the dynamic viscoelastic moduli and, in particular, a
strong softening of the dynamic bulk modulus close to 0 GPa near
the transition temperature at low mechanical frequencies (here, at
0.1 Hz). After metal-coating the BaTiO3 specimen, the softening of
Young’s modulus is even more pronounced (see also Dong et al.,
2010b). Of course, these results do not show any stable negative
bulk or shear moduli because these would be unstable and thus
thermodynamically inadmissible. However, experiments on
BaTiO3 particles embedded in a metal matrix have demonstrated
extreme increases in the dynamic stiffness and damping near the
transition temperature of the particles (Jaglinski et al., 2007). Con-
sidering the classical bounds on composite properties, such strong
increases can best be explained by a temporarily non-positive-
definite inclusions phase (see e.g. Jaglinski et al., 2007). Similar
phenomena have been reported e.g. for metal-matrix composites
containing VO2 inclusions (Lakes et al., 2001).

Despite the aforementioned experimental evidence, a funda-
mental understanding of the underlying microstructural mecha-
nisms that lead to extremely high damping is incomplete.
Previous studies fall into one of three categories. (i) Investigations
based on composite bounds have relied upon the correspondence
principle (see e.g. Lakes, 2001a,b; Kochmann, 2014) which is based
on strong restrictive assumptions and may loose validity in com-
plex multi-phase composites (Milton, 2002). (ii) Theoretical and
computational studies of one- and two-dimensional spring-
dashpot assemblies (Wang and Lakes, 2004a,b; Wang et al.,
2006) have also predicted high damping due to negative-stiffness
elements but do not readily admit extension to complex three-
dimensional composite materials. (iii) Investigations of specific
two-phase bodies (such as coated spheres and cylinders) have
confirmed strong damping increases in the presence of negative
stiffness (Kochmann, 2014); yet, they do not allow for qualitative
Fig. 1. Mechanical softening of the dynamic viscoelastic moduli of pure and coated
BaTiO3 near the phase transformation at 0.1 Hz, adopted from Dong et al. (2010a).
or quantitative predictions for general composite materials with
periodic or random microstructure.

In order to extend the previous research towards a better
understanding of the aforementioned damping phenomena, we
investigate the effective linear viscoelastic moduli of particle–
matrix composites by a computational two-scale approach. The
ceramic inclusion phase is modeled as a linear viscoelastic solid
embedded in a linear viscoelastic matrix. The viscoelasticity within
both phases is described by generalized Maxwell models. We
assume a random dispersion of particles and extract the effective
material response to time-harmonic excitation by methods of
homogenization. Frequencies are kept sufficiently low to avoid
the influence of resonance and to allow us to neglect inertial
effects. We choose the specific example material system studied
experimentally by Jaglinski et al. (2007): ceramic inclusions in a
matrix of pure tin. Since the intricate mechanisms of the underly-
ing phase transitions go beyond the scope of this contribution, we
assign non-positive-definite linear elastic moduli to the inclusion
phase and explore the resulting macroscopic response for the full
range of stable moduli, where stable refers to the stability of the
effective composite material. Note that for isotropic solids (charac-
terized by their shear and bulk moduli) we only consider negative
values of the bulk modulus. A negative shear modulus necessarily
implies local instability due to a loss of strong ellipticity
(Hadamard, 1903).

The detailed geometric description of the representative unit
cell as well as the necessity to compute the mechanical response
over several load cycles at low mechanical frequencies result in
enormous computational expenses. In order to speed up the solu-
tion of the high dimensional linear systems found during the finite
element study, a modified Krylov method based on a precondi-
tioned conjugate gradient (CG) method is used.

This paper is structured as follows. In Section 2 we describe the
variational constitutive models as well as the computational two-
scale approach to determine the effective mechanical properties of
the composite material. In Section 3, we summarize results for the
effective dynamic response and discuss the underlying physical
mechanisms, before Section 4 concludes our analysis.
2. Multiscale model of linear viscoelastic composites

2.1. Notation and mechanical framework

In the following, we use an index-free notation for conciseness.
Lower-case symbols denote scalars (e.g. c; w; /), lower-case bold-
face characters represent vectors (e.g. x; u), and upper-case Latin
letters (e.g. A; I) and lowercase bold-face Greek letters (e.g. r; e)
are used to identify second-order tensors. Fourth-order tensors
are indicated by double-stroke symbols (e.g. C;P).

The focus of our investigation is on the linear viscoelastic prop-
erties of composites in response to time-harmonic vibrational
loads. We assume that the excitation is sufficiently small to pre-
vent the activation of inelastic material processes such as plasticity
or damage, although these may play an important role in under-
standing the long-term stability of the composites investigated
here. However, the consideration of these material nonlinearities
is beyond the scope of our analysis. We further assume that a
linear viscoelastic description is appropriate. Given the transient
displacement field uðx; tÞ at a point x 2 X � R3 within a body X
at time t 2 ½0; T�, the infinitesimal strain tensor

eðx; tÞ ¼ sym grad uðx; tÞð Þ½ � ð1Þ

describes the local kinematics of the solid. A constitutive relation is
assumed to relate the strain history up to time t to the symmetric
Cauchy stress tensor rðx; tÞ. With mass density .ðx; tÞ and an



Fig. 2. Rheological model for the generalized Maxwell model.
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external body force field bðx; tÞ, the motion of the solid is governed
by the balance of linear and angular momentum, and mechanical
equilibrium is attained if

divðrðx; tÞÞ þ bðx; tÞ ¼ .ðx; tÞ €uðx; tÞ
rðx; tÞ ¼ rðx; tÞð ÞT

�
: ð2Þ

Here and in the following, dots denote differentiation with respect
to time. In the following inertial effects and body forces are
neglected. This is justified since the mechanical loading will be suf-
ficiently slow to avoid resonant effects, and typical experimental
specimens are on the order of millimeters so that gravitational
effects can be neglected. The system of equations is complemented
by initial conditions for the displacement field uðx; tÞ and the veloc-
ity field _uðx; tÞ. Further, appropriate boundary conditions of Dirich-
let type (uðx; tÞ prescribed on Cu) and of Neumann type (traction
vector tðx; tÞ ¼ rðx; tÞnðxÞ prescribed on Ct with outward unit nor-
mal nðxÞ) are assumed.

2.2. Variational constitutive model

In order to close the system of equations, the constitutive equa-
tions relating the strain history to the current Cauchy stress are
required. A potential-based model in the spirit of standard dissipa-
tive solids (e.g. Germain, 1973; Halphen and Nguyen, 1975; Perić,
1993; Ortiz and Stainier, 1999) with internal state variables I , the
Helmholtz free energy density wðe; IÞ and the dissipation potential
/ð _e; _IÞ is assumed in the following. The stress tensor r decomposes
into an equilibrium contribution r0 (which derives from the Helm-
holtz free energy density) and a viscous contribution rv:

rðe; _e; I ; _IÞ ¼ r0ðe; IÞ þ rvð _e; _IÞ; ð3Þ

r0ðe; IÞ ¼
@wðe; IÞ
@e

: ð4Þ

The generalized vector of thermodynamic driving forces F is
obtained via

F ¼ � @wðe; IÞ
@I : ð5Þ

The dissipation potential provides the algebraic constraints

rvð _e; _IÞ ¼ @/ð
_e; _IÞ
@ _e

; F ¼ @/ð
_e; _IÞ
@ _I

: ð6Þ

Eqs. (5) and (6) lead to the Biot-type evolution law for the internal
variables, viz.

@wðe; IÞ
@I þ @/ð _e; _IÞ

@ _I
¼ 0; ð7Þ

where differentiable potentials are assumed. Examples for the
internal variables I include a viscous or plastic strain tensor, or
hardening variables. The viscous non-equilibrium stress rv com-
monly stems from purely viscous effects. The simplest scenario is
a linear relation between the total strain rate _e and the viscous
stress rv as found, e.g. in the popular Kelvin–Voigt model of visco-
elasticity or in Newtonian fluids.

2.3. Microscale: linear viscoelastic material model

In this study we focus on isotropic, linear viscoelastic materials
of generalized Maxwell type (Wiechert, 1893) (see e.g. Holzapfel
and Simo, 1996; Fritzen and Böhlke, 2013 for recent extensions
and applications). The experiments reported e.g. in (Lakes
(2001a) and Jaglinski et al. (2007) demonstrated the observed
extreme damping under quasistatic thermal loading while the
time-harmonic mechanical loads vary at speeds that are orders
of magnitude higher. This removes any transient effects and
ensures a steady-state time-harmonic scenario. Furthermore, the
experimentally observed phenomena due to the structural transi-
tion are not instantaneous but stable for certain periods of time.
The loading frequency is significantly below any system-inherent
resonance. For all those reasons, we choose to investigate the
steady-state approach while neglecting inertial effects. Further-
more, the total transformation strains involved are less than 0.1%
in magnitude (Kochmann, 2006). Experiments realized maximum
surface strains on the order of 10�4. Therefore, the observed phe-
nomena can, to a first approximation, be represented by a linear
theory.

The rheological model consists of nM Maxwell elements with
viscosities gðmÞ and shear stiffness values GðmÞv (m ¼ 1; . . . ;nM). The
ground elasticity is described by bulk modulus K0 and shear mod-
ulus G0, as shown in Fig. 2. Here and in the sequel, the two isotropic
projectors in three dimensions are defined by

P1 ¼
1
3

I � I; P2 ¼ Is � P1; ð8Þ

where I denotes the second-order identity tensor, and Is is the iden-
tity on symmetric tensors. Note that all fourth-order tensors used
throughout this manuscript have major and both minor symme-
tries. The viscosity is often expressed in terms of a relaxation time

sðmÞ and the shear modulus GðmÞv via gðmÞ ¼ GðmÞv sðmÞ.
The viscous strains eðmÞv (m ¼ 1; . . . ;nM) in the Maxwell elements

form the internal variables I ¼ eð1Þv ; . . . ; eðnMÞ
v

n o
. We assume that

only shear viscosity is observed, which results in the viscous strain

tensors to be purely deviatoric, i.e. eðmÞv ¼ dev eðmÞv

� �
¼ P2 eðmÞv . The

corresponding Helmholtz free energy density is introduced as

wðe; IÞ ¼ 1
2
e � C0eþ

XnM

m¼1

GðmÞv devðeÞ � eðmÞv

�� ��2 ð9Þ

with C0 ¼ 3K0P1 þ 2G0P2. It defines the stress r and the driving
forces rðmÞv conjugate to the viscous strains as

r ¼ @w
@e
¼ C0eþ

XnM

m¼1

rðmÞv ; ð10Þ

rðmÞv ¼ � @w

@eðmÞv

¼ 2GðmÞv devðeÞ � eðmÞv

� �
: ð11Þ

Note that the special case of linear elasticity is obtained by choosing

GðmÞv ¼ 0 for all m ¼ 1; . . . ; nM. The dissipation function / is taken to
depend only on the rates of the internal variables according to

/ _eð1Þv ; . . . ; _eðnMÞ
v

� �
¼
XnM

m¼1

gðmÞ _eðmÞv

�� ��2
: ð12Þ

Finally, the Biot-type Eq. (7) relating (11) to (12), yields the evolu-

tion equations for the viscous strain tensors eðmÞv , viz.



Fig. 4. Relaxation curve for instantaneously-applied constant shear strain �12.
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@w

@eðmÞv

þ @/

@ _eðmÞv

¼ 0 ð13Þ

or

GðmÞv

gðmÞ
P2½e� ev� ¼ _eðmÞv : ð14Þ

The generalized Maxwell model gives rise to a characteristic
creep curve when instantaneously loaded by a constant stress. In
contrast, the instantaneous application of a constant shear strain
results in stress relaxation. Figs. 3 and 4 illustrate the creep and
relaxation response obtained using a single dashpot element
(nM ¼ 1).

In case of time-harmonic loading at angular frequency x, the
single-element Maxwell model gives rise to shear damping with
torsional loss tangent

tan dGð Þ ¼
ImðG�ðxÞÞ
ReðG�ðxÞÞ ¼

Gv gx
G0 G2

v þ ðG0 þ GvÞg2 x2
; ð15Þ

where G�ðxÞ denotes the dynamic effective shear modulus. The tor-
sional loss tangent exhibits a Debye peak with a maximum at
frequency

f G;max ¼
xG;max

2p
¼ 1

2p
Gv

g

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G0

G0 þ Gv

s
: ð16Þ

Analogously, the effective Young modulus of the linear viscoelastic
model with one Maxwell element for a uniaxial tension test can be
computed either directly by solving the time-harmonic boundary
value problem or by exploiting isotropy and using the correspon-
dence principle (Lakes, 1999). Both ways lead to the uniaxial loss
tangent (with �G ¼ G0 þ Gv)

tan dEð Þ ¼
3G2

vK0gx
G0G2

vðG0 þ 3K0Þ þ �Gð�Gþ 3K0Þg2x2
; ð17Þ

which peaks at a frequency of

f E;max ¼
1

2p
Gv

g

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G0

�G
G0 þ 3K0

�Gþ 3K0

s

¼ f G;max

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G0 þ 3K0

�Gþ 3K0

s
9>>>>>=
>>>>>;
: ð18Þ
2.4. Microscale: particle–matrix composite

The material model summarized in Section 2.3 is used to model
the individual phases on the microscale of the particle–matrix
composite of interest. In particular, the aim is to identify qualita-
tive and quantitative effects on the frequency-dependent damping
induced by local material instabilities in the composite. In an
Fig. 3. Creep curve for instantaneously-applied constant shear stress r12.
attempt to mimic previous experiments, we consider an isotropic
microstructure consisting of a lossy viscoelastic matrix material
with linear viscoelastic inclusions showing a higher stiffness but
smaller viscous effects. We assume the existence of a representa-
tive periodic unit cell containing 20 spherical inclusions (corre-
sponding to 10% vol.), which is referred to as Volume Element
(VE) in our study, see Fig. 6. It was verified that the VE has near-
isotropic effective elastic moduli. Note that a much larger VE (in
terms of the number of inclusions) could have been used. However,
numerical investigations have shown that an increased VE size
does not alter the results qualitatively, and that the quantitative
influence is small. Although the chosen VE is thus not a represen-
tative VE in the strictest sense, the dissipative effects observed are
the same irrespective of the number of inclusions. For the matrix
phase we use the generalized Maxwell model with the material
parameters of pure tin (Sn) summarized in Table 1. For simplicity
we consider only a single Maxwell element (nM ¼ 1) whose param-
eters are chosen to best fit experimental reality in the low-
frequency regime which is of utmost importance in most structural
applications. Fig. 5 shows experimental data of the loss tangent
tan d of pure tin under time-harmonic torsional loading at ambient
temperature over a wide range of frequencies (Cook and Lakes,
1995).

The inclusion phase is assumed to undergo a structural
transition that results in a local loss of stability. For example,
according to theories of Landau (1937) and Devonshire (1949,
1951) ferroelectric perovskite ceramics such as barium titanate
(BaTiO3), the free energy landscape develops into a multi-well
configuration upon cooling below the Curie temperature. When
the high-temperature phase of the material is stabilized at lower
temperatures below the Curie point, this results in non-positive-
definite elastic moduli in the BaTiO3 inclusions (Kochmann and
Drugan, 2012; Wojnar and Kochmann, 2014). This was demon-
strated experimentally by Jaglinski et al. (2007). A detailed model
of the cubic-to-tetragonal transition in BaTiO3 goes beyond the
scope of the present paper (and the exact details of the phase tran-
sition are of minor importance). Instead, we assume the inclusions
consist of a fictitious ceramic material derived from BaTiO3. We
adopt the shear modulus of approximately-isotropic polycrystal-
line BaTiO3. Viscous effects in the ceramic inclusion phase at room
temperature are somewhat smaller than in the tin matrix; e.g. the
loss tangent in pure BaTiO3 was measured near 0.01 in the low-
frequency regime (Jaglinski and Lakes, 2007). Therefore, we treat
the inclusion phase as linear viscoelastic and apply the same gen-
eralized Maxwell model with a different set of parameters which
are summarized in Table 1.

Positive-definiteness of an isotropic solid requires that both
shear and bulk moduli, G and K, respectively, are positive
(Kirchhoff, 1859). The weaker condition of pointwise stability
enforces strong ellipticity of the elastic modulus tensor, which
for isotropic media is equivalent to requiring G > 0 and



Table 1
Viscoelastic material parameters for the matrix and inclusion materials.

Matrix (Sn) G0 18.43 GPa K0 58 GPa Gð1Þv
1.843 GPa gð1Þ 1.843 GPa s

Inclusion (� BaTiO3; ac < a 6 1:845) Ginc 50 GPa K inc aGinc Gð1Þinc;v
2.658 GPa gð1Þinc;v

0.412 GPa s

Fig. 5. Loss tangent tan d vs. frequency for cadmium and tin at ambient temper-
ature, modified after (Cook and Lakes, 1995).
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K > �4=3G (Lord Kelvin, 1856). Hence, the expected loss of posi-
tive-definiteness of the isotropic elastic moduli of the inclusion
phase implies that its bulk modulus becomes negative while its
shear modulus remains positive (see e.g. Kochmann and Drugan,
2012). To this end, the bulk modulus is varied from positive to neg-
ative values, until the composite loses stability. We introduce the
tuning parameter a such that the elastic moduli in the inclusion
phase are related by

K inc ¼ aGinc: ð19Þ

Stability of free-standing homogeneous solids (i.e. bodies with
pure-traction or mixed boundary conditions) requires positive-
definiteness of the elastic modulus tensor, which translates into
a P 0 for stability. In addition to this regime of unconditional
stability, recent studies confirmed that non-positive-definite elastic
phases can be stable if sufficiently constrained (Drugan, 2007;
Kochmann and Drugan, 2009, 2012; Wojnar and Kochmann,
2014). Therefore, we here investigate the full range of aref P
a P ac with a critical value ac < 0 denoting the stability limit. Here,
aref denotes the reference value of BaTiO3 at room temperature, cf.
Table 1. Experiments used polycrystalline, polydomain particles of
BaTiO3 to create an approximately isotropic volumetric eigen strain
during transformation, which is here represented by the negative
Fig. 6. Periodic VE containing 20 linear elastic, spherical inclusions (with a volume
fraction of 10%) embedded into a viscoelastic matrix (left); finite element
discretization using quadratic tetrahedra (right).
bulk modulus. In the following, we proceed to investigate the
impact of the inclusions’ bulk modulus on the overall damping
properties of the material.

The VE on the microscale contains 20 spherical inclusions
amounting to a total of approximately 10 vol.%. It is discretized
using quadratic tetrahedral finite elements. Fig. 6 illustrates the
geometry of the particle–matrix composite VE and its finite ele-
ment discretization used for subsequent simulations.

Different mesh resolutions with up to 862,551 degrees of free-
dom have been compared in order to verify that the mesh density
used in the simulations is sufficient (199,326 DOF; h2). For
a ¼ �0:15 and f ¼ 0:15 Hz the normalized difference of ��xxðtÞ with
respect to the finest discretization is shown in Fig. 7. Note that the
error in the effective strain for mesh level h1 is less than 0.1%,
which justifies the chosen discretization level.

2.5. Two-scale problem and principles of homogenization

In the following, a classical two-scale formulation is used so
that a clear separation of scales is hypothesized. This requires that
field variables on the macroscale vary on a much bigger scale and
much more slowly in space than those on the microscale. In other
words, the structural or macroscopic scale is strictly separated
from the microstructural scale where the material heterogeneities
of the composite become apparent. Note that this essentially
requires that the microstructural length scale is significantly smal-
ler than the norm of the gradient of the mechanical fields on the
macroscopic scale. Then, balance of momentum must be satisfied
on the macroscopic scale with the macroscopic (or effective) stress
tensor �r, the effective strain tensor �e, the effective mass density �.
and the effective body force field �b:

div�x �rð�x; tÞ½ � þ �bð�x; tÞ ¼ �.ð�x; tÞ €uð�x; tÞ
�rð�x; tÞ ¼ �rð�x; tÞT

)
: ð20Þ

The structural problem is also equipped with suitable kinematic
and static boundary conditions. As discussed above, the low fre-
quencies studied in the sequel allow us to neglect inertial effects,
and we neglect the effect of body forces.

The effective macroscopic stress and strain tensors �r and �e are
fully determined by the microstructural characteristics and inelas-
tic processes occurring in the VE. The coupling of scales is formally
defined by volumetric averaging over the VE X with volume j X j,
i.e.

�r ¼ 1
j X j

Z
@X

t � xdA ¼ 1
j X j

Z
X
rdV ¼ rh i; ð21Þ

�e ¼ 1
j X j

Z
@X

sym u� nð ÞdA ¼ 1
j X j

Z
X
edV ¼ eh i: ð22Þ

As a consequence, the effective constitutive model on the macro-
scopic scale derives from the microscopic material properties and
the morphology and topology of the microstructure. Identifying
the relation between the effective stress tensor and the history of
the effective strain tensor yields the homogenized constitutive
model of the micro-heterogeneous material. An overview of the
microscopic and macroscopic equations describing the two-scale
problem is given in Fig. 8. We follow classical procedures of numer-
ical homogenization (see e.g. Kouznetsova et al., 2001; Miehe and



Fig. 7. Results of the mesh density study for a ¼ �0:15, f ¼ 0:15 Hz.

Fig. 8. Overview of the microscopic and macroscopic governing equations describing the two-scale boundary value problem.

4106 F. Fritzen, D.M. Kochmann / International Journal of Solids and Structures 51 (2014) 4101–4112
Koch, 2002). The effective uniaxial response of the viscoelastic par-
ticle–matrix material is obtained by applying anti-periodic normal
traction boundary conditions

�rðtÞ ¼ r0 sinð2p f tÞex � ex; r0 ¼ 50 MPa; ð23Þ

in the ex-direction at a prescribed driving frequency f ¼ x=2p. This
boundary condition mimics a cyclic uniaxial tension test. It allows
for the extraction of the effective dynamic Young modulus and
the corresponding loss tangent d comparable to those measured
experimentally in time-harmonic bending.

2.6. Stability considerations

To estimate the stability of the composites under investigation,
let us consider elastic stability theory. The addition of viscous
effects generally stabilizes and hardly destabilizes elastic systems
(see e.g. Ziegler, 1953). Here, we will show that the elastic assump-
tion is sufficient to provide a good estimate of the stability limit. As
pointed before, pointwise stability of elastic solids requires the
strong ellipticity of its elastic modulus tensor to ensure real-valued
wave speeds of linear elastic stress waves. In addition, overall sta-
bility of a homogeneous elastic body requires the quasiconvexity of
its strain energy density (or, for inhomogeneous solids in general, a
unique minimizer to exist for a given set of boundary conditions).
For homogeneous linear elastic solids under mixed displacement/
traction boundary conditions this is equivalent to requiring posi-
tive-definiteness of the elastic modulus tensor. For an isotropic
solid, this in turn enforces positive shear and bulk moduli. There-
fore, as a free-standing, unconstrained solid, the inclusion phase
would be unstable for a ¼ K inc=Ginc < 0. However, when embedded
in another stable matrix material, stability conditions must be ver-
ified for the overall composite. As shown e.g. by Kochmann and
Drugan (2012), the stability of an elastic composite requires that
the effective moduli of the composite satisfy positive definiteness
(i.e., for isotropic composites, the effective shear and bulk moduli
must be positive). As a consequence, the overall response of a
microheterogeneous composite can be stable with a non-
positive-definite inclusion phase (having a negative bulk modulus),
as long as a is greater than some critical value ac. This critical value
is determined by enforcing that the effective bulk modulus be non-
negative. For the chosen (approximately isotropic) microstructure,
the lower Hashin–Shtrikman bound can be used to estimate the
effective bulk modulus and thus to determine an estimate for ac

(for a discussion of the classical bounds in the presence of negative
stiffness see Kochmann and Milton, in press). This yields the
sought lower bound on the inclusion bulk modulus, viz.

a ¼ K inc

Ginc
> � 4 1� cð ÞK0

3K0 þ 4cG0

G0

Ginc
¼ ~ac; ð24Þ

where c denotes the volume fraction of the inclusion phase. For the
parameters provided in Table 1 and a volume fraction of c ¼ 10%,
we obtain the estimate ac 	 ~ac ¼ �0:4243. The lower bound for a
thus depends on multiple microstructural characteristics: (i) the
inclusion volume fraction, (ii) the elastic properties of the matrix
material, (iii) the shear modulus of the inclusion phase, and (iv)
the degree of isotropy of the effective composite material. Notably,
the inclusion phase is predicted to be allowed a stable bulk modulus
that is (significantly) less than zero. We note that we used the lower
Hashin–Shtrikman bound to find a stability limit on the inclusion
moduli by enforcing that the effective bulk modulus of the compos-
ite must be positive for stability. While the Hashin–Shtrikman
bound is a valid lower bound on the effective moduli for this
(approximately isotropic) composite, the above procedure is not
guaranteed to lead to a lower bound on the inclusion bulk modulus’
stability limit (the actual critical effective bulk modulus may devi-
ate from the lower bound construction). This is especially true when
considering the finite VE size. Yet, this lower bound is shown to be a
remarkably good estimate.

Numerical experiments indicate that amin ¼ �0:425 forms the
stability limit for the specific microstructural representation
chosen here (i.e., amin ¼ �0:425 appears stable but no stable
values amin < �0:425 could be identified). The fact that this
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numerically-determined limit lies below the theoretical prediction
above is no contradiction because the Hashin–Shtrikman bound
assumes isotropy, which is approximately realized here (therefore
the good match) but not entirely due to missing symmetry in the
VE. As a side note, it has been long recognized and numerically ver-
ified that the lower Hashin–Shtrikman bound can provide accurate
predictions for isotropic inclusion microstructures (see e.g. Fritzen
and Böhlke (2011) for a numerical study of particle reinforced
metal ceramic composites). For anisotropic materials more com-
plex bounds have been derived (see e.g. Böhlke and Lobos, 2014).

2.7. Computational strategies

In order to speed up the finite element simulations, the repeti-
tive nature of the mechanical fields occurring under cyclic loading
is exploited. A preconditioned conjugate gradient method (HIPS,
http://hips.gforge.inria.fr) is used to solve the linearized systems
of equations (Gaidamour and Henon, 2008). A small dimensional
set of reduced solution vectors is built during the simulation which
is used to provide good initial values for the CG method by means
of orthogonal projection involving the current stiffness matrix.
Thereby, not only the number of iterations is reduced but it also
allows to keep the same preconditioner for many subsequent load
steps. The small dimension of 3 to 5 vectors for the reduced solu-
tion space clearly shows the self-similarity of the local mechanical
fields. It indicates that the used finite element model is well-suited
for sophisticated reduced basis methods such as the APHR (A Priori
Hyper-Reduction; Ryckelynck, 2009), the viscoelastic NTFA
(Fritzen and Böhlke, 2013) or the recent reduced basis model
order-reduction scheme of Fritzen and Leuschner (2013) which
can further improve the computational efficiency.
3. Effective dynamic material response

3.1. Computational setup

Simulations apply the antiperiodic traction boundary condi-
tions (23) for uniaxial tension–compression to the microstructural
VE shown in Fig. 6. Two parameters are varied over wide ranges: (i)
the mechanical driving frequency f and (ii) the inclusion modulus
ratio a 2 ½�0:425;aref �. Outputs of the simulations comprise the
effective transient strain response in the axial and transverse direc-
tions, �exxðtÞ; �eyyðtÞ and �ezzðtÞ. The last load cycle (verified to be free
of transient effects) is taken as a basis to generate the following
effective material characteristics:


 the complex Young modulus E� ¼ eiðxtþdÞ j E� j,

 the complex Poisson ratio m� ¼ eiðxtþdmÞ j m�j�,

 the time-domain phase shift d between �rxx and �exx.

The complex Young modulus can be decomposed into the storage
modulus E0 and the loss or dissipation modulus E00 defining the uni-
axial loss tangent tan d

E0 ¼j E� j cos d; E00 ¼j E� j sin d; tan d ¼ E00

E0
: ð25Þ

In order to determine a suitable frequency range, the matrix mate-
rial was analyzed individually and the frequency f E;max at which the
matrix material shows a peak of its uniaxial loss tangent tan dE was
identified as f E;max 	 0:15102 Hz. Therefore, the frequency range of
f 2 ½0:0025 Hz; 1 Hz� was chosen for the subsequent computational
studies along with inclusion modulus ratios of a 2 ½�0:425;
1:84506�. In total, 15 � 12 = 180 transient FE simulations were car-
ried out and the effective stress–strain curves were extracted for
effective parameter identification.
Fig. 9 illustrates the transient response: shown are the uniaxial
driving stress �rxxðtÞ according to (23), the resulting uniaxial strain
�exxðtÞ and the transverse strain component �eyyðtÞ vs. normalized
time for the example parameters a ¼ �0:425 and f ¼ 0:10 Hz
(Tcyc ¼ 1=f is the duration of one load cycle). It becomes apparent
that the last load cycle has indeed stabilized and all transient
effects have been removed effectively in the last cycle of the
simulation, which allows for a clean extraction of the harmonic
effective response.

The transient response decays quickly over the course of at
most two load cycles, and the fourth and fifth cycles are identical
up to numerical precision. Note that for Fig. 9 we deliberately
chose a combination of parameters that gives rise to the most pro-
nounced swing-in effect, i.e. other parameters are found to provide
a stabilized response already in the second or third cycle. Based on
these observations, we will apply five load cycles to the virgin,
unloaded material in all simulations in order to attain stabilized
cycles and to extract the effective response from the fifth cycle.
As an example, the last cycle in Fig. 9 is plotted individually and
compared to the harmonic response for the identified parameters,
viz.

�exxðtÞ ¼
r0

j E� j
sinð2p f t þ dÞ: ð26Þ

Fig. 9 shows an excellent agreement between both response
functions, which confirms the high level of accuracy of the chosen
numerical approach and the choice of the fifth load cycle as repre-
sentative for time-harmonic loading.

3.2. Effective dynamic material properties

The absolute value of the effective complex Young modulus
j E� j and the signed dynamic Poisson ratio j m�j� of the particle–
matrix composite are shown in Fig. 10 for all actuation frequencies
and for the full parameter range of a investigated in this study. For
values of a P 0, dynamic effects appear significantly less pro-
nounced and only marginal variations in the two effective material
parameters E�; m� are observed due to the small volume fraction of
the inclusion phase. For a ¼ aref (i.e. for literature values of stable
BaTiO3 at ambient temperature) the peak value of 58.99 GPa for
the dynamic Young modulus is attained approximately at
f ¼ 1 Hz in the range of interest. For a < 0 a qualitative change of
results is observed. As can be expected (see e.g. Kochmann,
2014), the composite softens dramatically as the inclusion phase
approaches the stability limit. The smallest value of the effective
Young modulus, 14.07 GPa, is found at f ¼ 0:0025 Hz for
a ¼ �0:425, and it is approximately four times smaller than the
reference value at a ¼ aref . Furthermore, for a < 0 effective moduli
vary considerably more with frequency. This becomes obvious
from Table 2, which includes the ratio of minimum to maximum
dynamic Young modulus for each value of a.

These results confirm what was observed previously in simple
one-dimensional examples as well as based on composite property
bounds (Lakes, 2001a,b; Wang and Lakes, 2004a,b; Wang et al.,
2006; Kochmann, 2014): even at low volume fractions, a non-
positive-definite phase can dramatically alter the effective
viscoelastic composite properties. In particular, the negative
compressibility of the inclusions considerably amplifies the
dynamic damping. Such behavior is not observed for the different
(non-negative) values of a, i.e. for 0 6 a 6 aref , where the variation
of effective moduli and damping is much smaller. This cannot be
explained merely by the change in inclusion bulk modulus. Instead,
it hints at a change of dynamic microstructural mechanisms.

The material’s damping capacity under harmonic loading is pri-
marily described by the time-domain phase shift d (or the loss tan-
gent tan d) and the loss modulus E00 ¼j E� j sin d. The loss modulus

http://hips.gforge.inria.fr


Fig. 9. Transient effective stress–strain response versus time for a ¼ �0:425 and f ¼ 0:1 Hz; left: entire stress–strain history; right: last cycle only. Shown are �exx (dots and
dashed line) and �rxx (solid line); the dots represent numerical values, the dashed line represents the theoretical response based on the identified effective material
parameters E� and d.

Fig. 10. Absolute value of the complex Young modulus and signed dynamic Poisson
ratio j m�j� for all 180 simulations.

Table 2
Minimum and maximum dynamic modulus j E� j and the ratio thereof as functions of
a.

a minf j E� j (GPa) maxf j E� j (GPa) min/max

�0.4250 12.65 38.65 3.0549
�0.4125 25.44 41.72 1.6400
�0.4000 32.33 44.03 1.3617
�0.3750 39.58 47.23 1.1935
�0.3500 43.34 49.36 1.1389
�0.3250 45.64 50.87 1.1144
�0.3050 47.20 51.99 1.1015
�0.1500 51.17 55.35 1.0817

0.0000 52.51 56.67 1.0792
0.5000 53.95 58.21 1.0791
1.0000 54.39 58.73 1.0797
aref 54.71 59.10 1.0803

4108 F. Fritzen, D.M. Kochmann / International Journal of Solids and Structures 51 (2014) 4101–4112
is shown in Fig. 11 as a function of modulus ratio a and frequency f
(the left graphic shows a < �0:30, the middle a P �0:30, and the
right graphic shows the full range of this investigation). For com-
parison, the loss tangent is shown in Fig. 11, and it exhibits the
same qualitative behavior as the loss modulus. While the storage
modulus E0 and the dynamic modulus j E� j decrease towards the
stability limit near a ¼ �0:425, the loss modulus peaks at this
value with a maximum of 12.45 GPa at a frequency of 0.075 Hz.
The maximum phase shift with tan d ¼ 0:555 occurs at 0.05 Hz.
Both values are remarkable when considering the reference values
of the pure matrix and inclusion materials: according to relations
(17) and (18), the maximum loss modulus of tin is 2.23 GPa and
the peak loss tangent tan d ¼ 0:0429, which occur at a frequency
of f E;max ¼ 0:151027 Hz (the ceramic inclusion phase shows maxi-
mum damping in bending of approximately tan d ¼ 0:0218) in the
present material model. For a P 0 the peak loss modulus and
phase shift agree well with those of the pure matrix material. As
soon as a < 0, the frequency at which the peak loss modulus and
the peak loss tangent are observed shifts considerably towards
lower frequencies. At the stability limit of a ¼ �0:425 the peak fre-
quency has reduced by more than half compared to that of the pure
matrix or of the composite with a P 0. The shift in frequency is in
contradiction to common observations reported, e.g. by Staub et al.
(2012) who consequently made the assumption that the relaxation
time of the heterogeneous material matches the one of the visco-
elastic constituent. Our study shows that the transient response
for a < 0 violates this assumption.

Our numerical results for the effective dynamic storage and loss
moduli agree surprisingly well with the following estimates for an
isotropic two-phase composite. Consider an assemblage of coated
spherical particles for which Hashin and Shtrikman (1963) derived
closed-form bounds on the effective elastic moduli of the resulting
isotropic composite. We consider an isotropic two-phase compos-
ite consisting of linear viscoelastic inclusions embedded in a linear
viscoelastic matrix with properties given by Table 1. For each
phase, we can translate the listed Maxwell model parameters into
the complex-valued frequency-dependent bulk and shear moduli
for time-harmonic loading with frequency f, viz., respectively,

K� ¼ K0; G� ¼ G0 þ
i2pf G1 g

G1 þ i2pf g
: ð27Þ



Fig. 11. Uniaxial loss modulus E00 (top) for a < �0:30 (left) and a P �0:30 (middle), and three-dimensional representation (right) and loss tangent tan d (bottom) for a� 0:30
(left) and a P �0:30 (middle), and three-dimensional representation (right).
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Since we neglect inertial effects, we can use the correspondence
principle (Read, 1950; Lee, 1955) and hence apply the classical
bounds of Hashin and Shtrikman (1963). By feeding the complex-
valued moduli for both phases into the Hashin–Shtrikman lower
bound, we compute the effective complex-valued dynamic Young
modulus of the composite whose absolute value (the dynamic mod-
ulus) and whose imaginary part (the loss modulus) are shown in
Fig. 12. The good qualitative agreement with the numerical data
of Figs. 10 and 11 becomes apparent. A quantitative agreement is
not fully achieved but is also not expected since the lower
Fig. 12. Absolute value of the effective complex Young modulus jE�j and effective uniax
parameters of Table 1 (using the correspondence principle to arrive at complex-valued
Hashin–Shtrikman bound only provides an estimate for the effec-
tive composite properties.

3.3. Transient stress strain curve

In order to better understand the high loss modulus and phase
shift observed close to a ¼ ac at frequencies near 0.10 Hz, let us
investigate the time-dependent strain components in the x- and
y-directions in more detail. Fig. 13 compares the strain responses
for a ¼ �0:425 and for a ¼ 0. The phase shift between the
ial loss modulus E00 of an isotropic Hashin–Shtrikman composite with the material
viscoelastic moduli).



Fig. 13. Comparison of the time-dependent strain response for a ¼ �0:425 (left) and a ¼ 0:0 (right) at a frequency of 0.1 Hz. In the left graph, observe the phase shift Db
between �exx and �eyy, and the same of sign of �exx and �eyy (indicating auxeticity).

Fig. 14. The deformed VE at the end of the fifth load cycle (deformation is scaled by a factor of 200). Left: for a ¼ �0:40 a heterogeneous strain distribution is observed with
peak values near the inclusions; right: for a ¼ 0 hardly any deformation remains (both graphics use the same color code).
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longitudinal strain �exx and the transverse strain �eyy is denoted by Db.
For a ¼ �0:425 it amounts to 0.730 (or 41.9�) whereas it is vanish-
ingly small for the simulation with a ¼ 0. Another noteworthy dif-
ference is found in the sign of the transverse strains. While for
non-negative or moderately negative a an overall lateral contraction
is observed under uniaxial tension, lateral expansion is found when
a approaches ac. Notice also that for a! ac, the signs of �exx and �eyy

are observed to be identical in Fig. 13. This implies a negative value
of the effective dynamic Poisson ratio, also known as auxetic behav-
ior (see e.g. Evans et al., 1991; Lakes, 1987). The dynamic auxetic
effect for low values of a also becomes apparent from Fig. 10.
Auxeticity can be expected since, in a homogeneous isotropic linear
elastic solid, Poisson’s ratio m! �1 as the bulk modulus K ! 0.
Here, we consider a two-phase composite whose stability limit cor-
responds to a vanishing effective bulk modulus of the composite, so
that we may expect a negative (static) effective Poisson’s ratio
before the composite loses stability.

3.4. Local stress and strain fields

The dramatic change in the effective response hints at a change
of underlying physical mechanisms on the microscale. Therefore,
let us investigate the inhomogeneous stress and strain distribution
within the VE in more detail. To highlight the viscous mechanisms,
the deformed state at the end of the last load cycle is investigated,
i.e. at a time when the effective stress applied to the VE is zero
while the deformation is non-zero due to the viscous strains that
developed during the preceding load cycles. Fig. 14 compares the
strain distribution (i.e., the norm of the strain tensor) for a ¼ 0
and a ¼ �0:4. At the investigated frequency of 0.075 Hz the phase
shift for non-negative a is vanishingly small. Hence, the viscous
strains are in phase with the applied stress and thus zero at the
end of the load cycle. For a < 0, the strain field appears to be
significantly more heterogeneous, displaying large viscous defor-
mation of the matrix in the vicinity of the inclusions. Here, the
local strains near the interface between matrix and inclusions
outmax the peak macroscopic longitudinal strain during the load
cycle by a factor of 	3. The high degree of heterogeneity of the
deformation is considered as the main reason for the extraordinary
damping of the composite. In other words, for a < 0 (and close to
the stability limit) the macroscopic uniaxial deformation is
translated into considerably larger and heterogeneous microscopic
deformation which creates high strains and consequently stresses
concentrated around the inclusions. These in turn give rise to
large viscous strains in the viscoelastic matrix near the interface,
which ultimately leads to dramatically-increased damping on the
macroscale.

By performing the same simulations in the absence of viscous
effects in the inclusion phase, we have observed that the viscosity
of BaTiO3 indeed has a negligible impact on the strong increases in
overall damping of the composite near the stability limit. Of
course, the base damping of the composite changes according to
classical composite mixture rules. However, the extreme damping
increases shown above due to the non-positive-definite inclusion
phase close to the stability limit remain almost unaffected upon
removing the inclusion phase viscosity. In fact, this confirms that
the observed strong damping increases in our model result solely
from the large viscous strains in the matrix.



Fig. 15. Von Mises equivalent stress in the VE at the end of the fifth load cycle (deformation is scaled by a factor of 200). Left: for a ¼ �0:40 the surroundings of the inclusions
show large stresses and are likely to exhibit inelastic deformation; right: for a ¼ 0 no notable stresses remain.
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The high local strain fields and the associated high local stress
fields shown in Fig. 15 can potentially lead to inelastic processes
occurring near the material interfaces. Experiments have indicated
that the high-stiffness and high-damping phenomena, e.g. in
Sn–BaTiO3 composites (Kochmann, 2006; Jaglinski et al., 2007),
degrade with an increasing number of thermal cycling (where each
thermal cycle produces one instance of negative-stiffness in the
inclusion phase due to a delayed phase transition). This behavior
was theorized to stem from localized damage and plastic deforma-
tion in the matrix near the inclusion interfaces. Our computational
study here shows that (even at zero mean stresses in the VE) the
local von Mises equivalent stress can reach more than twice the
maximum applied stress during the load cycle. Hence, it is likely
that the interface between metallic matrix and ceramic inclusions
will degrade and debonding occurs with increasing number of load
cycles. When particle–matrix decohesion is prevented, one is likely
to observe micro-plasticity close to the matrix-inclusion interface.
Under cycling loading, such micro-plasticity can e.g. induce cellular
sub-grain structures in the metal phase due to dislocation nucle-
ation and rearrangement, which leads to a local change of the
mechanical properties of the matrix. In particular, a local embrit-
tlement due to an increasing defect density may eventually result
in matrix failure close to the particles. Again, the load magnitude is
not critical but its repeated occurrence over many load cycles.
4. Summary and conclusions

Through a computational study, we have shown that the
effective viscoelastic performance of metal–matrix composites
with ceramic inclusions can vary significantly if the inclusion
phase develops stable non-positive-definite elastic moduli. This
phenomenon has been observed experimentally when a phase-
transforming inclusion phase is embedded in a stiff matrix which
temporarily prevents the transformation, resulting in stabilized
inclusions with negative incremental elastic moduli. Going beyond
all previous theoretical–numerical investigations, we here con-
ducted a three-dimensional two-scale study based on linear visco-
elastic models in both composite phases and we summarized the
effect of a temporarily negative inclusion bulk modulus on the
overall composite performance. Among others, we showed that
close to the stability limit (i.e. before the inclusion becomes unsta-
ble) the overall composite damping increases significantly beyond
what can be expected from either composite constituent. The non-
positive-definite inclusion phase not only results in extreme
increases of the effective loss modulus but also shifts the peak
damping frequency to considerably lower frequencies. This behav-
ior can be traced back to a change in microstructural damping
mechanisms: while in conventional composites damping results
from the individual contributions of all constituents following a
rule of mixture (so that classical composite estimates apply), we
here observe large localized viscous strains near the inclusion
interfaces. Instead of reducing the overall damping of the compos-
ite, the inclusion phase promotes damping by displaying signifi-
cant volumetric deformation which leads to increased damping
by the matrix phase surrounding the inclusions. Among others,
we have also reported negative dynamic Poisson’s ratio (dynamic
auxeticity) as a result of non-positive-definite inclusions near the
loss of stability. Our computational findings support the applicabil-
ity of the Hashin–Shtrikman bound as an appropriate estimate for
the effective properties when combined with the correspondence
principle. Due to the good match of analytical findings and numer-
ical results, the computationally-inexpensive analytical estimates
can be used to predict the damping properties of the studied class
of materials with moderate variations of parameters such as the
inclusion volume fraction or the respective elastic moduli. Finally,
it is important to note that the observed phenomena occur while
the inclusion phase softens dramatically when approaching the
stability limit. Once the inclusion phase undergoes its full transfor-
mation, other dissipative mechanisms associated with the struc-
tural transition play a major role which have not been accounted
for here.
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