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Abstract

In this paper we consider constructing some higher-order modifications of Newton’s method for solving nonlinear equations
which increase the order of convergence of existing iterative methods by one or two or three units. This construction can be applied
to any iteration formula, and per iteration the resulting methods add only one additional function evaluation to increase the order.
Some illustrative examples are provided and several numerical results are given to show the performance of the presented methods.
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1. Introduction

Solving a nonlinear equation is one of the most important problems in numerical analysis. In this paper, we consider
iterative methods to find a simple root α, i.e. f (α) = 0 and f ′(α) 6= 0, of a nonlinear equation f (x) = 0.

Newton’s method is the most frequently used iterative method to solve the nonlinear equation; it is defined by

xn+1 = xn −
f (xn)

f ′(xn)
, n = 0, 1, 2, . . . (1)

which, as is well known, converges quadratically in a sufficiently small neighbourhood of the root α, the desired one
to find to solve the nonlinear equation [17].

In recent years, numerous higher-order iterative methods have been developed and analysed for solving nonlinear
equations that improve some classical methods such as Newton’s, Euler’s, Chebyshev–Halley’s, etc., methods, in
order of convergence, most frequently composed of more than two existing formulas and derived in various manners,
see [1,2,4–16] and the references therein. The increased order of convergence is usually achieved at the expense of
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additional function or derivative evaluations to carry out iterations, which may affect the efficiency of the method. It
has been shown that these methods are efficient in their performance, can compete with Newton’s method.

Motivated by the recent results in this area, in this paper we consider constructing higher-order modifications of
Newton’s method. Any existing method can be used in the construction and its order of convergence is increased by
one, two or three units by the expense of one additional function evaluation per iteration, this makes the computational
efficiency better. This will be explored in the following sections, together with numerical examples showing the
performance of some of the obtained methods.

2. Development of methods and convergence analysis

Throughout the paper, we assume that φp represents any iteration function whose order of convergence is at least
p, which means that the corresponding iterative method defined by

xn+1 = φp(xn), n = 0, 1, 2, . . . (2)

is of order p, that is, the error |α− xn+1| is proportional to |α− xn|
p as n→∞. A general study of iteration functions

can be found in [17].
To derive the new methods, we consider a two-step iteration scheme with any existing method of order p as the

first step and a corrected form of the first-step method depending on an unknown function as the second step, namely

zn = φp(xn), (3)

xn+1 = zn − H(xn, yn)
f (zn)

f ′(xn)
, (4)

where H(x, y) represents a two-variable function to be determined later and

yn = xn −
f (xn)

f ′(xn)
. (5)

Our concern here is to find H(x, y) for which the method defined by (3) and (4) has a higher order of convergence.
This can be answered in the following theorem, which gives a detailed analysis of convergence.

Theorem 2.1. Let α ∈ I be a simple zero of a sufficiently differentiable function f : I → R for an open interval I .
Let φp be any iteration function whose order of convergence is at least p. If H(x, y) satisfies condition

H(α, α) = 1, (6)

then the method defined by (3) and (4) is of order at least p + 1. If H(x, y) satisfies condition

H(α, α) = 1, Hx (α, α) =
f ′′(α)

f ′(α)
, (7)

then the method defined by (3) and (4) is of order at least p + 2; furthermore, if H(x, y) satisfies condition (7) and
also the following condition,

f ′′(α)

f ′(α)
Hy(α, α)+ Hxx (α, α) =

f (3)(α)

f ′(α)
, (8)

then it is of order at least p + 3.

Proof. Let α be a simple zero of f and let zn = φ3(xn). Throughout the proof, H(α, α) will be denoted by H ,
Hx (α, α) by Hx , Hy(α, α) by Hy , Hxx (α, α) by Hxx , Hxy(α, α) by Hxy , Hyy(α, α) by Hyy , and Hxxx (α, α) by Hxxx .

Using Taylor’s expansion and taking into account f (α) = 0, we have

f (xn) = f ′(α)[en + c2 e2
n + c3 e3

n + O(e4
n)], (9)

f ′(xn) = f ′(α)[1+ 2c2 en + 3c3 e2
n + 4c4 e3

n + O(e4
n)], (10)

where en = xn − α and ck =
f (k)(α)

k! f ′(α) , k = 2, 3, 4 . . . .
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Dividing (9) by (10) gives

yn = xn −
f (xn)

f ′(xn)
= α + c2 e2

n − 2(c2
2 − c3) e3

n + O(e4
n). (11)

By the Taylor expansion of f (zn) about α, we get

f (zn) = f ′(α)[zn − α + c2 (zn − α)
2
+ O((zn − α)

3)], (12)

then dividing it by (10) gives

f (zn)

f ′(xn)
= (zn − α)[1− 2c2 en + (4c2

2 − 3c3) e2
n + (c2(zn − α)+ (−8c3

2 + 12c2c3 − 4c4)) e3
n] + O(e7

n). (13)

Since φp is of order at least p, there exists a constant A such that

zn − α = Aep
n + O(ep+1

n ). (14)

If we apply the 2-variable form of Taylor’s theorem around the point (α, α), then from (11), we obtain

H(xn, yn) = H + Hx (xn − α)+ Hy(yn − α)+ Hxx
(xn − α)

2

2
+ Hxy(xn − α)(yn − α)

+ Hyy
(yn − α)

2

2
+ Hxxx

(xn − α)
3

6
+ · · ·

= H + Hx en +

[
Hyc2 +

Hxx

2

]
e2

n +

[
(2c3 − 2c2

2)Hy + c2 Hxy +
Hxxx

6

]
e3

n + O(e4
n). (15)

Thus, from (13) and (15), we obtain

en+1 = (zn − α)− H(xn, yn)
f (zn)

f ′(xn)

= (zn − α)− (zn − α)

[
H + (−2c2 H + Hx )en

+

(
(4c2

2 − 3c3)H − 2c2 Hx + c2 Hy +
Hxx

2

)
e2

n + K6

]
+ O(e7

n), (16)

where

K6 = H [c2(zn − α)+ (−8c3
2 + 12c2c3 − 4c4)e

3
n] + (4c2

2 − 3c3)Hx e3
n

− [2Hyc2
2 + Hxx c2]e

3
n +

[
(2c3 − 2c2

2)Hy + c2 Hxy +
Hxxx

6

]
e3

n . (17)

Thus, if H = 1 then using (14), (16) reduces to

en+1 = A[2c2 − Hx ]e
p+1
n + O(ep+2

n ), (18)

which implies that the method defined by (3) and (4) is of order at least p + 1. Thus, if H = 1 and Hx = 2c2 then
using (14), (16) reduces to

en+1 = A

[
3c3 − c2 Hy −

Hxx

2

]
ep+2

n + O(ep+3
n ), (19)

so that the method defined by (3) and (4) is of order at least p + 2. Furthermore, if H = 1, Hx = 2c2 and
c2 Hy +

Hxx
2 = 3c3, then using (14), (16) reduces to

en+1 = A

[
−(A + Hxy)c2 + 2Hyc2

2 − 2Hyc3 + 4c4 −
Hxxx

6

]
ep+3

n + O(ep+4
n ), (20)

therefore the method defined by (3) and (4) is of order at least p + 3, this completes the proof. �
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As a result of Theorem 2.1 the order of any existing iterative method may be improved to three more higher at
the expense of but one additional function evaluation, this also improving the computational efficiency of the method
much better.

3. Some iterative methods

Many new third-order, fifth-order, and sixth-order methods are special cases of Theorem 2.1. In this section, we
present some examples of the methods obtained as the special cases. It is not that difficult to find H(x, y) satisfying
conditions (6) or (7) or conditions (7) and (8), this can be possibly done with the help of mathematical packages such
as Maple, Mathematica; for example, in condition (6) case,

H(x, y) = 1, H(x, y) =
β f (x)+ γ f ′(x)

µ f (x)+ γ f ′(x)
, H(x, y) = 1+ x − ϕ(x), (21)

where ϕ is any iteration function with ϕ(α) = α, in condition (7) case,

H(x, y) =
f ′(y)

2 f ′(y)− f ′(x)
, H(x, y) =

f ′(x)

f ′(y)
, H(x, y) =

3 f ′(x)− f ′(y)

f ′(x)+ f ′(y)
, (22)

or in (7) and (8) case,

H(x, y) =
2 f ′2(y)

f ′2(x)− 4 f ′(x) f ′(y)+ 5 f ′2(y)
, H(x, y) =

f ′(x)+ f ′(y)

3 f ′(y)− f ′(x)
, (23)

H(x, y) = −
2 f ′2(x)

f ′2(x)− 4 f ′(x) f ′(y)+ f ′2(y)
, (24)

etc. Therefore, many higher-order methods are easily constructible by the approach proposed in this contribution.
Some of the above examples of H(x, y) will be used in the following examples. Throughout the rest of this section,
yn is defined by (5).

3.1. Some third-order methods

Example 3.1. For the function H defined by

H(x, y) =
β f (x)+ γ f ′(x)

µ f (x)+ γ f ′(x)
, (25)

where β,µ, γ (6= 0) ∈ R, we obtain the new third-order family of methods

zn = φ2(xn), (26)

xn+1 = zn −
β f (x)+ γ f ′(x)

µ f (x)+ γ f ′(x)

f (zn)

f ′(xn)
. (27)

If we take Newton’s iteration function, for example,

φ2(x) = x −
f (x)

f ′(x)
, (28)

then we obtain the new three-parameter third-order family of methods

zn = xn −
f (xn)

f ′(xn)
, (29)

xn+1 = zn −
β f (xn)+ γ f ′(xn)

µ f (xn)+ γ f ′(xn)

f (zn)

f ′(xn)
. (30)
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We note that if β = µ = 0, then we obtain the well-known third-order iteration result [17],

zn = φ2(xn), (31)

xn+1 = zn −
f (zn)

f ′(xn)
. (32)

Example 3.2. For the function H defined by

H(x, y) = 1+ x − ϕ(x), (33)

where ϕ is any function with ϕ(α) = α, we obtain the new third-order class of methods

zn = φ2(xn), (34)

xn+1 = zn − [1+ x − ϕ(x)]
f (zn)

f ′(xn)
. (35)

If we take Newton’s iteration function, for example,

φ2(x) = x −
f (x)

f ′(x)
, (36)

and

ϕ(x) = x −
f (x) f ′(x)

f (x)2 + f ′(x)2
, (37)

which is the known iteration function of order two [8], then we obtain the new third-order method

zn = xn −
f (xn)

f ′(xn)
, (38)

xn+1 = zn −

[
f (xn)

2
+ f ′(xn)

2
+ f (xn) f ′(xn)

f (xn)2 + f ′(xn)2

]
f (zn)

f ′(xn)
. (39)

If we consider the definition of efficiency index [3] as p
1
m , where p is the order of the method and m is the

number of functional evaluations per iteration required by the method, we have that the methods obtained in the above

examples have the efficiency index equal to 3
1
3 ≈ 1.441, which is better than that of Newton’s method

√
2 ≈ 1.414.

3.2. Some fifth-order methods

Example 3.3. For the function H defined by

H(x, y) =
f ′(y)

2 f ′(y)− f ′(x)
, (40)

we obtain the new fifth-order scheme

zn = φ3(xn), (41)

xn+1 = zn −
f ′(yn)

2 f ′(yn)− f ′(xn)

f (zn)

f ′(xn)
. (42)

If we take [19], for example,

φ3(x) = x −
2 f (x)

f ′(x)+ f ′(y(x))
, (43)
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where y(x) = x − f (x)/ f ′(x), then we obtain the new fifth-order method

zn = xn −
2 f (xn)

f ′(xn)+ f ′(yn)
, (44)

xn+1 = zn −
f ′(yn)

2 f ′(yn)− f ′(xn)

f (zn)

f ′(xn)
. (45)

Example 3.4. For function H defined by

H(x, y) =
3 f ′(x)− f ′(y)

f ′(x)+ f ′(y)
, (46)

we obtain the new fifth-order scheme

zn = φ3(xn), (47)

xn+1 = zn −
3 f ′(xn)− f ′(yn)

f ′(xn)+ f ′(yn)

f (zn)

f ′(xn)
. (48)

If we take [7], for example,

φ3(x) = x −
f (x)

2

[
1

f ′(x)
+

1
f ′(y(x))

]
, (49)

where y(x) = x − f (x)/ f ′(x), then we obtain the new fifth-order method

zn = xn −
f (xn)

2

(
1

f ′(xn)
+

1
f ′(yn)

)
, (50)

xn+1 = zn −
3 f ′(xn)− f ′(yn)

f ′(xn)+ f ′(yn)

f (zn)

f ′(xn)
. (51)

The methods obtained in the fifth-order examples have an efficiency index equal to 5
1
4 ≈ 1.4953, which is better

than that of Newton’s method
√

2 ≈ 1.414.

3.3. Some sixth-order methods

Example 3.5. For the function H defined by

H(x, y) =
2 f ′2(y)

f ′2(x)− 4 f ′(x) f ′(y)+ 5 f ′2(y)
, (52)

we obtain the new sixth-order class of methods

zn = φ3(xn), (53)

xn+1 = zn −
2 f ′2(yn)

f ′2(xn)− 4 f ′(xn) f ′(yn)+ 5 f ′2(yn)

f (zn)

f ′(xn)
. (54)

If we take [19], for example,

φ3(x) = x −
2 f (x)

f ′(x)+ f ′(y(x))
, (55)

where y(x) = x − f (x)/ f ′(x), then we obtain the new sixth-order method

zn = xn −
2 f (xn)

f ′(xn)+ f ′(yn)
(56)

xn+1 = zn −
2 f ′2(yn)

f ′2(xn)− 4 f ′(xn) f ′(yn)+ 5 f ′2(yn)

f (zn)

f ′(xn)
. (57)
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Example 3.6. For the function H defined by

H(x, y) = −
2 f ′2(x)

f ′2(x)− 4 f ′(x) f ′(y)+ f ′2(y)
, (58)

we obtain the new sixth-order class of methods

zn = φ3(xn), (59)

xn+1 = zn +
2 f ′(xn) f (zn)

f ′2(xn)− 4 f ′(xn) f ′(yn)+ f ′2(yn)
. (60)

If we take [7], for example,

φ3(x) = x −
f (x)

2

(
1

f ′(x)
+

1
f ′(y(x))

)
, (61)

where y(x) = x − f (x)/ f ′(x), then we obtain the new sixth-order method

zn = xn −
f (xn)

2

(
1

f ′(xn)
+

1
f ′(yn)

)
(62)

xn+1 = zn +
2 f ′(xn) f (zn)

f ′2(xn)− 4 f ′(xn) f ′(yn)+ f ′2(yn)
. (63)

The presented sixth-order methods add only one evaluation of the function at the point iterated by the third-order

methods to obtain the sixth-order, so that they have the efficiency index equal to 6
1
4 ≈ 1.565, which is much better than

that of Newton’s method
√

2 ≈ 1.414. It should be pointed out that by considering many other possible combinations
of the third-order formulas for φ3 and the functions H satisfying condition (7) and (8), we can continuously derive
many new sixth-order methods.

We would like to mention that some existing methods can be obtained as special cases of Theorem 2.1. In the
sixth-order case, if we take, for example,

H(x, y) =
f ′(x)+ f ′(y)

3 f ′(y)− f ′(x)
, (64)

or

H(x, y) =
2 f ′(x) f ′(y)

f ′2(y)+ 2 f ′(x) f ′(y)− f ′2(x)
, (65)

then the sixth-order methods proposed by Kou [12] are obtained, so our results can also be viewed as an important
advance on the previously known results.

4. Numerical examples

All computations were done with the MAPLE using 256 digit floating point arithmetics (Digits := 256). We set
ε = 10−225 as an iteration tolerance number. We used the following test functions and display the approximate zeros
x∗ found up to the 28th decimal place.

f1(x) = x3
+ 4x2

− 10, x∗ = 1.3652300134140968457608068290,

f2(x) = sin2 x − x2
+ 1, x∗ = 1.4044916482153412260350868178,

f3(x) = x2
− ex
− 3x + 2, x∗ = 0.25753028543986076045536730494,

f4(x) = cos x − x, x∗ = 0.73908513321516064165531208767,

f5(x) = xex2
− sin2 x + 3 cos x + 5, x∗ = −1.2076478271309189270094167584,

f6(x) = x2 sin2(x)+ ex2 cos x sin x
− 28, x∗ = 4.6221041635528383439278532516,
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Table 1
Comparison of various iterative methods and Newton’s method

f (x) NFE(COC)
NM WF3 IW5 IW6 HM3 IH5 IH6 KM3

f1, x0 = 0.8 18(2.0) 18(3.0) 16(4.999) 16(6.0) 18(3.0) 16(5.0) 16(6.0) 18(3.0)
f1, x0 = 1 18(2.0) 18(3.0) 16(5.0) 16(6.0) 15(3.0) 16(5.0) 16(6.0) 15(3.0)

f2, x0 = 2.3 20(2.0) 18(3.0) 20(5.0) 16(6.0) 18(3.0) 16(5.0) 16(6.0) 18(3.0)
f2, x0 = 1 20(2.0) 18(3.0) 20(5.0) 16(6.0) 18(3.0) 16(5.004) 16(5.99) 18(3.0)

f3, x0 = 0 16(2.0) 15(3.0) 16(5.0) 12(6.0) 15(3.0) 16(5.0) 12(5.983) 15(3.0)
f3, x0 = 1 16(2.0) 18(3.0) 16(5.0) 16(6.0) 18(3.0) 16(5.0) 16(6.0) 18(3.0)

f4, x0 = 1.7 16(2.0) 18(3.0) 16(5.0) 16(6.0) 18(3.0) 16(5.0) 16(6.0) 18(3.0)
f4, x0 = 0 18(2.0) 18(3.0) 16(4.999) 16(6.0) 18(3.0) 16(4.999) 16(6.0) 18(3.0)

f5, x0 = −1 18(2.0) 18(3.0) 16(5.0) 16(6.0) 18(3.0) 16(5.0) 16(6.0) 21(3.0)
f5, x0 = −0.5 26(2.0) 42(3.0) 20(5.0) 16(5.598) 18(3.0) 24(5.0) 20(6.0) 21(3.0)

f6, x0 = 3.5 18(2.0) 18(3.0) 20(5.0) 16(6.0) 18(3.0) 16(5.0) 16(6.0) 18(3.0)
f6, x0 = 4.5 22(2.0) 21(3.0) 52(4.998) 20(6.0) 21(3.0) 20(5.0) 20(6.0) 24(3.0)

f7, x0 = 3.5 32(2.0) 33(3.0) 352(5.0) 32(6.0) 27(3.0) 28(5.0) 24(5.998) 33(3.0)
f7, x0 = 3.2 24(2.0) 24(3.0) 32(5.0) 20(6.001) 21(3.0) 20(5.0) 20(6.0) 24(3.0)

f8, x0 = 1.4 746(1.297) 708(1.176) div 688(1.104) 561(1.121) 640(1.09) 580(1.072) 792(1.205)
f8, x0 = 1.2 750(1.297) 711(1.176) div 692(1.104) 564(1.121) 644(1.09) 584(1.072) 795(1.205)

f9, x0 = 1.1 744(1.297) 705(1.176) div 688(1.104) 558(1.121) 636(1.09) 576(1.072) 789(1.205)
f9, x0 = 0.9 742(1.297) 705(1.176) div 684(1.104) 558(1.121) 636(1.09) 576(1.072) 789(1.205)

f7(x) = ex2
+7x−30

− 1, x∗ = 3,

f8(x) = (x
3
+ 4x2

− 10)2, x∗ = 1.3652300134140968457608068290,

f9(x) = (x − 1)2ex , x∗ = 1.

We present some numerical test results for various iterative schemes and the Newton method in Table 1. Compared
were the Newton method (NM), the method of Weerakoon and Fernando (WF3) defined by (43), the method of
Homeier (HM3) defined by (49), the fifth-order variant of WF (45) (IW5), the sixth-order variant of WF3 (57) (IW6),
the fifth-order variant of HM3 (51) (IH5), the sixth-order variant of HM3 (63) (IH6) and the third-order method
defined by (39) (KM3) newly obtained in the present contribution. We note that these methods do not require the
computation of second derivatives to carry out iterations.

Displayed in Table 1 are the number of function evaluations (NFE) required such that | f (xn)| < ε and the
computational order of convergence (COC) in parentheses. Here, COC is defined by [19]

ρ ≈
ln |(xn+1 − α)/(xn − α)|

ln |(xn − α)/(xn−1 − α)|
.

In the table ‘div’ means that the sequence of approximate zeros produced from the corresponding method doesn’t
converge within the maximum iteration number.

The numerical results in Table 1 show that they are well in accordance with the theory developed in this paper;
for almost all of the test functions, the proposed methods improve the corresponding third-order methods, achieve
higher computational efficiency and can compete with Newton’s method. Besides, we can see that the new third-order
method KM3 has at least equal performance as the other existing third-order methods. Numerical results also confirm
that the methods have local convergence property depending on choice of initial approximations. Moreover, it can
be observed that for the functions f8 and f9 having repeated zeros, all the methods under consideration show linear
convergence even if the initial guesses are rather close to the zero as in Newton’s method, which is well known.

We also present some numerical test results for various fifth-order convergent iterative schemes in Table 2.
Compared were Grau et al.’s method in [5] (GM), Grau-Sanchez’s method [6] (SM) defined by
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Table 2
Comparison of various fifth-order convergent iterative methods

f (x) NFE
GM SM KM1 KM2 VM NM HM1 HM2

f1, x0 = 1.5 16 16 16 16 16 16 16 16
f1, x0 = 1 20 16 16 16 16 16 16 16

f2, x0 = 2 20 16 16 16 16 16 16 16
f2, x0 = 1 132 20 24 16 20 16 20 16

f3, x0 = 0 16 16 16 16 16 16 16 16
f3, x0 = −0.5 16 16 16 16 16 16 16 16

f4, x0 = 1.5 16 16 16 16 16 16 16 16
f4, x0 = −0.5 div 16 div 16 28 20 16 20

f5, x0 = −1 20 16 20 16 16 16 16 16
f5, x0 = −1.4 16 16 16 20 16 16 16 16

f6, x0 = 5 div div div 44 28 24 124 div
f6, x0 = 4 88 div 24 24 20 20 32 div

f7, x0 = 3.5 32 28 div div 28 28 352 28
f7, x0 = 2.9 div 24 div 20 40 20 20 20

zn = xn −
2 f (xn)

f ′(xn)+ f ′(yn)
(66)

xn+1 = zn −
f (zn)

f ′(yn)
, (67)

where yn is defined by (5), the method of Kou et al. with β = 1, γ = −1 in [10] (KM1), Kou et al.’s method in with
β = 1 [9] (KM2), Vy’s method [18] (VM) defined by

xn+1 = yn −
f (yn)

f ′
(

yn −
f (yn)

2 f ′(xn)

) , (68)

where yn is defined by (5), Noor’s method [16] (NM) defined by

xn+1 = yn −
2 f (xn) f (yn) f ′(yn)

2 f (xn) f ′2(yn)− f ′2(xn) f (yn)+ f ′(xn) f ′(yn) f (yn)
, (69)

where yn is defined by (5), and the methods (44) and (45) (HM1), and (50) and (51) (HM2) introduced in the present
contribution.

Displayed in Table 2 are the number of function evaluations (NFE) required such that | f (xn)| < ε. The test result
indicates that the proposed fifth-order methods have at least equal performance as compared with the other methods
of the same order. It also confirms that the considered methods have local convergence depending on choice of initial
approximations. We refer the reader to [9,10] for some numerical results showing that the Kou et al. methods can
compete with Newton’s method.

5. Conclusion

In this work we considered developing some higher-order modifications of Newton’s method for solving nonlinear
equations. The proposed methods add only one function evaluation at the point iterated by the existing iteration
formula but they increase the order of the existing method to one, two or three units higher. Some of the presented
methods were compared in their performance to some known methods of the same order; it was observed that they can
be competitive to those methods and also improve the existing methods. Our approach can be continuously applied in
order to improve any existing iteration formula.
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