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Abstract 

Burrage, K. and R.P.K. Chan, On smoothing and order reduction effects for implicit Runge-Kutta formulae, 
Journal of Computational and Applied Mathematics 45 (1993) 17-27. 

It is well known that many important classes of Runge-Kutta methods suffer an order reduction phenomenon 
when applied to certain classes of stiff problems. In particular, the s-stage Gauss methods with stage order s 
and order of consistency 2s behave like methods of order s when applied to the class of singularly perturbed 
problems. In this paper we will show that the process of smoothing can ameliorate this effect, when dealing 
with initial-value problems, by first studying the effect of smoothing on the standard Prothero-Robinson 
problem and then by extending the analysis to the general class of singularly perturbed problems. 

Keywords: Order reduction; Gauss methods; singular perturbation; symmetrizer. 

1. Introduction 

A symmetric Runge-Kutta method has the property of admitting (classical) asymptotic error 
expansions in even powers of the stepsize. When applied to stiff problems, however, the 
observed order of accuracy is usually less than the classical order. Such an order reduction 
phenomenon was first observed by Prothero and Robinson [14] and led to the concept of 
B-convergence introduced by Frank et al. [9]. Stiffness may also destroy the structure of 
asymptotic error expansions since the coefficients may depend on stiffness and can become 
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unbounded [l-3]. These difficulties of symmetric Runge-Kutta methods with stiff problems 
have important implications for the application of acceleration techniques such as extrapola- 
tion. 

Symmetric methods that have been implemented in extrapolation codes for stiff problems 
have included the implicit midpoint and trapezoidal rules [8], and the linearly implicit midpoint 
rule of Rosenbrock type [4]. An important strategy for improving the accuracy of the numerical 
solutions is the idea of smoothing with a formula such as 

9, = +[ Y,-1 + 2Y, +Yn+ll 7 (14 
suggested in [12] but first used in [lo] in connection with the explicit midpoint rule. When 
applied in the context of extrapolation or other acceleration techniques, it is important that the 
smoothing formula preserves the h*-asymptotic error expansion. In a previous study, Chan [7] 
has generalized the idea of smoothing to arbitrary symmetric Runge-Kutta methods and in [6] 
the order of smoothers for Gauss methods is studied. In this paper we study the effects of 
smoothing on the order reduction phenomenon for the Prothero-Robinson problem. The 
analysis provides valuable insight into the behaviour of smoothing of symmetric methods for 
stiff initial-value problems, singular perturbation problems and differential algebraic equations. 
In order to introduce the ideas involved in our study we begin with an analysis of the scalar 
Prothero-Robinson problem. 

Let 9 denote a symmetric Runge-Kutta method generated by the triple (A, b, c). For an 
s-stage method, A is the s x s Runge-Kutta matrix, b and c are s x 1 vectors of weights and 
abscissae satisfying the following symmetry relations [16]: 

A + PAPT = ebT, Pb=b, Pc=e-c, (1.2) 

where e is a vector of units, and P is a permutation matrix whose (i, j)-th element is given by 
the Kronecker a,,+ + 1 _j. If the method is applied to a Prothero-Robinson problem 

Y’(X) =A(y(x) -g(x)) +g’(x), Y(O) =g(% A <o, (1.3) 
with g(x) sufficiently smooth and the exact solution given by y(x) =g(x), then it can be shown 
(see, for example, [5,7]) that the global error after IZ steps with constant stepsize h, Ay, = y, - 
ytn,), satisfies a recursion formula 

Ay, =R(z) Ay,_, +S,(z), z =hA, (1.4) 
where 

R(z) = 1 +zbT(I-zA-‘e, (1.5a) 

(1.5b) 

$j(~) = 1 -jbTCj-l +zbT(I-zA-‘(cj-jAci-‘). (1.5c) 

The simplifying assumptions B(q) and C(q) that will be used subsequently are defined by 

B(q): jbTcipl = 1, j = l,..., q, 

C(q): jAcj_’ = cj, j = 1,. . . ,q. 
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If the method has stage order 4, then B(g) and C(q) hold, and $;(z) = 0 for all z for 
j=l , . . .,q. Iteration of (1.4), with Ay, = 0, then gives 

Ay, = k Pi( +Si( z) 
i=l 

= - ,=~+1 ~~j(Z) k Rn-i(Z)g(j)(Xi_l)a 
i=l 

For the s-stage Gauss method, 4 = s and R(w) = (- l)“, and it is easy to show that as z + ~0 
and h --) 0, 

Ay = O(hsfl), if s is odd, 
n 

i W”), if s is even. 
(l-6) 

Except for the implicit midpoint rule, given by s = 1, the order is less than the classical order of 
2s. If, on the other hand, z = O(h), then Ay, = O(h*‘) as h + 0. Thus order reduction is 
expected for Gauss methods with s 2 2 when applied to stiff problems. 

In what follows it will always be assumed that the ste_psi_ze is constant. Thus consider 
replacing the method 9 in the last step by a method 9 = (A, b, c’), and denote the numerical 
solution by 9,. Thus, while yn is the numerical solution of the composite method LJ?~ =5Pn/n, 9, 
is the numerical solution of the modified composite method 9’, = (LX”- ’ 0 9)/n. The recur- 
sion formula for the last step is now given by 

A9, =i(z) AY,_, +$(z), (1.7) 

where 

(1.8a) 

Jj(z) = 1 - j&Tcj-l +z~T(~-zk)-l(~j-j~~j-l). (1.8b) 

The idea is to choose a method k so that the order behaviour of A y, is significantly better 
than that of Ay,. That is, the method L% is introduced in the last (nth) step so as to minimize 
the order reduction effect for the symmetric method. we observe that if the_ global error Ay,_, 
can be sufficiently damped by the stability function R(z) = 1 + zhT(I - vl)-‘Z for large I t 1, 

then the global error A?, is essentially determined by the local error &(z) for the last step. 
Besides the damping property, the parameters carried by the method 9 are chosen to reduce 
this local error. Thus, if q is the stage order of the symmetric method, then we would require 
that 

~6~(*) =0, for all z, j= l,..., q, (1.9) 

and, in addition, that IG;(z) -+ 0 as z + m for as many values of j = q + 1,. . . , q + t as possible 
to achieve. 

An important feature of symmetric methods is the existence of asymptotic error expansions 
in even powers of the stepsize h. Thus another requirement in the choice of 9 is the 
preservation of this desirable property. Such a method is called a symmetrizer. Chan [7] has 
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shown how symmetrizers can be constructed for a given symmetric method. In Section 2 we 
present a summary of the construction of one-step symmetrizers and study the effects of 
smoothing on Gauss methods for the Prothero-Robinson problem, while in Section 3 we 
investigate the effect of smoothing in a more general setting by analysing the order behaviour 
of smoothing on symmetric methods when applied to singularly perturbed problems. 

2. One-step symmetrizers 

A symmetrizer & for a symmetric method 9’ satisfying 

leads to _the symmetry property &n =&_, for all nonzero integers n, where &n = 
(9”-’ 0 9)/n. For an s-stage symmetric method 9’ generated by (A, b, c), 9 is generated by 

c A 0 

e+C ebT A 
I 

1 bT-wTP wT 
(2.1) 

where P is the permutation matrix corresponding to the symmetry of 9. The weight vector w 
carries s parameters which are chosen to satisfy certain order and stability conditions so as to 
minimise the phenomenon of order reduction. By construction, the method &% is almost the 
composition of two steps of the method 9? but with different weights. Since the condition C(q) 
for 9 does not depend on the weight vector w, 9 satisfies C(q) if 9 has stage order q. This 
can be seen from the resulting decomposition 

ci _ jAcj- 1 

ci _ tic’-‘) + e(l _ jbT,j-1) * 

In addition, it can be observed that 

hT,+l _ 1 = brci-r _ 1 + wT((e + c)j-r - (e - c)j-‘), 

so that if (A, b, c) satisfies B(r), then & will satisfy B(r) if 

wTc2“-l=O, k=l,..., [$I. (2.2) 

In [6] the classical order of symmetrizers for Gauss methods was studied. It was shown that 
unique and L-stable symmetrizers of order 2s - 1 exist for Gauss methods with s = 1, 2, 3 
stages, while 2s - 3 is the maximum attainable order for symmetrizers of Gauss methods with 
s = 4, 5, 6 stages. The order behaviour studied took no special account of the degree of 
stiffness. In the present paper we study the order behaviour of the symmetrized solution under 
conditions that are considered to be strongly stiff, that is, z + 00 and h -+ 0, but subject to 
various degrees of stiffness, for example, I A 1-l G Ch2 (see, for example, [1,2]). This restriction 
is not a serious one for highly stiff problems, but our results can be compromised if the stiffness 
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is only moderate. In addition, further difficulties can arise when systems of stiff equations are 
studied due to the types of coupling between the components that can arise (see [1,2] again). 

The stability function of the method & is given by 

L%(Z) = 1 +zP(I-z&$Z 

=R(z)(l +zwT(z-zA-le -Zwr(z+zA-le) 

-(R(w)+O(i))( 1-2wTA-1e--wTA-3e+0 z2 
where A is assumed to be nonsingular. As the stability function for a symmetric method is 
given by-R(z) = den1 + zA)/det(1- ~4) + + 1 asz + ~0, it then follows that wTA-‘e = i if and 
only if R(z) = 0(zP2> as 2 + 03. Furthermore, (1.8b) yields, as z + ~0, 

,$O) = 1 _ gTi-lc_j 
I 7 

J<l) = jute-l~j-1 _ iTi-22’ 
J , 

(L(2) =jgTx-2Ej-l _ &TA-3;’ 
J 

In terms of the coefficients of the method, 

. . 

(2.4a) 

(2.4b) 

(2.4~) 

(2.4d) 

(2.5a) 

(2.5b) 

7 (2.5~) 

where wTA-‘e = + and c = Ae have been assumed. The order behaviour of the global error Af, 
as z -+ 03 and h -+ 0 now follows from (1.6)-(1.81, (2.3M2.5). The results for Gauss methods 
with s stages satisfying C(s) for s < 6 are given below. 

s = 1: If the condition wTA-le = + is satisfied, then A?, = O(h2> in the nonstiff case, that is 
when z = O(h) as h + 0. In the stiff case, as z + ~0 and h - 0, 

Aj$=O f +O(h2). 
i 1 

The unique symmetrizer is determined by w = i and gives the smoothing formula (1.1). If 
I Al -’ G Ch, then Ay’, = 0(h2>. 

s = 2: If wTAple = i and wTc = 0, then Ay’, = 0(h4> in the nonstiff case. In the stiff case we 
have 

AFn=O(+) +0( ‘:‘) +O(h4). 
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Since C(2) holds, the conditions are equivalent to wTAP1[ e, c2] = [i, 0] which yields wT = 
[i, O][e, c2]-lA = [&<a + l>,- &<fi - l)]. If I A I -’ < Ch2, then A$, = 0(h4) and there is no 
order reduction in the strongly stiff case. Thus, the order reduction is eliminated by the 
symmetrizer since Ay, = 0(h2) in the stiff case. 

s = 3: If wTK1e = i, wTc = 0 and wTc3 = 0, then Ai, = O(h6> in the nonstiff case, while the 
stiff order behaviour is given by 

AF,=O $ +O(h4). 
( ) 

If 1 A 1-l < Ch2, then Ay’, = 0(h4), which gives no improvement over the stiff order behaviour 
without symmetrization. 

On the other hand, if instead of wTc3 = 0 the condition was replaced by wTA-‘c4 = 0, then 
A?, = O(h4> in the nonstiff case, but in the stiff case 

A,,=,( ;) +0( ;) +O(h6). 

If I A I - ’ G Ch2, then A j;, = O(h6) and there is no order reduction in the strongly stiff case. 
This is an interesting example in which the order in the strongly stiff case is higher than in the 
nonstiff case. 

s = 4: In this case the nonstiff order is 6 with the conditions wTA-‘e = +, wTc = 0 and 
wTc3 = 0. For the stiff case there are two choices. If wTAm2c5 = 0, then 

Age=0 $ +O(h6), 
( ) 

and if 1 A ) -I G Ch2, then Ay,, = O( h6>. Thus, in this case, symmetrization increases the order 
by 2 in the strongly stiff situations since Ay, = 0(h4>. On the other hand, if wTAP1c6 = 0, then 

A,,=O($) +0(G) +O(h’). 

Thus the full order with Ay”, = O(h’> can be achieved only if I h 1-l < Ch4. 
s = 5: The classical order of 8 is attained with the choice of the conditions wTAP1e = i, wTc 

= 0, wTc3 = 0 and wTc5 = 0. If wTAP1c6 = 0, then the stiff order behaviour is given by 

AT,,=,,($) +0(T) +O(h8), 

and if I A I -’ G Ch2, then Ay^, = O(h’>, which is an improvement over A y, = 0(h6>, a stiff 
order of 6 without symmetrization. 

s = 6: The order conditions for order 10 are given by wTAP1e = 3, wTc = 0, wTc3 = 0, 
wTc5 = 0, wTc7 = 0 and wTAc6 = 0. The stiff order behaviour is given by 

Aj.,=O(;) +0(T) +O(h8), 

and if I A I -’ G Ch2, then 
tion, since Ay, = O(h6). 

A$, = O(h8>, which is two orders higher than without symmetriza- 
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If the order conditions for order 8 only are imposed, that is the first four listed above, then 
two conditions remain. If these are chosen to be wTAe2c7 = 0 and wTAp3e = 0, then 

AT,=O( ;) +o( $) +0(h8), 

and if (Al-’ < Ch1.5, then Aj?, = O(h8>. On the other hand, if wTAp2c7 = 0 and wTAe1c8 = 0, 
then 

and if I A 1-l < Ch3, then Ay^, = 0(/z”>. 
Thus, in summary, appropriate symmetrizers for Gauss methods can be chosen so that the 

corresponding global error for the Prothero-Robinson problem behaves like O(hs’2) for s = 2, 
4, 6 and O(hS+3) for s = 5. In these cases the improvement in order over the global error 
behaviour without symmetrization is two. 

3. Singularly perturbed problems and DAEs 

Singularly perturbed problems represent an important class of problems arising, for example, 
in control theory and take the form 

y’=f(y, z), l z’=g(y, z), O<E<l. (3.1) 
It is well known (see [13], for example) that, on an interval outside of the initial transient phase, 
the solution has an e-expansion of the form 

y(x) =yo(x) + EY,(X) + *. * +Cy&) + O(P+l), 

Z(X) =zo(x) + EZ&x) + *. . +Pz,(x) + O(ENf’), 

where the yk and zk are smooth and independent of E. 
In fact, these coefficients can be found as solutions of a sequence of differential algebraic 

equations (DAEs) of increasingly higher index. 
In [ll] is shown that the numerical solution of a Runge-Kutta method applied to (3.1) also 

possesses an e-expansion whose coefficients are the global errors of the Runge-Kutta method 
applied to a sequence of DAEs of increasing index. In particular they have shown that, for an 
A-stable method with I R(m) ( < 1 and the Runge-Kutta matrix A having eigenvalues with 
positive real part, the numerical solution (y,, z,) satisfies 

Y, -Y(x,) = [AY,], ++Y,], + G(E2h4), 

z, -z(x,) = [Ato], +e[AzJn + 0(e2hq-l), 
(3.2) 

for E <h < ho. Here it is assumed that the stage order is q and the classical order p 3 q + 1. 
[Ay,],, [AZ,], and [Ay,],, [AZ,], represent the global errors of the Runge-Kutta method 
applied to semi-explicit DAEs of index 1 and 2, respectively, with constant stepsize. 

In the case of an index-l DAE, 

[AY,], = G(hP), (3.3) 
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while the convergence of the z-component is heavily influenced by the stage order q. In 
particular, it can be shown that if p 2 q + 1, then 

(a) [AZ,], = O(P) if R(m) = 1; 
(b) [AZ,], = 0(/P+‘) if - 1 G R(a) < 1; 
(c) [AZ,], = O(hP) if bT = e:A, the stiffly accurate case. 
Note that bT = e:A implies bTA -le = 1 (which is equivalent to R(m) = 0). However, this 

latter condition is not a sufficient condition for O(hP). 
In the case that a method is not stiffly accurate, the order estimates in (a) and (b) can still be 

improved upon by the analysis of the order conditions in the Taylor series expansion of the 
local error in the z-component (see [15]). 

Before doing this, we will introduce two additional sets of simplifying assumptions which 
relate to index-l and index-2 problems and which are denoted, respectively, by 

S,(r): bTA- ‘ck=l, k=l,..., Y, 

S,(r): bTA- 2ck=k, k=l,..., r, 
(34 

where it is assumed that A is nonsingular. We note that if B(q) and C(q) hold, then S1(q) and 
S2(q) hold. 

In what follows we will always assume that the Runge-Kutta matrix A is nonsingular, that 
1 R(a) ( < 1 and that a method is of order p 2 q satisfying B(p) and C(q). Thus, using Roche’s 
analysis (see [15]), it is possible to show that for semi-explicit DAEs of index 1, 

with 

[AZ,,], = 0(h4+d), (3.5) 

d = 1 e B(q + 1) (which impliesp = q + l), 

d = 2 H B(q + 2), bT~4+1 = 0, u~+~ = c4+l - (q + 1)Ac4 (so that p = q + 2) 

and S1(q + 1). 

(3.6) 

This latter result arises because a necessary condition for [AZ,], = O(hP) is that all the 
standard order conditions for a Runge-Kutta method to be of order p must be satisfied (see 
[15]). In Jll] the order theory of Roche is extended to semi-explicit DAEs of index 2 of the 
form 

y’=f(y, z), 0 =g(y)7 

where f and g are sufficiently differentiable and where 

in a neighbourhood of the exact solution. Under the given assumptions and assuming consistent 
initial values, it can be shown with the use of this tree theory that 

[AY~]~ = O(h4+d1), [AZ,], = 0(hq+d2), (3.7) 



with 

d,=l * 

d,=l - 

d,=2 ti 
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B(q + I>, 

S,(q + 117 

B(q + 213 bTU,+, = 0 (so that p = q + 2) 

and S,(q + l), bTCA-‘v,,, = bTDA-‘v,+l = 0, 

where D=diag(A-‘C*), C=diag(c,,...,c,). 

(3.8) 

We must take some care in applying the above convergence order results to the methods 
being considered in this paper because these results are derived under the assumption that the 
same method is applied at each step. In the case of the symmetrizing process we apply a 
symmetric method with constant stepsize h over N- 1 steps and then the symmetrizer. Thus 
the basic method can be considered to be & = (&@‘-l 0 9)/N. Consequently, in the case of a 
method in which LZ is of order p1 and the symmetrizer over one step is of order pz <p,, then 
p in (3.3) is to be interpreted as p =p2 + 1. Furthermore, the stepsize associated with 5Z’ is 
denoted by H. It should be noted that the implementational approach intended here is the 
standard one used in extrapolation methods - as typified, for example, by the Bulirsch and 
Stoer algorithm. That is, extrapolation takes place on a specified subinterval. When this is 
completed, a new large stepsize H is chosen from the behaviour in the previous H. The 
smoothing takes place at the end of e_ach major step. 

In addition, the stability function R for this method is given by 

k(z) = RN-' (;)I?(;), z=hH. (3 *9> 

Now it is known from [ll] that, in the case of Gauss methods, two orders of convergence are 
lost on the z-component for index-2 problems if R(m) = 1, while one order is lost if R(m) = - 1. 
Consequently, in (3.9) we will require 

Rl(ai) # *l, 

and from (2.3) this can only happen if 

wT~-le = 1 
2’ (3.10) 

We are now in a position to write down the general order formulas for the s = 2 and s = 3 
symmetrizing cases when applied to (3.1). It should be noted that in the following formulae the 
subscript II refers to the numberpf applications of the composite method 2. 

s = 2: If wTA-‘e = i, then 1 R(m) I < 1 and if, in addition, wTc = 0, then the order of the 
symmetrizer is 3. Consequently, since the stage order is 2, we have 

Y, -Y(x,) = 0(H4) + eO(H3), 

z, -z(x,J = O(H3) + l O(HP), 

where p is 2 or 3. 

(3.11) 

Now from (3.8) and (2Sb), p = 3 if and only if 

gTA-2~3 = 3 a wTA -zc3 = 0, 

and this can be shown to be impossible, so that p = 2 in (3.11). 
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s = 3: It can be shown that the one-step symmetrizer has order 5 and that I $m> I < 1 if 

wrc = 0, wTc3 = 0 , wT~-ie = 1 
2’ 

In this case 

Yn -Y(&> = O(H6) +qff4), 
2, - z( XJ = O( H4) 4” EO( HP), 

where p is 3 or 4. From (3.8) and (2Sb), p = 4 if and only if 

grz-2;4 = 4 N ,.$~-2~3 =: 0, 

which holds by C(3), so that p = 4 in (3.12). 

(3.12) 

4. Conclusions 

We have shown that smoothing can have a significant effect on the behaviour of, for 
example, a Gauss method. However, in the case where the number of stages exceeds 1 and the 
smoothing process is a one-step process, there are not enough free parameters (as in (3.11)) to 
obtain the best possible effect. Thus in the s = 3 case if a two-step smoothing was applied, 
there would be enough free parameters to allow both 

w’(c” - 4Ac3) = 0, w’54 -lc4 = 0 
> 

and this would guarantee 

Y, - Y (Q = O(fq -I- EO(ff4), 

2, -z(xn) = O(H5) + EO(H4)* 

We hope to study the smoothing effects of two- (and higher-) step smoothing in a later paper. 

References 

[l] W. Auzinger and R. Frank, Asymptotic error expansions for stiff equations: An analysis for the implicit 
midpoint and trapezoidal rules in the strongly stiff case, Report Nr. 73/88, Inst. Angew. Numer. Math., Tech. 
Univ. Wien, 1988. 

[2] W. Auzinger and R. Frank, Asymptotic error expansions for stiff equations: The implicit midpoint rule, Report 
Nr. 77/88, Inst. Angew. Numer. Math., Tech. Univ. Wien, 1988. 

[3] W. Auzinger, R. Frank and F. Macsek, Asymptotic error expansions for stiff equations, Part 1: The strongly stiff 
case, Report Nr. 67/86, Inst. Angew, Numer. Math., Tech. Univ. Wien, 1986. 

[4] G. Bader and P. Deuflhard, A semi-implicit midpoint rule for stiff systems of ordinary differential equations, 
Numer. Math. 41 (1983) 373-398. 

[5] K. Burrage, W.H. Hundsdorfer and J.G. Venver, A study of B-convergence of Runge-Kutta methods, 
Computing 36 (1986) 17-34. 

[6] J.C. Butcher and R.P.K. Chan, On symmetrizers for Gauss methods, Numer. Math., to appear. 
[7] R.P.K. Chan, Extrapolation of Runge-Kutta methods for stiff initial value problems, Ph.D. Thesis, Univ. 

Auckland, 1989. 
[8] G. Dahlquist and B. Lindberg, On some implicit one-step methods for stiff differential equations, Report 

TRITA-NA-7302, Dept. Comput. Sci., Roy. Inst. Tech., 1973. 



K. Burrage, R.P.K. Chan / Implicit Runge-Kutta methods 27 

[9] R. Frank, J. Schneid and C.W. Ueberhuber, The concept of B-convergence, SLAM J. Numer. Anal. 18 (1981) 
753-780. 

[lo] W.B. Gragg, On extrapolation algorithms for ordinary initial value problems, SLAMS. Numer. Anal. 2 (1965) 
384-403. 

[ll] E. Hairer, Ch. Lubich and M. Roche, The Numerical Solution of Diff erential Algebraic Systems by Runge- Kutta 
Methods, Lecture Notes in Math. 1409 (Springer, New York, 1989). 

[12] B. Lindberg, On smoothing and extrapolation for the trapezoidal rule, BIT 11 (1971) 29-52. 
[13] R.E. O’Malley Jr, On nonlinear singularly perturbed initial value problems, SlAM Reu. 30 (1988) 193-212. 
[14] A. Prothero and A. Robinson, On the stability and accuracy of one-step methods for solving stiff systems of 

ordinary differential equations, Math. Comp. 28 (1974) 145-162. 
[15] M. Roche, Implicit Runge-Kutta methods for Differential Algebraic Equations, SLAM J. Numer. Anal 26 

(1989) 963-975. 
[16] H.J. Stetter, Analysis of Discretization Methods for Ordinary Differential Equations (Springer, Berlin, 1973). 


