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positroid cells, which are indexed by

�

-diagrams; this decomposition is analogous to the matroid
stratification of a real Grassmannian given by Gelfand, Goresky, MacPherson, and Serganova [2]. Post-
nikov also introduced a parametrization of each positroid cell using a collection of parameters which
we call

�

-coordinates.
In this paper, we give an explicit criterion for determining which positroid cell contains a given

point in a totally nonnegative Grassmannian and explicit combinatorial formulas for the

�

-coordinates
of a point. This generalizes the formulas of Speyer and Williams given for the top dimensional
positroid cell [5], and provides a simpler description of Postnikov’s inverse boundary measurement
map, which was given recursively in [4]. For a fixed positroid cell, our formulas are written in terms
of a minimal set of Plücker coordinates, and this minimal set forms a totally positive base (in the
sense of Fomin and Zelevinsky [1]) for the set of Plücker coordinates which do not vanish on the
specified cell.
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Fig. 1. The

�

-tableau T and Γ -network NT for a point in (Gr5,12)�0. We have λ = (7,7,7,6,4) and I = {1,2,3,5,8}.

1. Positroid stratification and the boundary measurement map

In this section, we review Postnikov’s positroid stratification of a totally nonnegative Grassmannian
and boundary measurement map.

Let Grkn denote the Grassmannian of k-dimensional subspaces of R
n . A point x ∈ Grkn can be

described by a collection of (projective) Plücker coordinates (P J (x)), indexed by k-element subsets
J ⊂ [n]. The totally nonnegative Grassmannian (Grkn)�0 is the subset of points x ∈ Grkn such that all
Plücker coordinates P J (x) can be chosen to be simultaneously nonnegative.

In [2], the authors gave a decomposition of the Grassmannian Grkn into matroid strata. Each stratum
satisfies the property that certain Plücker coordinates are zero for all points in the stratum, and the
remaining Plücker coordinates are all nonzero. More precisely, for a matroid M whose bases are k-
element subsets of [n], let S M denote the stratum consisting of precisely the points x ∈ Grkn such that
P J (x) �= 0 if and only if J ∈ M. In particular, each possible vanishing pattern of Plücker coordinates is
given by a unique (realizable) matroid M. In [4], Postnikov studies a natural analogue of the matroid
stratification for the totally nonnegative Grassmannian, a decomposition into disjoint positroid cells of
the form (S M)�0 = S M ∩ (Grkn)�0.

Definition 1.1. A

�

-diagram is a partition λ together with a filling of the boxes of the Young diagram
of λ with entries 0 and + satisfying the

�

-property: there is no 0 which has both a + above it (in
the same column) and a + to its left (in the same row).

Replacing the boxes labeled + in a

�

-diagram with positive real numbers, called

�

-coordinates,
we obtain a

�

-tableau. Let TL denote the set of

�

-tableaux whose vanishing pattern is given by the

�

-diagram L. Note that TL is an affine space whose dimension is equal to the number of “+” entries
in L, which we denote by |L|.

For a box B in λ, we let LB and T B denote the labels of the box B in the

�

-diagram L and the

�

-tableau T , respectively.

In the positroid cell decomposition of (Grkn)�0 given in [4], the positroid cells are indexed by

�

-diagrams L which fit inside a k × (n − k) rectangle. Further, the positroid cell corresponding to a
fixed

�

-diagram L is parametrized by the

�

-tableaux T ∈ TL , i.e., those whose vanishing pattern is
given by L.

The parametrization described below is a special case of Postnikov’s boundary measurement map.
To give a formula for this parametrization, we need to introduce certain planar networks, called Γ -
networks, which are in bijection with

�

-tableaux.
For each

�

-diagram L of shape λ which fits inside a k × (n − k) rectangle, we will construct a
Γ -graph G L corresponding to L. For each

�

-tableau T ∈ TL , we will then assign weights to the faces
of G L to obtain a Γ -network NT .

We begin by establishing the boundary of the planar network. First, we draw a disk whose bound-
ary consists of the north and west edges of the k × (n − k) box and the path determining the
southeast boundary of λ, all shifted slightly northwest. Place a vertex, called a boundary source, at
the right end of each row (including empty rows) of λ, and a vertex, called a boundary sink, at the
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bottom of each column of λ (including empty columns). Label these in sequence with the integers
{1,2, . . . ,n}, following the path from the northeast corner to the southwest corner which deter-
mines λ. Let I = {i1 < i2 < · · · < ik} ⊂ [n] be the set of boundary sources, so that the complement
of I , [n] \ I = { j1 < j2 < · · · < jn−k}, is the set of boundary sinks.

Whenever LB = +, we draw the B hook, i.e., the hook whose corner is the northwest corner of
the box B = (r, c) (in the rth row from the top and the cth column from the right) and which has a
horizontal path directed from the boundary source ir to the corner and a vertical path directed from
the corner to the boundary sink jc . This process yields a Γ -graph G L .

To obtain the Γ -network NT from G L , we must assign weights to each of the faces. Note that
there is exactly one face for each box B in λ satisfying LB = + (and this face has a portion of the B
hook as its northwest boundary), and in addition, there is one face whose northwest boundary is the
boundary of the disk. For each box B with LB = +, we assign to the corresponding face the positive
real weight T B . To the face whose northwest boundary is the boundary of the disk, we assign the
weight

∏ 1
T B

, taking the product over boxes satisfying LB = +, so that the product of all face weights
in N is exactly 1.

Although the complete description of Postnikov’s map given in [4] is far more complicated (see [6]
for explicit combinatorial formulas), in the special case of Γ -networks, it can be viewed as an instance
of the classical formula of Lindström [3]. This formula is usually given in terms of weights of edges;
we apply Postnikov’s transformation from edge weights to face weights [4] to obtain the following
restatement of his definition.

Definition 1.2. For each

�

-diagram L which fits in a k × (n − k) rectangle, the boundary measurement
map MeasL : TL → (Grkn)�0 is defined by

P J
(
MeasL(T )

) =
∑

A∈A J (NT )

wt(A),

where

• NT is the Γ -network corresponding to the

�

-tableau T , and its boundary source set is labeled
by I ,

• A J (NT ) is the collection of non-intersecting directed path families A = {Ai}i∈I in NT from the
boundary sources I to the boundary destinations J ,

• wt(A) = ∏
i∈I wt(Ai), and

• the weight wt(Ai) of a path Ai in the family A is the product of the weights of the faces of NT
which lie southeast of Ai .

We note that the destination set J may contain both sources and sinks, so that I and J may
overlap, in which case some of the paths in the collection will have zero edges.

Define the set ML ⊆ ([n]
k

)
by the condition that J ∈ ML if and only if there exists a non-

intersecting path collection in the Γ -graph G L with sources I and destinations J . It can be shown
that ML has the structure of a matroid, but this is not necessary for our purposes. Further, it is easily
verified that for distinct

�

-diagrams L and L∗ , we have ML �= ML∗ .

Theorem 1.3. (See [4].) For each

�

-diagram L which fits in a k × (n − k) rectangle, the map MeasL : TL →
(Grkn)�0 is injective, and the image MeasL(TL) is precisely the positroid cell (S ML )�0 .

These positroid cells are pairwise disjoint, and the union
⋃

L(S ML )�0 , taken over all

�

-diagrams L which
fit inside the k × (n −k) rectangle, is the entire totally nonnegative Grassmannian (Grkn)�0 . Each positroid cell
(S ML )�0 is a topological cell; that is, (S ML )�0 is isomorphic to R

|L| , where |L| is the number of “+” entries
in L. Thus, the positroid cells form a cell decomposition of (Grkn)�0 .

In Postnikov’s work [4], this result is proved by giving a recursive algorithm for finding the

�

-tableau T corresponding to a given point in (Grkn)�0. In this paper, we obtain explicit combi-
natorial formulas solving the same problem. This is done in two stages. In Section 2, we give an
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Fig. 2. The Γ -graph of an example in (Gr5,12)�0 and the path families corresponding to M ′((2,6), ML) and M((2,6), ML).

explicit rule for determining which positroid cell contains a given point. In Sections 3 and 4, we
give two combinatorial formulas for the inverse of each particular map MeasL (i.e., formulas for the
corresponding

�

-coordinates) in terms of the relevant Plücker coordinates.

2. Determining the positroid cell of a point in (Grkn)���0

In this section, we give an explicit formula for the

�

-tableau L(x) that determines which positroid
cell (S ML )�0 a given point x ∈ (Grkn)�0 belongs to.

Let x ∈ (Grkn)�0 be given by its Plücker coordinates (P J (x) : J ∈ ([n]
k

)
). Order the k-subsets of [n]

lexicographically. That is, a set A = {a1 < a2 < · · · < ak} is less than or equal to a set B = {b1 < b2 <

· · · < bk} if at the smallest index m for which am �= bm , we have am < bm .
For M ⊆ ([n]

k

)
, let I = {i1 < i2 < · · · < ik} be the lexicographically minimum set in M. Let [n] \ I =

{ j1 < j2 < · · · < jn−k} be the complement of I . For a box B = (r, c), set Ar,c = [n] \ {ir + 1, ir + 2,

. . . , jc − 2, jc − 1}. Set M(B, M) = (M ′(B, M) \ {ir}) ∪ { jc}, where

M ′(B, M) = lexmax{ J ∈ M: J ∩ Ar,c = I ∩ Ar,c}.
In plain language, this says that we are taking the maximum over sets J which contain all of the

sources outside the open interval from ir to jc and none of the sinks, i.e., those sets whose interesting
behavior happens inside the interval.

Recall that for a

�

-diagram L, we have J ∈ ML if and only if there exists a non-intersecting path
collection in G L with source set I and destination set J . Note that the lexicographically minimum set
in ML labels the sources of the appropriate Γ -graph, so that this set corresponds to the family of |I|
zero-edge paths, one from each source to itself.

Lemma 2.1. Suppose that B is a box in a

�

-diagram L of shape λ(L). Then

(1) M ′(B, ML) is the destination set of a unique non-intersecting path collection in the Γ -graph G L , namely
the northwest-most path collection whose edges lie strictly southeast of the B hook;

(2) M(B, ML) ∈ ML if and only if LB = +; and
(3) the vanishing pattern for the Plücker coordinates of (S ML )�0 is uniquely determined by the vanishing

pattern of the subset {P M(B,ML )}, ranging over all boxes B in λ(L).

Proof. The proof of the first claim is left as a straightforward exercise for the reader; the second and
third then follow immediately from the definitions. �
Example 2.2. On the left in Fig. 2, we have the Γ -graph of the example in Fig. 1. We see
that M ′((2,6), ML) = {1,2,7,9,10}, corresponding to the solid path collection on the right in
Fig. 2. Adding in the potential (dotted) hook from i2 = 2 to j6 = 11, we have M((2,6), ML) =
{1,7,9,10,11}. Since this hook does not occur in the Γ -graph, we must have P M((2,6),ML )(x) = 0
for this point.

Let λ(M) be the partition in the k × (n − k) rectangle whose southeastern border is given by the
path from the northeast corner of the k × (n − k) rectangle to its southwest corner which has vertical
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Fig. 3. Finding the corners of D F (4,4) and D F (1,7) .

edges in positions I and horizontal edges in positions [n] \ I . More precisely, the length of the tth row
of λ is the number of elements of [n] \ I which are greater than it , i.e., λt = | js ∈ [n] \ I: js > it |.

Theorem 2.3. For x ∈ (Grkn)�0 , set M(x) = { J ∈ ([n]
k

)
: P J (x) �= 0}. Then the filling of λ(M(x)) given by

L(x)B =
{

0 if P M(B,M(x))(x) = 0,

+ if P M(B,M(x))(x) �= 0
(1)

is a

�

-diagram, and x lies in the positroid cell (S ML(x) )�0 .

Proof. Combining Theorem 1.3 and Lemma 2.1, each point x ∈ (Grkn)�0 lies in a unique positroid cell
(S ML )�0 and therefore we must have a unique

�

-diagram L such that P M(B,M(x)) = P M(B,ML ) for all
boxes B ∈ λ(L) = λ(M(x)). �
3. The

�

-tableau associated with a point in (SML )���0

In Postnikov’s original work, the map from (Grkn)�0 to
⋃

L TL is given recursively. In this section,
we provide an explicit description of that map. More precisely, given a point x ∈ (S ML )�0, we give
combinatorial formulas for the entries of the parametrizing

�

-tableau, which we call

�

-coordinates
for x.

For each box B in λ, let H(B) denote the collection of boxes lying weakly southeast of the B hook.
For each box B with LB = +, let F (B) denote the face with northwest corner B , i.e., the collection of
boxes which lie in the same face as B in the corresponding Γ -graph G . We may simply write F for
F (B) if there is no need to emphasize the northwest corner of F . The

�

-property ensures that the
northwest boundary of each face F = F (B) is a portion of a single hook, namely the B hook; we may
also refer to this hook as the F hook.

Definition 3.1. In a Γ -graph G , call a collection W of paths a generalized path if the paths in W are
pairwise disjoint, and no path of W lies southeast of another path in W .

We say that a collection of paths lies (strictly or weakly) southeast of a given generalized path W
if each of the edges in the path collection lies (strictly or weakly) southeast of some path of W .

For a generalized path W in a Γ -graph G , let O C(W ) denote the set of outer corners of W , that is,
those boxes B for which the northern and western boundaries of B are both edges of W . We order the
outer corners from northeast to southwest. Let I C(W ) denote the inner corners of W , that is, those
boxes B such the northwest boundary of B is formed by portions of the hooks of two consecutive
outer corners. Note that an inner corner need not be adjacent to the corresponding outer corners. The

�

-property ensures that each outer or inner corner B satisfies LB = +.

Consider the generalized paths which lie weakly southeast of the F hook and contain the entire
southeast border of F ; these generalized paths must all have the same edge set. That is, they are
all identical up to addition or removal of paths with zero edges; take D F to be the unique such
generalized path whose paths each consist of at least one edge. Essentially, D F traces out the south-
east boundary of F , but it may be broken into several paths if F borders the boundary of our disk.
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Fig. 4. Here we have the poset for the example given in Fig. 1. Dotted lines indicate the boundaries of the original faces, rotated
so that the northwest corner is at the lowest point of the poset.

We can see that O C(D F ) indexes the hooks which determine the southeast boundary of the face F ,
and I C(D F ) indexes the hooks which are intersections of two hooks corresponding to adjacent outer
corners.

Example 3.2. Consider the Γ -graph in Fig. 3. We find the inner and outer corners of D F (4,4) and of
D F (1,7) . In each graph, the relevant face is labeled “F ”, the generalized path D F is in bold, and outer
and inner corners are labeled “oc” and “ic” respectively. Note that D F (4,4) consists of two paths, and
it has no inner corners.

We recall that the Möbius function μS of a partially ordered set S is given recursively by the rules

μS(x, x) = 1, for all x ∈ S , and

μS(x, y) = −
∑

x�z<y

μS(x, z), for all x < y in S .

For a

�

-diagram L, let FL denote the set of faces of the Γ -graph G L which are indexed by + en-
tries in L. We partially order FL by the condition that F1 �L F2 if the F1 hook lies weakly northwest
of the F2 hook.

Lemma 3.3. Let μL = μFL denote the Möbius function for FL , with the partial order �L . Then for any two
faces F1 = F (B1) and F2 = F (B2) of G L , we have

μL(F1, F2) =
{

1 if F1 = F2 or B2 ∈ I C(D F1),−1 if B2 ∈ O C(D F1),

0 otherwise.

Proof. We see that our Möbius function μL has the following interpretation. For a fixed face F1, we
assign to each face in the collection H(F2) the quantity μL(F1, F2). That is, we count the faces lying
southeast of the F2 hook with signed multiplicity μL(F1, F2). By the definition of a Möbius function,
this means we want the total count for a face F to be exactly one if F = F1 and zero if F �= F1. The
proof is then completed by a simple inclusion-exclusion argument, which is left to the reader. �

To avoid unwieldy notation, we will write M(B) and M ′(B) in place of M(B, ML) and M ′(B, ML)

when the appropriate

�

-diagram L is clear from context.

Theorem 3.4. Suppose x ∈ (S ML )�0 . Then the

�

-coordinates of x are the entries of the

�

-tableau T (x) ∈ TL
defined below:
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Fig. 5. On the left, we have U F (3,6) in bold and U ′
F (3,6)

dotted; on the right, we have D F (3,6) in bold and D ′
F (3,6)

dotted.

T (x)B =
{

0 if P M(B)(x) = 0,∏
LC =+

( P M(C)(x)
P M′(C)(x)

)μL(B,C)
if P M(B)(x) �= 0.

(2)

That is, MeasL(T (x)) = x, and T (x) is the unique

�

-tableau whose image under MeasL is x.

Before proving Theorem 3.4, we note that the concrete description of μL given in Lemma 3.3
allows us to quickly write the expressions in Eq. (2) by simply inspecting the graph.

Proof. By Theorem 1.3, there exists a unique

�

-tableau T satisfying MeasL(T ) = x. Here we show that
T must be the

�

-tableau T (x) defined above. Suppose that T satisfies P J (MeasL(T )) = P J (x) for all
J ∈ ([n]

k

)
. By Theorem 2.3, if P M(B)(x) = 0, we must have LB = 0, and therefore T B = 0. Whenever

LB = +, we can easily see that the ratio

P M(B)(MeasL(T ))

P M ′(B)(MeasL(T ))

is the product of the weights of all faces southeast of the B hook in the Γ -network NT , each with
multiplicity one. By assumption, we have

P M(B)(MeasL(T ))

P M ′(B)(MeasL(T ))
= P M(B)(x)

P M ′(B)(x)
.

Since the weight of a hook is simply the product of the weights of faces southeast of the hook,
a multiplicative version of Möbius inversion implies that the weight of the face whose northwest
corner is B is given by the ratio

∏
LC =+

(
P M(C)(x)

P M ′(C)(x)

)μL(B,C)

.

Since the positive entries of T are simply the weights of the faces in NT , the entries of T must be
those of T (x) given in Eq. (2). �
4.

�

-coordinates of a positroid cell in terms of a minimal set of Plücker coordinates

By Theorem 1.3, the dimension of a positroid cell (S ML )�0 is |L|, the number of “+” entries in the
corresponding

�

-diagram L. However, finding the

�

-coordinates of a point x ∈ (S ML )�0 via Eq. (2)
may require roughly twice this many Plücker variables. In this section, we give a formula for the map
from (S ML )�0 to TL , using precisely |L| Plücker variables. This formula is, of course, equivalent to our
first formula modulo Plücker relations, but we now use exactly the desired number of parameters.

Suppose x ∈ (S ML )�0 and MeasL(T ) = x. For a box B in λ with LB = +, let F = F (B) be the
corresponding face in the Γ -network NT . We have already defined U F and D F . Let U ′

F and D ′
F be

the northwest-most generalized paths lying strictly southeast of U F and D F , respectively. See Fig. 5
for an example.
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Fig. 6. Finding the weight of a nested path family.

For a generalized path W in a Γ -network N and a box B in λ, set

εW (B) =
{

1 if B ∈ O C(W ),

−1 if B ∈ I C(W ),

0 otherwise.

Theorem 4.1. Suppose x ∈ (S ML )�0 and MeasL(T ) = x. Then the

�

-coordinates of x may be written in the
alternate form

T B =
{

0 if P M(B)(x) = 0,∏
LC =+(P M(C)(x))ε(B,C) if P M(B)(x) �= 0,

(3)

where ε(B, C) = [εU F (B)
(C) − εU ′

F (B)
(C)] − [εD F (B)

(C) − εD ′
F (B)

(C)].

Before proving Theorem 4.1, we first state one nearly immediate corollary using the notion of a
totally positive base given in [1].

Corollary 4.2. The set of Plücker coordinates

PL = {P M(B): LB = +}
forms a totally positive base for the non-vanishing Plücker coordinates {P J : J ∈ ML} of the positroid cell
(S ML )�0 . That is, every Plücker coordinate P J with J ∈ ML can be written as a subtraction-free rational
expression (i.e., a ratio of two polynomials with nonnegative integer coefficients) in the elements of PL , and
PL is a minimal (with respect to inclusion) set with this property. Further, each P J with J ∈ ML is a Laurent
polynomial in the elements of PL , with nonnegative coefficients.

Proof. Suppose x ∈ (S ML )�0, with MeasL(T ) = x. By Theorem 4.1, every face weight of the Γ -
network NT can be written as a monomial rational expression in the elements of PL . Each Plücker
coordinate P J (x) is a sum of products of face weights, by Definition 1.2. It is then clear that each P J
is a Laurent polynomial with nonnegative coefficients in elements of PL . Finally, PL is minimal, as it
is easily verified that the elements of PL are algebraically independent. Indeed, the simple form of
Eq. (3) shows that we can explicitly construct a network realizing any choice of positive values for
the Plücker coordinates in PL , starting by choosing appropriate face weights for those faces at the top
of the poset in Fig. 4 and working towards the faces at the bottom of the poset. �

To prove Theorem 4.1, we will need the following technical lemma, which gives the weights of
certain nested path families. For a generalized path W , let Nest(W ) denote the northwest-most non-
intersecting path family lying weakly southeast of W . That is, Nest(W ) consists of W , the northwest-
most generalized path W ′ which lies strictly southeast of W , the northwest-most generalized path
W ′′ which lies strictly southeast of W ′ , and so on, until no more paths will fit. (See Fig. 6.)

Lemma 4.3. Suppose T is a

�

-tableau with corresponding Γ -network NT . Let W be a generalized path in NT .
Then

wt
(
Nest(W )

) =
∏

L =+

(
P M(C)

(
MeasL(T )

))εW (C)
. (4)
C
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Proof. We proceed by induction on the number of outer corners of W . If W has a single outer
corner, the result follows from the definition of M(B). Otherwise, assume W has � outer corners and
split W as follows: let

−→
W be the path determined by the first �− 1 outer corners of W (ordered from

northeast to southwest) and let
←−
W be the hook determined by the last outer corner of W . If

−→
W and←−

W do not intersect, the result clearly holds. (This can happen when λ is not the full k × n rectangle.)
Otherwise, let Ŵ be the hook determined by the inner corner of W which is between the last two
outer corners of W .

Now, Nest(W ) is a disjoint union of paths in NT . Write Nest(W ) as the ordered collection of path
families (W1, W2, . . .), where a path Y in Nest(W ) lies in the block W i if exactly i paths of Nest(W )

lie strictly northwest of Y . (For i large enough, W i will be empty. Recall that the weight of an empty
path collection is 1.) Write Nest(

−→
W ), Nest(

←−
W ), and Nest(Ŵ ) in the same manner.

We claim that for each i, wt(
−→
W i)wt(

←−
W i) = wt(W i)wt(Ŵ i). More precisely, let (v1, . . . , vm) be the

vertices at which
−→
W i and

←−
W i intersect. Then we claim that W i is the path along edges of

−→
W i or

←−
W i

which starts at the source of
−→
W i and takes the northwest-most path between each vm and vm+1 and

Ŵ i is the path which starts at the source of
←−
W i and takes the southeast-most path between each vm

and vm+1. This is clearly true for i = 1. The remainder, which depends on the

�

-property, is left as
an exercise for the reader.

Since the weight of a path family is the product of the weights of the individual paths, we then
have

wt
(
Nest(W )

) =
∏

B(P M(B)(MeasL(T )))ε
−→
W (B) · ∏B(P M(B)(MeasL(T )))ε

←−
W (B)∏

B(P M(B)(MeasL(T )))εŴ (B)
,

which is precisely equation (4), since
←−
W has a single outer corner (which is an outer corner of W )

and no inner corners, and Ŵ has a single outer corner (which is an inner corner of W ) and no inner
corners. �
Proof of Theorem 4.1. Suppose W is a generalized path in NT . Let W ′ be the northwest-most gener-
alized path lying strictly southeast of W . We can easily see that the ratio wt(Nest(W ))

wt(Nest(W ′)) is the product
of the weights of the faces lying southeast of W , each with multiplicity one, since the weight of
each face appearing in this ratio occurs exactly one more time in wt(Nest(W )) than it does in
wt(Nest(W ′)).

Then, since U F and D F bound precisely the face F = F (B), the face weight T B must be given by
the ratio(

wt(Nest(U F ))

wt(Nest(U ′
F ))

)
/

(
wt(Nest(D F ))

wt(Nest(D ′
F ))

)
.

Combining this with Eq. (4) then yields Eq. (3), since we require that P J (MeasL(T )) = P J (x) for all
J ∈ ([n]

k

)
. �
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