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1. Introduction

Magnetohydrodynamics (MHD) concerns the motion of a conducting fluid (plasma) in an electro-
magnetic field with a very wide range of applications. Because the dynamic motion of the fluid and
the magnetic field interact on each other and both the hydrodynamic and electrodynamic effects in
the motion are strongly coupled, the problems of MHD system are considerably complicated. The gov-
erning equations for the motion of three-dimensional compressible isentropic magnetohydrodynamic
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flows, derived from fluid mechanics with appropriate modifications to account for electrical forces,
have the following form (see, e.g., [2,20]):

pr +div(pu) =0, (1.1)
(pu): +div(pu®u) + VP(p) =(V x H) x H4+ pAu+ (A + p)Vdivu, (1.2)
Hi—V x (ux Hy=-V x (vV x H), divH =0, (1.3)

where x = (x1, X2, x3) € R3 is the spatial variable and t > 0 is the time. The unknown functions p,
u= " u?u3) eR3 P=P(p) and H = (H!, H2, H?) € R3 are the density, velocity, pressure and
magnetic field, respectively. The constants u and A are the shear and bulk viscosity coefficients of the
flow and satisfy the physical restrictions:

2
u >0 and A+§M>O. (1.4)

The constant v > 0 is the resistivity coefficient which is inversely proportional to the electrical con-
ductivity constant and acts as the magnetic diffusivity of magnetic fields. Here we only consider the
isentropic flows in which the equation of state reads

P(p)=ApY withA>0andy > 1 (1.5)

where A > 0 and y > 1 are some physical parameters.
In this paper, we are interested in an initial value problem of (1.1)-(1.5) subject to the following
initial conditions:

(p.u, H)(x,0) = (po, uo, Ho)(x) forallx e R?, (16)
and the far-field behavior:
px,t)— p >0, (u, H)(x,t) — (0,0) as|x| — oo, (1.7)

where p > 0 is the fixed reference density.

There have been numerous studies on the MHD problem by many physicists and mathematicians
due to its physical importance, complexity, rich phenomena and mathematical challenges, see, for
example, [2,3,9,12,13,20] and the references therein. In particular, if there is no electromagnetic effect,
i.e. H=0, then (1.1)-(1.5) reduce to the compressible Navier-Stokes equations for isentropic flows,
which have also been studied by many people, see, for example, [4,6,7,11,16-18] among others. For
multi-dimensional compressible MHD flows, Kawashima [13] first considered the global existence of
smooth solutions when the initial data are close to a non-vacuum equilibrium in H3-norm. In the
Lions’ framework [16] (see also Feireisl et al. [5]), Hu and Wang [9] studied the global existence of
weak solutions, the so-called finite energy weak solution, to the compressible MHD equations with
general initial data and suitably large adiabatic exponent y when the initial energy is merely finite.
The solution obtained in [9] may have large oscillations and contain vacuum, however, it possess
rather little regularity and only satisfies the equations in a very weak sense. Recently, assume that
the viscosity coefficients @ and A fulfill the following additional/non-physical conditions:

(1.8)

3 2
276 JH

0<M<gé2u+,\<<—+—
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Suen and Hoff [19] proved the global existence of weak solutions of (1.1)-(1.3) when the initial data
(00, Uo, Ho) satisfies

|(po — p.uo. Ho) |2 is sufficiently small,
0 < p <infpg(x) < sup po(x) < p < oo, (1.9)
llugllLr + |[Hollrr < 0o for some p > 6.

It is worth mentioning that the additional restriction (1.8) on viscosity coefficients seems unsatisfac-
tory and non-physical, and moreover, the positive lower bound of initial density in (1.9), indicates
there is absent of vacuum initially.

It is well known that the discontinuous solutions (namely, weak solutions) are fundamental and
important in both the physical and mathematical theory. Moreover, as emphasized in many papers
(see, e.g. [8,15,16,21]), the possible presence of vacuum is one of the major difficulties in the study
of mathematical theory of compressible fluids. So, the main purpose of this paper is to study the
global existence and large-time behavior of weak solutions of (1.1)-(1.7) when the initial density may
contain vacuum states. A great deal of information on the partial regularity of velocity, vorticity and
magnetic field will be also obtained. Our study is mainly motivated by a recent paper due to Huang,
Li and Xin [11], where the authors established the global well-posedness of classical solution with
large oscillations and vacuum to the Cauchy problem of three-dimensional Navier-Stokes equations
for compressible isentropic flows in a very technical and subtle way.

To state the main results in a precise way, we first introduce some notations and conventions
which will be used throughout the paper. Let

/fdx:/fdx and 8,~fé§—){i.
R3

For k € Z* and r > 1, the standard homogeneous and inhomogeneous Sobolev spaces for scalar/vector
functions are denoted by (see, e.g. [1]):

loc(RB) | “ Vku”Lr < OO}, Wwkr = [ Dkr,

L' = Lr(R3), Dk,r — {U e Ll
Hk=wk2  pk=pk2  Dl={uel||Vul <oo}, Iulpe =|V¥u|,.

Weak solutions of (1.1)-(1.7) are defined in a usual way.

Definition 1.1. A pair of functions (p,u, H) is said to be a weak solution of (1.1)-(1.7) provided
that (p — B, pu, H) € C([0, 00); H-1(R3)), u € L2 (0, 00; D1), H € L*(0, 0o; L%) N L%(0, oo; D), and

loc
divH(-,t) =0 in D'(R3) for t > 0. Moreover, the following identities hold for any test function

¥ e DR3 x (t1,t)) witht, >t; >0and j=1,2,3:

t
t
fpwx, 0’ =//<pwt+pu~w)dxdr,

1

t2
/pujw(x, t)dx‘i2 +//(/LVHj VY + (1 + ) (divu) gy, ) dxdt
1
t

t
) ) 1 )
= // (puwff + -V + P + 5 HP Y, — HIH - w) dxdt,
t
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and

/fo//(x, t)dx

ty 2 . . . .
://(Hjl//t—i—H]u-Vl/f—u]H-Vl/f—vVH]-Vl/f)dxdt.
5]
t

For any given initial data (po, ug, Hg), we define the initial energy Co as follows:

1 1
Coé/<5P0|u0|2+§|H0|2+G(P0)> dx, (1.10)

where G(p) is the potential energy density defined by

0

N P(s) — P(p
G(p):p/wds. (111)

3
It is clear that
c1(B. p)(p — P)* < G(p) < c2(p, P)(p — p)* for p>0, 0< p<2p,

where cq, ¢ are positive constants depending only on ¢ and p.
We are now ready to state our main results.

Theorem 1.1. For given positive numbers My, M, (not necessarily small) and p > p + 1, assume that the
initial data (po, ug, Ho) satisfies

0<infpg<suppo < p, divHo=0,
{ IVuoll?, <M1, [[VHo|l%, < Ma. (112)
Then there exists a positive constant ¢, depending on [, A, v, v, A, p, p, M1 and My, such that if
Co<e, (113)
then there exists a weak solution (p, u, H) of (1.1)-(1.7) in the sense of Definition 1.1 satisfying
0< p(x,t)<2p forallxeR3 t>0, (114)
and
lim [ (Ip —pIP + p"?ju* +H|") dx =0, (115)

t—00
where p € (2,+00) and q € (2, 6].

Remark 1.1. Compared with the results obtained in [19], the initial vacuum now is allowed. Moreover,
it is worth mentioning that D! only embeds into L8, but not into LP with p > 6.
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Theorem 1.1 will be proved by constructing weak solutions as limits of smooth solutions. Roughly
speaking, we first utilize Kawashima’s theorem (see Lemma 2.4) to guarantee the local existence of
smooth solutions with strictly positive density, then extend the smooth non-vacuum solutions glob-
ally in time just under the condition that the initial energy is suitably small (see Theorem 4.1), and
finally let the lower bound of the initial density go to zero. So, for the proof of Theorem 1.1, it suffices
to derive some global a priori estimates which are independent of the lower bound of density. How-
ever, due to the presence of vacuum states, the analysis (especially, the energy estimates of A1(T),
A>(T)) here is completely different than that in [19]. To overcome the difficulties induced by vacuum,
we shall make use of some ideas developed in [11]. As that in [11], it turns out that the key step
is to obtain the time-independent upper bound of the density. However, because of the influence of
magnetic field and its interaction with the hydrodynamic motion, the problem of MHD considered
becomes more complicated than that of Navier-Stokes equations. For example, since the material
derivative i1 = u; + u - Vu is strongly associated with the density in the presence of vacuum, some
additional difficulties will arise when we deal with the magnetic force (V x H) x H and the con-
vection term V x (u x H). These difficulties will be circumvented by using Sobolev inequalities and
the important relations among the velocity u, pressure P, magnetic field H, vorticity w and effective
viscous flux F (see Lemma 2.2) in a subtle way.

The remainder of this paper is organized as follows. We first collect some useful inequalities and
basic results in Section 2. The global-in-time a priori estimates will be proved in Section 3. Finally,
Theorem 1.1 will be proved in Section 4 by constructing weak solutions as limits of smooth solutions.

2. Auxiliary lemmas

In this section, we state some auxiliary lemmas, which will be frequently used in the sequel. We
start with the well-known Gagliardo-Nirenberg inequality (see, for instance, [1,14]).

Lemma 2.1. Assume that f € H' and g € L9 N\ D" with q > 1 and r > 3. Then for any p € [2, 6], there exists
a positive constant C, depending only on p, q and r, such that

6— 2 3p—6)/2
1l < CULFIS PP v F P02, (21)
—3)/Br+q(r—3 3r/GBr+q(r—3
gl < Cllglfy D/ Crar= v g fr/Crear=2), (2.2)

As it was pointed out in [4-7,16], the effective viscous flux plays an important role in the mathe-
matical theory of compressible fluid dynamics. However, due to the additional presence of magnetic
field, we need to define the effective viscous flux in a slightly different manner. More precisely, let F
and w be the (modified) effective flux and vorticity defined by

1
Fé(2u+x)divu—(P(,o)—P(ﬁ))—§|H|2 and w2V xu. (2.3)
Due to divH =0, one has
1 2
(VxH)xH:H-VH—§V|H| )

So, it follows from (1.2) that
AF =div(ptt — H - VH), UAw =V x (pi— H-VH), (2.4)

where “"” denotes the material derivative, i.e.,

fi=0f+u-Vf. (2.5)



234 S. Liu et al. /. Differential Equations 254 (2013) 229-255

In view of Lemma 2.1 and the classical estimates of elliptic system, we have
Lemma 2.2. There exists a generic positive constant C, depending only on ( and A, such that forany 2 < p <6,
IVElle 4+ IVolie < C(llptlie + |1 H - VH]|1p), (2.6)
IVulle < C(IFlle + lwlie + [P(0) = P(B) | ,p + IHI%p)- (2.7)

Proof. An application of the LP-estimate of elliptic systems to (2.4) gives (2.6). On the other hand,
since —Au=—Vdivu + V x o, it holds that

Vu=-V(—A)"'Vdivu + V(-A)"V x w,
which, combined with the standard LP-estimate and (2.3), yields that Vp € [2, 6],
IVullr < C(Ildivullre + |@|1»)
< C(IIF e + @l + [P(P) = P(B)| 1 + IHI22)-
This finishes the proof of Lemma 2.2. O

The next lemma is due to Zlotnik [22], which will be used to prove the uniform (in time) upper
bound of density.

Lemma 2.3. Assume that y € W1-1(0, T) solves the ODE system:
Y=gy +b't) on[0,Tl,  y(0)=yo, (2.8)

where b € W11(0, T), g € C(R) and g(oo) = —o0. If there are two non-negative numbers No, N1 > 0 satis-
fying

b(t2) —b(t1) < Ng+ Ni(tz —t1) forall0<t; <t <T, (2.9)
then it holds that
y(®) < max{yo,£*} + No <oco on[0,T], (2.10)
where £* € R is a constant such that
8(E)< —N1 forg > g™ (211)

Finally, we need the local-in-time existence theorem of (1.1)-(1.7) in the case that the initial den-
sity is strictly away from vacuum (see [13]).

Lemma 2.4. Assume that the initial data (po, Uuo, Ho) satisfies
(po — P, ug, Ho) e H*,  divHo=0 and infpg > 0. (212)

Then there exists a positive time To, which may depend on inf pg, such that the Cauchy problem (1.1)-(1.7) has
a unique smooth solution (p, u, H) on R3 x [0, To] satisfying
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p(x,t)>0 forallxeR>, t €[0, Tol, (213)
p —p eC(l0, Tol; H*) N C' ([0, Tol; H?), (2.14)

and
(u, H) € C([0, Tol; H*) n ([0, Tol; H') N L2([0, Tol; HY). (215)

3. A priori estimates

This section is devoted to the global-in-time a priori estimates. To begin, let T > 0 be fixed and
assume that (p, u, H) is a smooth solution of (1.1)-(1.7) defined on R3 x (0, T]. For simplicity, we set
o (t) 2 min{1, t} and define

T
Ay(T) éoiugTo(uwniz +IVHI?%) +fa(||p”2a||§z + [ Hell, + | V2H| D) e, (31)
\[\
0

A AN

T
Ax(T) éoiugToz(llp”zunﬁz + | V2H| D + IH1%) +/az(||vu||§2 +IVH[I%)dt  (3.2)
0

and

As(T) £ sup (IVullf, +IVHIIE). (33)
0<t<T
The proof of Theorem 1.1 is based on the following energy estimates of (u, H) and uniform upper
bound of p.

Proposition 3.1. Assume that (pg, ug, Ho) satisfies (1.12) and that (p, u, H) is a smooth solution of (1.1)-
(1.7) on R3 x (0, T]. There exist two positive constants € and K, depending on i, 1, v, y, A, , §, Mq and M,
such that if

12 (3.4)

0< p(x,t)<2p for (x,t) e R3 x [0, T],
A1(T) + Ax(T) <2C,°,  As(o(T)) < 3K,

then one has

0< px,t) <7p/4 for (x,t) € R x [0, T], 35)
ALT) + AxT) < CY%, As(o(T)) < 2K, '
provided that
Co<e. (3.6)

Proof. As a result of Lemmas 3.2, 3.5 and 3.7, one gets (3.5) provided K and ¢ are chosen as the ones
in Lemmas 3.2 and 3.7, respectively. O

For simplicity, throughout this section we denote by C the various generic positive constants,
which may depend on u, A, v, v, A, p, p, M1 and My, but are independent of T. We also sometimes
write C(«) to emphasize the dependence on «.

We begin the proof of Proposition 3.1 with the standard energy estimate of (p, u, H).
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Lemma 3.1. Let (o, u, H) be a smooth solution of (1.1)-(1.7) on R3 x (0, T]. Then,

1 1
sup /<c<p) + 5p|u|2 + 5|H|2> dx

0<t<T

T
+ [(unwnfz + (4 wlldivul?, + v VH|IZ) dt < Co.
0

Proof. Due to divH =0, it is easy to check that

Vx(@uxH)=H-Vu—u-VH —Hdivu,

1
(V><H)XH:H~VH—§V|H|2 and —V x (V x H)=AH.

(3.7)

Thus, multiplying (1.1), (1.2) and (1.3) by G’(p), u and H, respectively, integrating the resulting equa-

tions by parts over R? x (0, T), and adding them together, one easily obtains (3.7). O

The next lemma is concerned with the estimate of A3(T), which plays an important role in the

proofs of A{(T), A2(T) and the uniform upper bound of density.

Lemma 3.2. Suppose that the conditions of Proposition 3.1 hold. Then there exist positive constants K and &1,

depending on u, A, v, ¥, A, p, p, M1 and M, such that

o (T)
As(o(T)) + / (1020, + IHe 1%, + | V2H]| ) de < 2k,
0
and moreover,
T
sup [[VH|Z, +/(||Ht||§z + [ V2H|%,) de < ClIVHoll%,
0<t<T g

provided A3(o (T)) < 3K and Cp < €1.

Proof. Multiplying (1.2) by u; and integrating by parts over R, we obtain

1d . -
5 ap IVl + e+ 2 IdivulE) + | 2
d 15 -
=a/ 3 (divu) — H-Vu-H+ (P(p) — P(p))(divu) ) dx

+/(Ht-Vu-H+H~Vu-Ht—H-Ht(divu))dx

—/P[(divu)dx+/,ou-Vu-adx.

On the other hand, it follows from (1.3) that

(3.8)

(3.9)

(3.10)
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E VHII2 2 2|lyv2g4 |2
vdtll HIl2 + (IHel 52 +v? | V2H| 1)
=/|Ht—vAH|2dx=/|H~Vu—u~VH—Hdivu|2dx. (3.11)

Thus, adding (3.10) and (3.11) together gives

d /1 Vyl2 1 Wldi 2 VHI2
1\ #IVulE + 2 e+ Dldivullg, + vIVHIE

+ (0] 2 + IHZ, + 02| V2H] 1)

d

=% <%|H|2(divu) —H-Vu-H+(P(p) — P(ﬁ))(divu)) dx

+f(Ht~Vu~H+H~Vu~Ht—H~Hf(divu))dx—/Pt(divu)dx

+/,ou-Vu-itdx+[|H~Vu—u-VH—Hdivu|2dx
d 4
A
:Elo—i_ig]li. (312)

By Lemma 2.1 and Cauchy-Schwarz inequality, we have for any 1 > 0 that

I1 < Cl[H]lee |Hell 2| VUl 2
1/2
2

1/2 |L

<CIVHI}

|V2H] 2" 1 Hell 2 I Vull 2
<n(|V2H| 7 + IHelZ) + Coplivul®, IVHIR. (3.13)
To deal with I, we first observe from (1.1) and (2.3) that
Pi=—u-V(P—P(p)) — yPdivu, P(p)=ApY (3.14)

and

1
divu =
2un

1
+A(F+(P—P(p))+§|HI )

So, after integrating by parts we infer from (2.6), (3.4) and (3.7) that

, 1 1 y
Izzf(yP(dlvu)Z—I— 2MJFA(FJF(P - P(p)) + EIHIZ)H-V(P— P(P))) dx

<C(IVullf, + P - P(ﬁ)”;) +ClIVull2(IVFll2 + IHVHI2) [P = P(D) | 5

< C(IVull?, + Co) + CCo* IVull 2 (| 02| + IHVHI|2)

4/3
2

N

(02| + | V2H[ ) + Cop(Co + 1Vull? + 1Vull 2 IVHIZ), (3.15)
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where we have also used the following inequality (due to (2.1)):
3/2 1/2
IHI2,, < CIHVHI 2 < CIHIs IVHI: < CIVHIE [V2H] 4.

Using (2.1), (2.6), (2.7), (3.4), (3.7) and (3.16), we deduce that

3/2 1/2

I3 < o' 20 2 IVull s lulls < [ o2 2 IVull 571 Vul

<o) L IVull2 (|0 %a |22 + IHVHI + | P = P(5)] 57)

1/2

< M2 L IVull? (1 + [ V2 57 + IVHI 92 H | 15

<n(|0"2u|5 + [ V2H|S) + Cap(IVuls + 1Vul®, + 1Vull4 I VHIZ),

and finally,

C(IlulZ6IVHIZs + I Vull2, [ Hl )
< CIVullL IVHIl 2| V2H| 2
<n|V2H| L + capIVul, IVHIZ.
Thanks to (3.4), (3.7) and (2.1), we find

lo <CIVull2(|P = P(®)] 2 + IHIZ) < CIVul2(Co + IHISIVHIES?)

12 1/4

1/2
<CIVull (g + /

IVHI) < nlVul?, +C)(Co+ Co 2 IVHID,).

(3.16)

(317)

(3.18)

(3.19)

Thus, putting (3.13), (3.15), (3.17) and (3.18) into (3.12), integrating it over (0,0 (T)), and using
Cauchy-Schwarz inequality, by virtue of (3.4), (3.7) and (3.19) we conclude that (choosing 1 > 0 suf-

ficiently small)

o(T)
aao M)+ [ (o il + itei?s + | V2H[) o
0

1/2
< C(1+ | Vuol?, + IVHolI%) +CCy/*  sup | VHI?,
0<t<o(T)
o(T)

e / IVl (IVul?, + [VHI%) de

o(T)

C(M1, M2) +CCy*Ay*(0(T)) +C  sup [Vullh, /(||Vu||%z+||VH||§z)dt

0<t<o(T) ,

< C(My, Mp) + CCY2AY? (0(T)) + CCoAS (o (T))

1/2

<K +CCy A3(a(T)),

(3.20)

where K £ C(Mi, M3). As an immediate result of (3.20), one obtains (3.8) provided it holds that

A3(0(T)) < 3K and Cp < &1.1 £ min{1, (9CK)~2}.
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To prove (3.9), we deduce from (3.11) and (3.18) that

T
2
sup [[VHII?, +/(||Hf||f2 + | V2H| ) de
0<t<T
0
T
<CIVHollj; +Ci sup IVHI; / IVullf, dt. (3.21)
<Xt 0
On the other hand, it follows from (3.4), (3.7) and (3.8) that
T o(T) T
4 _ 4 4
f||Vu||L2dt— f IVulf, de+ / IVulf, de
0 0 o(T)
o(T) T
< sup [|[Vulh / IVul;dt+  sup  (oVul?,) / IVul?; dt
0<t<o(T) o(T)<t<o(T)
0 o(T)
< C(K)Co. (3.22)

Thus, if Cy is chosen to be such that
Co < &1 2min{er 1, (2C1C(K)) 'Y,

then substituting (3.22) into (3.21) immediately leads to (3.9). The proof of Lemma 3.2 is therefore
complete. O

Next we derive preliminary bounds for A{(T) and A(T).

Lemma 3.3. Assume that the conditions of Proposition 3.1 hold. Then,

T
A(T) < CCo+ / o?||P - P(ﬁ)||‘L‘4 dt (3.23)
0
and
T
A(T) < CCo+ CA((T) + c/a2||Vu||‘L‘4 dt, (3.24)
0

provided Co < &1.

Proof. Multiplying (3.12) by o (t), integrating the resulting equation over (0, T), and using the similar
arguments as those in the derivations of (3.13), (3.15) and (3.17)-(3.19), we infer from (3.4), (3.7),
(3.9), (3.22) and Cauchy-Schwarz inequality that
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T
A1(T) <cco+6/(||w||fz +IVHI? + I Vullf,) dt
0

1/2
+CCy? sup [VHIl2 sup (o VHIZ,)
0<t<T 0<t<T

T
+cf(a||Vu||Ez + o VUl IVHIZ + 02| P — P() ) dt
0
T
+C//U/
0
T

< CCo+cCl? sup o (IVul, + IVHI) + C/UZHP — P(p) s dt

%|H|2(divu) —H-Vu-H+ (P(p)— P(p))(divu)|dxdt

SRS

0
T
+ C/o’(nwnfz +IHIY + P = P)|5) dt
0
T

<cCo+c [a?lp-pp)|fa
0

which proves (3.23). Note here that 0 <o’ <1 fort >0 and o’ =0 for t > 1.

To estimate A(T), applying the operator ¢ 21/[3; + div(u-)] to both sides of j-th equation of (1.2)
and integrating them by parts over R3, we obtain after summing up that

d o .
L2 X 02p|a|2dx—u/02u1[Auf + div(uAu’)]dx
- (/\+,u,)/02izf[at8j divu + div(ud;divu)] dx
=/ao/p|i1|2dx—/ozﬁj[ath+div(8qu)]dx

—/azuf[aj(H"H;') +div(H'3;H'u)] dx
) ) ) ) ) 4
+/02L’11[8t(H'8,-H1) +div(H'8;H/u)]dx £ ) " R;. (3.25)
i=1

Here and in what follows, we use the Einstein convention that repeated indices denote the summation
over the indices.

We are now in a position of estimating some terms in (3.25). First, the second term on the left-
hand side can be estimated from below as follows:

—Mfazﬂj[Au{ +div(uAud)]dx
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= M/O’Z(akiljakug - 8i2,<itfui8kuj - 3iﬂj3kuiakuj) dx
= M/oz(wmz + ttd Qi du’ — Bttd ' diu’ — 311 ' du’) dx

M
o?|Vill}, — Co?||Vulll,.

In a similar manner,

L . . . A ..
—O+ u)/oﬂuf[ataj divu + div(ud; divu)] dx > %cﬂ”dlvunfz — Co?||Vul,,

and consequently,

T 502 2 4
>oa ] 20102 dx + —— S oIVl — Covulis. (3.26)

For the second term R; on the right-hand side, using (3.14) and integrating by parts, by (3.4) and
Cauchy-Schwarz inequality we have

R> =/oz(—yp(p)aiufajaf + P(p)d; (u'djil) — P(p)d;(u'diur’)) dx
=/az(—yp(p)a,~u"ajuf + P(p)diu'djit! — P(p)dju'd;i17) dx
Bo21vil2, + co?vull,. (3.27)
By virtue of (2.1), (3.7) and (3.9), we obtain after integrating by parts that

R3 < Co?||Vitll 2 (IHllys | Hell s + llull s |1 Hll s IV HIl s)

1/2 1/2

< Co?|Vill2 (IHI 2 IVHI IV H 2 + VUl 2| VH2 | V2H | 2)

cl2

Bo21vill2, + co(CPIVHIZ, + 1vul | V2H %), (3.28)

and similarly, using the fact that divH = 0, we have

R4=_/az(aiaf(HfHHH"H{)+8;<ﬂin8iHju")dx
’; a2 IVall?, + Co?(Co P IVHI + IVul® | V2H ). (3.29)

Thus, putting (3.26)-(3.29) into (3.25) and integrating the resulting inequality over (0, T), we infer
from (3.4) and (3.7) that

T

sup (02||,01/2u||L) /02||Vu||i2 de
0<t<T )
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T T
.12
< c/(a |02, +o~2||Vu||f2)c1t+C/<72||Vu||‘g4 de
0 0
T T
1/2 2
+ccy /02||VHt||%2 dt+C sup (a||Vu||fz)/crHV2H”L2 dt
0<e<T
0 0
T
< cco+CA1(T)+c/c;2||Vu||‘L*4 dt. (3.30)
0

Differentiating (1.3) with respect to t and multiplying the resulting equations by ¢2H; in L%, we
obtain after integrating by parts over R? x (0, T) that

T
1
5 wp(omeﬁ)+v/oﬂWHmﬁdr
0<t<T
0
T T
:/GG’HHfllfzdt—i- /GZ(H-VL'l-Ht—i—wVHt«H)dxdt
0 0

T
+/foz(H"aiH{—H"a]-H’;)(u.Vuf)dxdt
0

T 4
+//02(Ht~Vu — Hedivu —u - VHy) - Hedxde £ ) R, (3.31)
0 i=1

where we have used divH =0, us =u —u - Vu and
—/L’l~VH-thx=/(H~Ht(div1'1)+il-VHf-H)dx.

The second term on the right-hand side of (3.31) can be estimated as follows, using (2.1), (3.4),
(3.7) and (3.9):
T

1/2
R <c [ oI

1/2

12 (IHell s IVl 2 + 112l s 1V Hell2) de

0
T T

Vv .
< Z/ozuvmniz dt—i—CC(])/z/ o?|val?, dt
0 0
T

<CCo+ 2 /ozuvmufz dt. (3.32)
0

In view of (3.4), (3.9), (3.16) and (3.22), we have
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T
IS <c/aannuz||VHt||Lz||u||Le||Vu||L4dr
0
T
o2lv2H 1/4
<c/ |V2H |4 IV el I Vull 2 [V ull e
0
T T
<Z/a ||VHt||L2dt+C/a ||Vu||L4dt+C iupT (0| V2H|2) /||Vu||L2dt
0 0
T T
<CC0+Zf02||VHt||%2 c1t+C/o2||Vu||‘L‘4 dt,
0 0

and similarly,

T
C/U (IHelIZa 1Vl 2 + llulls |V Hell 21l Hell 2) de
0

T
1/2 3/2
<c /a VH 20V He P2 9wl 2 de
0
T
Vv
<5 [GHITHIRd+ C sup (o1VulR,) /thudet
o<t<T
0
T
v
<CCO+Z/02||VHt||f2 dt.
0

Thus, combining (3.32)-(3.34) with (3.31) shows that

T T

o<t<T
0 0

Moreover, it follows from (1.3), the L%-estimate of elliptic system and Lemma 2.1 that

|V2H|?, < C(IHe % + luVHIZ, + 1HVul)
<C(IHeE, + lullZs IVHIE + 1H |7 | Vull?;)

< C(IH % + IVul% IV HI 2| V2H] 2)
1 2
< IVHI% + C(IH + VUl IVHIR),

which, together with (3.30) and (3.35), gives

sup (0| Hell},) + /aznvmnfz dt<cc0+cA1(r)+/gz||w||g4 dr.

243

(3.33)

(3.34)

(3.35)
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T
A2(T) < CCo+ CAY(T) + coittlgT((onVunfz)z IVHIIZ,) +C / o[ Vujsdt
0
T
<CCo+ ) +C [ o?|vulfyae
0

where we have also used (3.4) and (3.9). The proof of Lemma 3.3 is therefore complete. O
Clearly, we still need to deal with ||Vul|;4 and ||[P — P(p)||}4.

Lemma 3.4. Let F, w be the ones defined in (2.3), and let the conditions of Proposition 3.1 be satisfied. Then,

T
3 4
f02 IVulds + 1F % + lold + [P = P(5)|14) dt < cC/ (3.36)
0
provided Co < &1.
Proof. In view of the standard LP-estimate, we have
T T
f02||Vu||‘L‘4 dr<cfaz(||divu||;‘4 +llwljs) de
0 0
T
<C [ G2(IFIE + ol + |P = P(B)[ 14 + IHIS). (337)
L L L
0

The right-hand side of (3.37) will be estimated term by term as follows. First, it follows from (2.3),
(3.4), (3.7), (3.8) and (3.9) that

IFll2 + lwllz < (IVullz + |P = P(3)| ;2 + IIHII%) < C, (3.38)

and hence, using Lemmas 2.1, 2.2, (3.4), (3.7), (3.9), (3.16) and (3.38), we see that

T T
/az IFI% + leold,) d cfa (IFllz + ol 2) (IVFI2, + Vool de
0 0
T
gc/ 2|02, dH—C/a IVHIY?| V2H;L% dt
0 0
T
<C sup (o] 2) /a||p1/2u||L2dt
0<t<T

0
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T
2 3/2 2
+C sup (o|V*H|,2) IVH||7, dt
0<t<T 0

< CA*(T)AN(T) + CCo < CC/.

245

(3.39)

Next, multiplying (3.14) by 302(P — P(p))?, integrating the resulting equation by parts over R? x

(0, T) and using the effective viscous flux F, we obtain

T

1 5 4
o [l - Pl
0

T
:/02(13 - P(,5))3(., T)dx—zfaa’/(P — P(,5))3dxdt
0

T
_ 1 2 _ prAy)3 1 2
2M+A/U /(P P(p)) <F+2|H|)dxdt
0

T
+3/02/VP(divu)(P—P(ﬁ))zdxdt
0
T
<CCo+C [0 = PG s + 1) de
0
T
+C/oz||P—P(ﬁ)||§4||Vu||Lz dt
0
T T
<o+ [P =P fsce+co [ de
0 0

where we have used (3.4), (3.7), (3.39) and Cauchy-Schwarz inequality. Noting that,

T T
/oannig dt<c/oz||H||z‘m||H||;‘4dt
0 0
T
<c/oz||H||Lz IVHIS, |V2H |}, de
0
T

< cg/Z/UZHVZHHfZ dr < CCo
0

(3.40)
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due to Lemma 2.1, (3.4), (3.7) and (3.9). This, together with (3.40), gives (choosing § > 0 small enough)
T
~ |14 3/4
/lep—waﬁ+nHﬁgm<cq/. (341)
0

Thus, combining (3.37) with (3.39) and (3.41) leads to the desired estimate of (3.36). O

Lemma 3.5. Suppose that the conditions of Proposition 3.1 hold. Then there exists a positive constant &,
depending on u, A, v, ¥, A, p, p, M1 and My, such that

AL(T) + Ax(T) < ¢, (3.42)
provided Cp < &3.
Proof. Indeed, it follows from (3.23), (3.24) and (3.36) that
A1(T) + Ax(T) < CC)/*.
Thus, if Cy is chosen to be such that
Co < &2 = minfey, €1},
then one immediately obtains (3.42). O

In order to complete the proof of Proposition 3.1, we still need to estimate the upper bound of
density. To this end, we first prove

Lemma 3.6. Suppose that the conditions of Proposition 3.1 hold. Then,

T
OggT(HVunfz +IVHIL) + /(Hp”zuuiz +[IHl% + | V2H|7) de< (3.43)
= 0

T
OiggTa(l}p”zquz+||Ht||§z + ||v2H\|f2)+f(||vu||§2 +IVH %) de<C, (344)
<= O

provided Cy < &3.

Proof. As an immediate consequence of Lemmas 3.2 and 3.5, one gets (3.43). The proof of (3.44) is
similar to the one used for (3.24). More precisely, applying the operator o u1[d; + div(u-)] to both sides
of (1.2) and integrating the resulting equation by parts over R> x (0, T), we deduce from (3.7), (3.42),
(3.43) as well as (3.26) and (3.27) (with o2 replaced by o) that

T

sup (o(lp”zﬂlliz)+/o||vu||§z dt
0<t<T )
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T
<C+/0/(|Vu|4+|vil||H||Ht|+|Vﬁ||H||u||VH|)dt
0
T
< C+Cfo(IIVUI|‘L‘4 + IVl 2| Hllee | Hell g2 + I Vil 2 [ Hl s lull s | VH 6 ) dt
0
T

T
1 .
<c+§fmwm@m+c/omvw;+anﬁrww%wmmwimr
0

0
1 T T T
<c+7/a||vu||§2 dt+c/a||Vu||‘L‘4dt+c sup (a||V2HHL2)f||Ht||§2dr
2 0<t<T
0 0 0
T 1 T
<c+c/a||Vu||‘L‘4 de + Efanvuufz dt. (3.45)
0 0

It follows from Lemmas 2.1, 2.2, (3.4), (3.7), (3.16), (3.22), (3.36), (3.42) and (3.43) that

T T
/g||vu||‘L‘4 dth/alqulleIIVullfe de
0 0
T
< C/G“W“Lz(”pl/za”iz +|P = P3|} + IHIS, + IHVHI?,)
0
T
<c [[orvuts(|o 2l + [P - )|+ IVHIEZ|vH L)
0
T
< sup (oo il})"” [1o"2) e
0<t<T

0
T
+Cfmvw§+wvw;+wv%wé+oWP—P@wﬁ)
0

.12 \1/2
<C+C swp (o]l })"”,
0<t<T
which, together with (3.45) and Young inequality, immediately results in

T
sup (o ||p1/2a||f2) +/a(||va||f2 + | Vulf,)de < C. (3.46)
0

SIS

With the help of (3.43) and (3.46), similar to the derivation of (3.35), one easily obtains the esti-
mates of magnetic field H stated in (3.44). O
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We are now ready to prove the uniform upper bound of density.

Lemma 3.7. Suppose that the conditions of Proposition 3.1 hold. Then there exists a positive constant &, de-
pendingon w, A, v, y, A, p, p, M1 and My, such that

sup  p(x,t) <P, (347)

7
xeR3,te[0,T] 4
provided Cp < &
Proof. Let D;p £ p; +u - Vp. Then it follows from (1.1) and (2.3) that
Dip=g(p)+b'(D),

where

a__Ap Y _ 5y _
g(p) = 2MH(/) p’). b=

t
1 1
- ~|H|? 4+ F ) ds.
2M+A/p<2| |+>s
0

In order to apply Zlotnik’s inequality (i.e. Lemma 2.3), we need to deal with b(t). To do so, we first
observe from (3.7), (3.9) and (3.42) that

1/2

IFl2 <C(IVullz + |P = P 2 + IHI L2 IVHI?)

1/4

<CCy + o (o vul?)? < eyt (1+0712), (3.48)

and thus, using Lemmas 2.1, 2.2, (3.7), (3.43) and (3.44), we obtain

o(T)
[ (ol s or1s)
0
o (T)
<C /(||VH||L2HV2HHL2+||F||”“||VF||3/“)
0
o (T)
ccy?+cc)/™ / 1+~ ) (lpull’l* + IH - VHIL) de
0
o (T)
<ccy?+ccyt / (1+o V) (vl + | v2H | 2°) e
0

o(T)

5/8 , o(T) 3/8
<cc3/2+cc3”6< /(1+a‘4/5)dt) (fauvanﬁzdr)
0

0



S. Liu et al. / ]. Differential Equations 254 (2013) 229-255 249

o(T) a(T)

7/16 9/16
+cc1“6< /(1+02/7)dt) (/Hv%”@dr)

0 0

<C Cl /16
This particularly implies that for any 0 <ty <ty <o (T),

o (T)
Ib(t2) — b(tn)] < € / (|0 2H |2 + lpF =) de < cCl'e.
0

So, for t € [0, 0(T)] we can choose Ny, N1 and &* in Lemma 2.3 as follows:

1/16,

No =CC, N1=0 and &*=p.

Noting that

A

g(S):_Zquk

(Y —pY)<—N1=0 forallé >&*=p,
we thus deduce from (2.10) that

sup [ p(0)] o <max{p, o+ No < p+CCy'1° <

3_
< =P, (3.49)
0<t<o (T) 2

provided Cp is chosen to be such that

16
P
Co < = .
0X€31= mm[sz (2C> }

It is clear that ||F(t)||;2 < C for all ¢t € [0, T] due to (3.7) and (3.43). Hence, we have by Cauchy-
Schwarz inequality and (3.42) that for any o (T) <t; <t < T,

t

b~ bien)| < [ (|02 H 3 + lpFl)de

t
ta
<ceyc [l + |2 a
t1
to
St — 1)+ ccy? + c/(aznvanfz +o||V2H|3) de

t

2p+

12

< ty —t CC
2,u+k(2 1)+
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Thus, for t € [0(T), T] we can choose Ng, N1 and £* in Lemma 2.3 as follows:

1/2

No=CC N1 = d * _ 5 1.
0 [ 1 2M+)\, an g o+
Since
g)=- As (7 —pY)< =Ny forg=&" =p+1
21+ A ’

we thus infer from (2.10) and (3.49) that

3.5 3
P ||p(t)||Lw<maX{—p,p+1}+No<—p+cc3/2<
o (T)<t<T 2 5

7
—p 3.50
i (3.50)

provided

_ .2
. p

Co<es A=t

P EAY

Combining (3.49) and (3.50) finishes the proof of (3.47). O
4. Proof of Theorem 1.1

In this section, we prove Theorem 1.1 by constructing weak solutions as limits of smooth solutions.
So, we first prove the global-in-time existence of smooth solutions with smooth initial data which is
strictly away from vacuum and is only of small energy.

Theorem 4.1. Assume that (po, Ug, Ho) satisfies (2.12). Then forany 0 < T < oo, there exists a unique smooth
solution (p, u, H) of (1.1)-(1.7) on R3 x [0, T] satisfying (2.13)-(2.15) with Tq being replaced by T, provided
the initial energy Cy satisfies the smallness condition (1.13) with € > 0 being the same one as in (3.6) of
Proposition 3.1.

Proof. The standard local existence theorem (i.e. Lemma 2.4) shows that the Cauchy problem (1.1)-
(1.7) admits a unique local smooth solution (o, u, H) on R3 x [0, Tg], where Tg > 0 may depend on
inf,Oo.
In view of (3.1)-(3.3), we have
A1(0)=A2(0)=0, A3(0)=M;+M>2<3K, 0<po<0p.

So, by continuity argument we see that there exists a positive time T € (0, Tg] such that (3.4) holds
for T =T;. Set

T, = sup{T | (3.4) holds}. (4.1)

Then it is clear that T, > T; > 0.
We claim that

Ty = 00. (4.2)

Otherwise, T, < oo. Then due to Cp < ¢, it follows from Proposition 3.1 that (3.5) holds for any
0 < T < T,. This, together with Proposition 4.1 (see below) and Lemma 2.4, implies there exists a
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T* > T, such that (3.4) holds for T = T*. This contradicts (4.1), and thus, (4.2) holds. As a result,
we deduce from Proposition 4.1 that (p, u, H) is in fact the unique smooth solution of (1.1)-(1.7) on
R3x[0,T]forany 0 <T <oo. O

Proposition 4.1. Let (o, u, H) be a smooth solution of (1.1)-(1.7) on R? x [0, T] with initial data (po, ug, Ho)
satisfying (2.12) and the small-energy condition (1.13). Then,

px,t) >0 forallxe R3, t [0, T, (4.3)

and

sup (o —p.u. H)| s + /|(u H)|[ 7 de < (4.4)
o<t<T

Here and in what follows, for simplicity we denote by C the various positive constants which depend on p, A
v, ¥, A 0, 0, (oo — P, uo, Ho)llys, inf po(x) and T as well.

Proof. The positive lower bound of density in (4.3) is an immediate result of (4.4), which indeed only
depends on the bound of [|divull;1¢ 1,)- SO we only need to prove (4.4). As that in [19], the key
point here is to estimate |Vu|l 1 1.1y and |Vp|lrec(o,1;p) With p € [2, 6], which will be achieved
by using the Beale-Kato-Majda’s type inequality developed in [10,11].

Step L. To begin, we first notice that (due to infpg > 0 and (2.12))
. _ . 1
u(-,0) = p, 1 (/,LAU() + (u+2A2)Vdivug — VP(pg) — §V|H0| + Hp - VHO) eH'. (45)

In view of Proposition 3.1, we have

px,t) <C<oo forallxeR3, te[0,T], (4.6)
T
OiugT(uwniz + | VHII%) + /(Hp”zauiz + [ Hel, + | V2H| ) de < c, (4.7)
\t\
0

and moreover, similar to the derivation of (3.44), by using (3.7), (4.6) and (4.7) we also infer from
(4.5) that

T
oi?p (10205, + IHN% + | V2H| 1) +/ (IVillZ, + IVHe ) de < C(T). (48)
ST 0

Step II. This step is concerned with the estimate of the gradient of density. To do this, operating V to
both sides of (1.1) and multiplying the resulting equation by |Vp|P~2Vp with p > 2, we obtain after
integrating by parts over R> that

d
a Vel < ClIVull= Vol +C|[V2ul . (4.9)
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By the standard LP-estimate of elliptic system, we infer from (1.2) that

IV2u,, < C(llpilier + IVPIe + IHVH| ). (4.10)

In order to deal with ||[Vu|~, we recall the following Beale-Kato-Majda’s type inequality (see
[10,11]):

VUl < C(Idivullze + lwlli=)In(e + | V2u|| 4) + ClIVull 2 + C, (411)

where w =V x u and q > 3.
So, choosing p =q =6 in (4.9)-(4.11), and using Lemma 2.1 and (4.6)-(4.8), we find
d .
g 1VPls < ClIVulli= Vol + C(llpttlis + IV PIlgs 4 [IHVHIs )

<CIVpls(ldivule + |oll=) In(e + | VL] 2)
+ CIVplls(ldivullie + [wlle<) In(e + 1V olls)
+C(IVull2 +1IVels +1). (4.12)

Define
fO £e+1Vpls. g E1+||Vit] 2 + (Idivul i + |z In(e + [ VL]l 2).
Hence, it follows from (4.12) that

d
Ef@)écﬁﬂfﬂ)+Cﬂﬂfﬁﬂnfﬂx

which particularly implies

S info < s+ CgOm 0 (413)

Next we estimate g(t). Indeed, by Lemmas 2.1, 2.2 and (4.6)-(4.8), we have

T

/gnm<6+6
0

(IVil2, + Idivule + llwlfe) dt

SCHC [ (IF I+ [P = P(D) |2 + I HIE + @l ) dt

pd pd 1/2 3/2 1/2 3/2
<C+C [ (IFILAIVFIRE + ol S22 1Vel5) de

. 3/2 3/2
(lpull} + IHVHI) dt

<C+C t

O — 5 O T — g Ty O T—

T
<~+6/nwm;m<6. (4.14)
0
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This, together with (4.13) and Gronwall inequality, gives

sup [Vpll;s < C. (4.15)

SIS

which, combined with (4.10), (4.11) and (4.14), also yields

T
/ Voo dt < C. (416)
0

As a result, one also easily deduces from (4.9) and (4.10) that

sup (IVolle + | V2ul ) <C. (417)
0<t<T

Step III. By virtue of (4.5)-(4.8) and (4.15)—(4.17), one can derive the estimates of the higher-order
derivatives of (p,u, H) in a similar way as that in [19], basing on the elementary L%-energy method.
The details are omitted here for simplicity. The proof of Proposition 4.1 is therefore complete. O

With the help of Theorem 4.1, we are now ready to prove Theorem 1.1.

Proof of Theorem 1.1. Let js(x) be a standard mollifier with width §. Define the approximate initial
data (pd, uj, HY) as follows:

08 = js * po+6, ud = js * uo, H) = jis * Ho.

Then Theorem 4.1 can be applied to obtain a global smooth solution (p?,u®, H%) of (1.1)-(1.7) with
the initial data (pj, u§, H)) satisfying (3.4) for all ¢ > 0 uniformly in .
In view of Lemma 2.2 and (3.4), we see from Sobolev embedding theorem that

W, )2 <c(i+ | vul| )
- 2
SCO+[F s+ @6 + [P = PO s + [ H*[}12)
<C(1+ %] o + |HVH?| )
<C(r), t=>1>0, (4.18)

where F®, @® and P? are the functions F, w and P with (p,u, H) being replaced by (p%,u’, H%).
Here, we also used (-)¥ to denote the Holder norm with Holder exponent « € (0, 1).
In addition to (4.18), one also has

ub(x,t) — / u’(y,t) dy‘ < C(T)R'?,

Br()

1
|BR(X)]

and hence,
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) 1)
|u® (x, t) — u’ (x, t1) |

< 1
|BR(X)]

5]
/ / |ul(y, )| dydt + C(x)R'/?

t1 Br(®)

ty

1/2
_ 2
<CR 3/2|tz—r1|”2<f / u} (v, 0) dydt) +C()R'?
t1 Br(x)

2
<CR32ty — t1|”2< / /

172
(’ﬂ5|2+\u5|2}ws}2)dydt> +C(ORY2. (419)
t1 Br(x)

Since it holds for any 0 < 7 <t1 <ty < oo that

ty t
//|u5|2dxdt<C(ﬁ,ﬁ)//(p5|i15]2+ 0% — || |?) dxdt
t

t

t
<) +Cpp) [0 [5]0"  plsde
t

<C(T,0,p)
and

ty t
//|u5|2|Vu8|2dxdt<C(ﬁ,ﬁ)fgp”u‘snim/||Vu3\|i2 dt < C(r. . f),
>t
t

t
we thus infer from (4.19) that
ud(x, £) — ub(x, t1)| < C(ORT32|ty — 112 4 C(T)RV/?
for any 0 < 7 < t; <ty < co. Thus, choosing R = |t; — t1]|1/4, we get
[ul (x, t2) —ul(x, t)| < C(D)t2 —t1]V3, 0 <7 <ty <ty <00 (4.20)
The same estimates in (4.18) and (4.20) also hold for the magnetic filed H®. Thus, we have proved

that {u®} and {H®} are uniform Hélder continuity away from t = 0. As a result, it follows from Ascoli-
Arzela theorem that

u*—>u, H®— H uniformly on compact sets in R3 x (0, c0). (4.21)
Moreover, by the argument in [16] (see also [5]), we know that

p® — p strongly in LP(R? x (0, 00)), Vp € [2, c0). (4.22)

Therefore, passing to the limit as § — 0, by (4.21), (4.22) we obtain the limited function (p, u, H)
which is indeed a weak solution of (1.1)-(1.7) in the sense of Definition 1.1 and satisfies (3.4) for all
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T > 0. The large-time behavior of (p, u, H) in (1.15) is an immediate result of the uniform bounds es-
tablished in Section 3 and can be proved in a similar manner as that in [11]. The proof of Theorem 1.1
is thus complete. O
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