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For a reaction–diffusion system that serves as a 2-species Lotka–
Volterra diffusive competition model, suppose that the correspond-
ing reaction system has one stable boundary equilibrium and one
unstable boundary equilibrium. Then it is well known that there
exists a positive number c∗, called the minimum wave speed, such
that, for each c larger than or equal to c∗, the reaction–diffusion
system has a positive traveling wave solution of wave speed c con-
necting these two equilibria if and only if c � c∗. It has been shown
that the minimum wave speed for this system is identical to an-
other important quantity – the asymptotical speed of population
spread towards the stable equilibrium. Hence to find the minimum
wave speed c∗ not only is of the interest in mathematics but is
of the importance in application. It has been conjectured that the
minimum wave speed can be determined by studying the eigen-
values of the unstable equilibrium, called the linear determinacy.
In this paper we will show that the conjecture on the linear deter-
minacy is not true in general.

© 2011 Elsevier Inc. All rights reserved.

1. Introduction

Consider a classical diffusive Lotka–Volterra competition model

ut = d1�u + r1u(1 − b11u − b12v),

vt = d2�v + r2(1 − b21 v − b22u),
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where u(x, t) and v(x, t) denote the population densities of species u and v at a position x ∈ R
n

and time t , and � is the Laplace operator. For i = 1,2, di and ri are diffusion coefficients and linear
birth rates; 1/bi1 are carrying capacities; and bi2 are competition coefficients for species u and v ,
respectively. By scaling variables and time [2], the above model can be transformed to a simpler,
dimensionless system

ut = �u + u(1 − u − a1 v),

vt = d�v + r(1 − v − a2u), (1.1)

where d, r, a1 and a2 are positive constants. It is clear that Eq. (1.1) always has two boundary equilib-
ria E1 = (1,0) and E2 = (0,1). The convergence of solutions to one of equilibria E1 and E2 implies the
competitive exclusion of one species. In this paper, we consider a mono-stable case in the sense that
for the corresponding reaction system, one Ei ’s (i = 1,2) is stable and the other is unstable. Without
loss of generality, we assume that E1 is stable and E2 is unstable. This is equivalent to assuming
that

a1 < 1, a2 > 1. (1.2)

A biologically and mathematically interesting question is the asymptotical speed of population
spread towards to the stable equilibrium point E1. It has been proved in [6,7] that for Eq. (1.1),
the asymptotical speed of population spread is identical to the minimum wave speed of traveling
wave solutions connecting equilibria E2 and E1. Suppose the space variable x ∈ R

n in Eq. (1.1). Then
a traveling wave solution of Eq. (1.1) connecting the equilibria E2 and E1 is a solution of the form

u(x, t) = U (k · x + ct), v(x, t) = V (k · x + ct),(
U (−∞), V (−∞)

) = E2,
(
U (∞), V (∞)

) = E1. (1.3)

Here the number c is the wave speed and k ∈ R
n is a unit vector denoting the direction of the wave

propagation. It is well known (Theorem 4.2 in [10]) that there is a positive number c∗ such that
Eq. (1.1) has a nonnegative traveling wave solution of the form (1.3) if and only if c � c∗ . In addition,
a nonnegative traveling wave solution (1.3) is monotone increasing whenever it exists. Hence the
number c∗ is called a minimum wave speed.

A straightforward substitution yields that the functions U (s) and V (s) with s = x + ct satisfy the
system of differential equations

cU̇ = Ü + U (1 − U − a1 V ),

cV̇ = dV̈ + rV (1 − V − a2U ). (1.4)

If (U (t), V (t)) is a nonnegative solution such that (U (t), V (t)) converges to the unstable equilib-
rium point E2 = (0,1) as t → −∞, then it is necessary that the linearization of Eq. (1.4) at E2 has
a real, nonnegative eigenvalue. This is equivalent to the condition c � 2

√
1 − a1 following a direct

computation. Therefore we conclude that

c∗ � 2
√

1 − a1.

On the other hand, motivated by the result on minimum wave speed for Fisher’s equation and by
using a heuristic argument, Murray [8] and Okubo et al. [9] further conjectured that

c∗ = 2
√

1 − a1. (1.5)
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Since Murray and Okubo’s conjecture is based on the linearization of (1.4) at the unstable equilib-
rium point E2 = (0,1), if (1.5) holds, we say that the minimum wave speed is linearly determined,
or it is of linear determinacy. Indeed, Murray and Okubo’s conjecture has been confirmed for some
cases [1,2,4–6]. However, it also has been indicated numerically in [2] that the conjecture might be
false for some other cases. This naturally raises a question on the equality (1.5). Another reason that
one may doubt the validity of (1.5) is that the right-hand sided of (1.5) is independent of the diffusion
coefficient d, birth rate r and the competition coefficient a2 of the competing species. In this paper we
shall provide examples of Eq. (1.1) for which the conjecture (1.5) does not hold. That is, the minimum
wave speed cannot be linearly determined in general.

This paper is organized as follows. Sections 2 and 3 are developed to establish some preliminary
lemmas and auxiliary results that will be used in Section 4. In Section 4 we give a complete proof
of the main theorem of this paper that shows that for certain range of parameters in Eq. (1.1) the
corresponding minimum wave speed c∗ is strictly large than 2

√
1 − a1.

2. Auxiliary results

A traveling wave solution of (1.3) is said to be mono-stable if E2 is unstable and E1 is stable.
A traveling wave solution of (1.3) is bistable if both equilibria E1 and E2 are stable (i.e. a1 > 1 and
a2 > 1). It is known that, unlike the mono-stable wave, the wave speed for the bistable wave of
Eq. (1.1) is unique [3]. However, we shall point out that actually there is connection between the
minimum wave speed for mono-stable wave and wave speed for a bistable wave. The purpose of this
section is to provide some results for bistable traveling wave of (1.1) that will be used later to study
the minimum wave speed of mono-stable waves.

For the bistable wave we have the following known result [3].

Theorem 2.1. For any given constants a1 > 1, a2 > 1, there is a unique real number c(a1,a2) such that Eq. (1.1)
has a nonnegative traveling wave solution (U (s), V (s)) of form (1.3) if and only if c = c(a1,a2). Moreover, the
following hold:

1. The nonnegative traveling wave solution (U (·), V (·)) = (U (a1,a2)(·), V (a1,a2)(·)) is unique (up to a
time translation). In addition, U (t) is strictly increasing and V (t) is strictly decreasing.

2. c(a1,a2) and (U (a1,a2)(·), V (a1,a2)(·)) are differentiable with respect to a1 and a2 for a1 > 1, a2 > 1.
3. Let A{a1,a2} : W 2,2(R,R

2) → L2(R,R
2) be the variational operator of (1.4) corresponding to the traveling

wave solution (U , V ) = (U (a1,a2)(·), V (a1,a2)(·)), i.e.

A{a1,a2}(η, ξ)(t) =
[

η̈(t) − cη̇(t) + [1 − 2U (t) − a1 V (t)]η(t) − a1U (t)ξ(t)

dξ̈ (t) − cξ̇ (t) − ra2 V (t)η(t) + r[1 − 2V (t) − a2U (t)]ξ(t)

]
,

where c = c(a1,a2). Then zero is a simple eigenvalue of the operator A{a1,a2} and its adjoint opera-
tor A∗{a1,a2} . Moreover, the eigenfunction (η∗(·), ξ∗(·)) ∈ W 2,2(R,R

2) of the operator A∗{a1,a2} corre-

sponding to zero eigenvalue can be chosen such that η∗(t) > 0 and ξ∗(t) < 0 for all t ∈ R. Here for
any (u, v), (η, ξ) ∈ W 2,2(R,R

2),

〈
(η, ξ), A{a1,a2}(u, v)

〉 = 〈
A∗{a1,a2}(η, ξ), (u, v)

〉
with 〈·,·〉 being defined by

〈
(η, ξ), (u, v)

〉 = ∫
R

[
η(t)u(t) + ξ(t)v(t)

]
dt

for (u, v), (η, ξ) ∈ L2(R,R
2).
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By Theorem 2.1 we have the following corollary that shows the relation between the bistable wave
speed c(a1,a2) and the parameters a1 and a2.

Corollary 2.2. Fix d > 0 and r > 0, the unique bistable wave speed c(a1,a2) ( for a1 > 1 and a2 > 1) is
differentiable with respect to a1 and a2 , in addition,

∂c(a1,a2)

∂a1
< 0,

∂c(a1,a2)

∂a2
> 0.

Proof. For a1 > 1 and a2 > 1, define F : W 2,2(R,R
2) × R × (1,∞) × (1,∞) → L2(R,R

2) by

F (u, v, c,a1,a2) =
[

ü − cu̇ + u[1 − u − a1 v]
dv̈ − cv̇ + rv(1 − a2u − v)

]
. (2.1)

Let U (t) = U (a1,a2)(t) and V (t) = V (a1,a2)(t) be the traveling wave solution of (1.4) connecting
equilibria E2 and E1, and let c = c(a1,a2) be the corresponding wave speed. Then

F
(
U (a1,a2), V (a1,a2), c(a1,a2),a1,a2

) ≡ 0, for all a1 > 1, a2 > 1. (2.2)

By Theorem 2.1 U (a1,a2), V (a1,a2) and c(a1,a2) are differentiable with respect to a1. Differentiat-
ing (2.2) with respect to a1, and using definition of operator A{a1,a2} given in part 2 of Theorem 2.1
we obtain

A{a1,a2}
(

∂U (a1,a2)

∂a1
,
∂V (a1,a2)

∂a1

)
=

[ ∂c(a1,a2)
∂a1

U̇ (a1,a2) + U (a1,a2)V (a1,a2)

∂c(a1,a2)
∂a1

V̇ (a1,a2)

]
. (2.3)

Let (η∗(·), ξ∗(·)) be the eigenfunction of the operator A∗{a1,a2} corresponding to zero eigenvalue.
From (2.3) and a straightforward computation it follows that

∂c(a1,a2)

∂a1

∫
R

[
η∗(t)U̇ (a1,a2)(t) + ξ∗(t)V̇ (a1,a2)(t)

]
dt +

∫
R

η∗(t)U (a1,a2)(t)V (a1,a2)(t)dt

=
〈(

η∗, ξ∗), A{a1,a2}
(

∂U (a1,a2)

∂a1
,
∂V (a1,a2)

∂a1

)〉

=
〈(

∂U (a1,a2)

∂a1
,
∂V (a1,a2)

∂a1

)
, A∗{a1,a2}

(
η∗, ξ∗)〉

=
〈(

∂U (a1,a2)

∂a1
,
∂V (a1,a2)

∂a1

)
,0

〉
= 0. (2.4)

Since η∗(t) and U̇ (a1,a2)(t) are positive, ξ∗(t) and V̇ (a1,a2)(t) are negative, and U (a1,a2)(t) and
V (a1,a2)(t) are positive, by (2.4) we deduce that

∂(a1,a2)

∂a1
= −

∫
R

η∗(t)U (a1,a2)(t)V (a1,a2)(t)dt∫
R
[η∗(t)U̇ (a1,a2)(t) + ξ∗(t)V̇ (a1,a2)(t)]dt

< 0.

With the same computation one easily sees that

∂c(a1,a2)

∂a2
> 0. �
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3. Preliminary lemmas

In this section we shall establish a few lemmas that is needed to construct examples of Eq. (1.1)
for which the minimum wave speed cannot be linearly determined, i.e. for which we have

c∗ >
√

1 − a1.

For convenience of discussion we transform (1.4) to a monotone system by letting W = 1 − V .
Then U and W satisfy the system

cU̇ = Ü + U
[
1 − U − a1(1 − W )

]
,

cẆ = dẄ + r(1 − W )(a2U − W ) (3.1)

with the boundary condition

(
U (−∞), W (−∞)

) = (0,0) = 0,
(
U (∞), W (∞)

) = (1,1). (3.2)

It is well known that (3.1) is a monotone system. Also it is clear that Eq. (1.4) has a nonnegative
solution connecting E2 and E1 if and only if (3.1) and (3.2) has a nonnegative solution (U (·), W (·))
connecting the equilibria (0,0) and (1,1).

Now let us consider a special bistable case of (3.1) in which a1 = a2 > 1 and d = r.

Lemma 3.1. If d = r, then the bistable wave speed c(a2,a2) = 0 for all a2 > 1.

Proof. First we let d = r = 1 and let c = c(a2,a2) be the corresponding wave speed. By Theorem 2.1,
Eq. (3.1) has a strictly increasing solution (U (s), V (s)) satisfying the boundary condition (3.2). Let

U1(t) = 1 − W (−t), W1(t) = 1 − U (−t), t ∈ R.

Then, by a straightforward computation we obtain

cU̇1(t) = cẆ (−t) = Ẅ (−t) + [
1 − W (−t)

][
a2U (−t) − W (−t)

]
= −[

Ü1(t) + U1(t)
(
1 − U1(t) − a2

[
1 − W1(t)

])]
.

So that

−cU̇1 = Ü1 + U1
(
1 − U1 − a2[1 − W1]

)
. (3.3)

Similarly, one is able to show that

−cẆ1 = Ẅ1 + (1 − W1)(a2U1 − W1). (3.4)

Moreover, by the definitions of U1 and W1 it is easy to see that

(
U1(−∞), W1(−∞)

) = (0,0),
(
U1(∞), W1(∞)

) = (1,1). (3.5)

That is, both (U (t), W (t)) and (U1(t), W1(t)) are nonnegative solutions of (3.1)–(3.2) for d = r = 1
and a1 = a2. The uniqueness of bistable wave speed therefore implies that c = −c = c(a2,a2). Thus
we must have c(a2,a2) = 0. Hence we have, for d = r = 1,
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0 = Ü + U
[
1 − U − a2(1 − W )

]
,

0 = dẄ + r(1 − W )(a2U − W ). (3.6)

One therefore sees that (3.6) is valid for all d = r. That is, c(a1,a2) = 0 for all d = r. �
Lemma 3.2. Let d > 0, r > 0, β1 > 0, β2 > 0, c1 < c2 , and 0 < λ1 < λ2 be constants. Suppose that there are
functions W i(t), U i(t), i = 1,2, such that W i(t) is positive and increasing, and satisfies

dẄ i(t) − ci Ẇ i(t) + r
(
1 − W i(t)

)(
βi U i(t) − W i(t)

) = 0, t ∈ R,

W i(t) → 0 as t → −∞, (3.7)

and

Ui(t) = hie
λi t + o

(
eλi t

)
as t → −∞, (3.8)

where hi , i = 1,2, are positive constants. Then there exists a constant T such that

U1(t) > U2(t), W1(t) > W2(t), t ∈ (−∞, T ]. (3.9)

Proof. The existence of T for which (3.9) holds for the functions U1(t) and U2(t) is trivial. To show
the inequality (3.9) for the functions W1(t) and W2(t), we pick a small positive constant ε . For
i = 1,2, we rewrite the equation in (3.7) as

dẄ i − ci Ẇ i − ri W i = −gi(t), (3.10)

where

r1 = r(1 + ε), r2 = r(1 − ε),

g1(t) = rβ1U1(t) + rW1(t)
[
ε − (

β1U1(t) − W1(t)
)]

,

g2(t) = rβ2U2(t) − rW2(t)
[
ε + (

β2U2(t) − W2(t)
)]

. (3.11)

Let −αi and μi be the negative and positive roots of the quadratic equation

dλ2 − ciλ − ri = 0,

respectively. That is,

αi =
−ci +

√
c2

i + 4dri

2d
, μi =

ci +
√

c2
i + 4dri

2d
.

Recall that c1 < c2 and notice that the function y(c) = c + √
c2 + 4dr is increasing with respect to c.

It follows that

c1 +
√

c2
1 + 4dr < c2 +

√
c2

2 + 4dr.
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Hence, if ε > 0 is sufficiently small, we have

μ1 =
c1 +

√
c2

1 + 4dr(1 + ε)

2d
<

c2 +
√

c2
2 + 4dr(1 − ε)

2d
= μ2. (3.12)

From the assumptions that Ui(t) → 0, W i(t) → 0 as t → −∞, λ1 < λ2, the expressions (3.8) and (3.11)
it follows that there is a T1 such that

β2U2(t) < β1U1(t), t ∈ (−∞, T1],
g1(t) � rβ1U1(t), t ∈ (−∞, T1],
g2(t) � rβ1U2(t), t ∈ (−∞, T1]. (3.13)

Applying the variation-of-parameters formula to Eq. (3.10) we arrive at

W i(t) = 1

d(αi + μi)

[ t∫
T1

e−αi(t−s) gi(s)ds −
t∫

T1

eμi(t−s) gi(s)ds

]

+ mie
−αi(t−T1) + kie

μi(t−T1), (3.14)

where the constants mi and ki satisfy

mi + ki = W i(T1), −αimi + μiki = Ẇ i(T1).

The last equations yield that

ki = αi W i(T1) + Ẇ i(T1)

αi + μi
> 0, i = 1,2. (3.15)

Also one is able to verify that W i(t) → 0 as t → −∞ implies that

mie
αi T1 = 1

d(αi + μi)

T1∫
−∞

eαi s gi(s)ds. (3.16)

Upon a substitution of (3.16) into (3.14) we obtain

W i(t) = 1

d(αi + μi)

[ t∫
−∞

e−αi(t−s) gi(s)ds +
T1∫

t

eμi(t−s) gi(s)ds

]
+ kie

μi(t−T1). (3.17)

Thus from (3.8), (3.13) and (3.17) if follows that, for t � T1,

W1(t) � 1

d(α1 + μ1)

[ t∫
−∞

e−α1(t−s)rβ1U1(s)ds +
T1∫

t

eμ1(t−s)rβ1U1(s)ds

]
+ k1eμ1(t−T1),

W2(t) � 1

d(α2 + μ2)

[ t∫
−∞

e−α2(t−s)rβ2U2(s)ds +
T1∫

t

eμ2(t−s)rβ2U2(s)ds

]
+ k2eμ2(t−T1).

(3.18)
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By (3.8), (3.13) and inequality μ1 < μ2 we easily deduce that

t∫
−∞

e−αi(t−s)rβi U i(s)ds = rhiβi

αi + λi
eλi t + o

(
eλi t

)
as t → −∞,

T1∫
t

eμ1(t−s)rβ1U1(s)ds �
T1∫

t

eμ2(t−s)rβ2U2(s)ds, t � T1. (3.19)

From the inequalities λ1 < λ2, μ1 < μ2, (3.8), (3.15), (3.18), and (3.19) it therefore follows that there
is a T � T1 such that

W1(t) > W2(t), t ∈ (−∞, T ]. � (3.20)

Corollary 3.3. Let a2 > 1, c1 < c2 , and 1 � b1 � b2 . If (Ui(t), W i(t)), i = 1,2, are monotone increasing
functions satisfying

Ü i − ci U̇ i + Ui
[
1 − Ui − bi(1 − W i)

] = 0,

dẄ i − ci Ẇ i + r(1 − W i)(a2Ui − W i) = 0,(
Ui(−∞), W i(−∞)

) = (0,0),
(
Ui(∞), W i(∞)

) = (1,1). (3.21)

Then there are real numbers T1 and T2 such that

U1(t) > U2(t), W1(t) > W2(t) for all t ∈ (−∞, T1] ∪ [T2,∞). (3.22)

Proof. For i = 1,2, the first equation of (3.21) yields that

Ü i − ci U̇ i + (1 − bi)Ui = o
(∣∣U1(t)

∣∣) as t → −∞.

Hence Ui(t) > 0 and Ui(t) → 0 as t → −∞ imply that

Ui(t) = hie
λi t + o

(
eλi t

)
as t → −∞, (3.23)

where

λ1 =
c1 +

√
c2

1 + 4(b1 − 1)

2
<

c2 +
√

c2
2 + 4(b2 − 1)

2
= λ2

and hi is a positive constant for i = 1,2. It therefore follows from Lemma 3.2 that there is a num-
ber T1 such that

U1(t) > U2(t), W1(t) > W2(t), t ∈ (−∞, T1]. (3.24)

To show the above inequality for sufficiently large t , we let

X1(t) = 1 − W2(−t), Y1(t) = 1 − U2(−t),

X2(t) = 1 − W1(−t), Y2(t) = 1 − U1(−t). (3.25)
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Then Xi(t), Yi(t) are monotone increasing with

(
Xi(−∞), Yi(−∞)

) = (0,0),
(

Xi(∞), Yi(∞)
) = (1,1).

Moreover, one is able to verify that (Xi(t), Yi(t)) satisfies the equations

dẌi − ĉi Ẋi + r Xi
[
1 − Xi − a2(1 − Yi)

] = 0,

Ÿ i − ĉi Ẏ i + (1 − Yi)(βi Xi − Yi) = 0, (3.26)

where ĉ1 = −c2 < −c1 = ĉ2 and β1 = b2, β2 = b1. Arguing in the same way as above we conclude
that there is a number T2 such that

X1(t) > X2(t), Y1(t) > Y2(t), t ∈ (−∞,−T2].

By the definitions of Xi and Yi given in (3.25) and above inequalities we therefore deduce that

U1(t) > U2(t), W1(t) > W2(t), t ∈ [T2,∞). � (3.27)

Lemma 3.4. For fixed a1 > 0, a2 > 0, d > 0, r > 0, and c ∈ R, if there exist two pairs of positive functions
(Ui(t), W i(t)) satisfying the following conditions: for all t ∈ R,

Ü1(t) − cU̇1(t) + U1(t)
[
1 − U1(t) − a1

(
1 − W1(t)

)]
� 0,

dẄ1(t) − cẆ1(t) + r
(
1 − W1(t)

)(
a2U1(t) − W1(t)

)
� 0,

Ü2(t) − cU̇2(t) + U2(t)
[
1 − U2(t) − a1

(
1 − W2(t)

)]
� 0,

dẄ2(t) − cẆ2(t) + r
(
1 − W2(t)

)(
a2U2(t) − W2(t)

)
� 0,

U1(t) � U2(t), W1(t) � W2(t),(
Ui(−∞), W i(−∞)

) = (0,0),
(
Ui(∞), W i(∞)

) = (1,1), (3.28)

then the system

Ü − cU̇ + U
[
1 − U − a1(1 − W )

] = 0,

dẄ − cẆ + r(1 − W )(a2U − W ) = 0 (3.29)

has a positive solution (U (t), W (t)) with

(
Ui(−∞), W i(−∞)

) = (0,0),
(
Ui(∞), W i(∞)

) = (1,1).

Proof. Note that (3.29) is a monotone system and (U1, W1) and (U2, W2) are lower and upper solu-
tions of (3.29), respectively. The lemma therefore is a direct consequence of the monotone iteration
approach. �
Lemma 3.5. Let a2 > 1 be fixed. Suppose that the system

Ü + U
[
1 − U − (1 − W )

] = 0,

dẄ + r(1 − W )(a2U − W ) = 0 (3.30)
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has a monotone increasing solution (U0(t), W0(t)) connecting (0,0) and (1,1). Then for all a1 > 1,
c(a1,a2) < 0, where c(a1,a2) is the bistable wave speed of Eq. (1.1) defined in Theorem 2.1.

Proof. Suppose on contrary that there is an a1 > 1 such that c(a1,a2) � 0. Fix an a0
1 ∈ (1,a1). Then

∂c(a1,a2)
∂a1

< 0 (by Corollary 2.2) implies that c = c(a0
1,a2) > 0. Let (U c, Wc) be the corresponding mono-

tone traveling wave solution of Eq. (3.1) connecting (0,0) and (1,1). Then, since U̇c(t) � 0, Ẇc(t) � 0
for all t ∈ R, we have

Üc + Uc
[
1 − Uc − a0

1(1 − Wc)
]
� Üc − cU̇c + Uc

[
1 − Uc − a0

1(1 − Wc)
] = 0,

dẄc + r(1 − Wc)(a2Uc − Wc) � dẄc − cẆc + r(1 − Wc)(a2Uc − Wc) = 0. (3.31)

Hence (Uc, Wc) is a lower solution of the system

Ü + U
[
1 − U − a0

1(1 − W )
] = 0,

dẄ + r(1 − W )(a2U − W ) = 0. (3.32)

Moreover, by the assumption on (U0, W0) and the inequalities of a0
1 > 1 and 1 − W0(t) � 0 for all

t ∈ R we have

Ü0 + U0
[
1 − U0 − a0

1(1 − W0)
]
� Ü0 + U0

[
1 − U0 − (1 − W0)

] = 0,

dẄ0 + r(1 − W0)(a2U0 − W0) = 0. (3.33)

It follows that (U0, W0) is an upper solution of (3.32). By identifying c1 = 0, c2 = c = c(a0
1,a2) > 0,

b1 = 1 < a0
1 = b2, (U1, W1) = (U0, W0) and (U2, W2) = (Uc, Wc) in Lemma 3.2, it therefore follows

from Corollary 3.3 that there is a T > 0 such that

U0(t) > Uc(t), W0(t) > Wc(t), t ∈ (−∞,−T ] ∪ [T ,∞).

Since U0(t) and W0(t) are monotone increasing and (3.32) is autonomous, without loss of generality,
otherwise by a translation if necessary, we can suppose

U0(t) � Uc(t), W0(t) � Wc(t), t ∈ R. (3.34)

Thus from Lemma 3.4 it follows that the system

Ü + U
[
1 − U − a0

1(1 − W )
] = 0,

dẄ + r(1 − W )(a2U − W ) = 0 (3.35)

has a positive solution connecting (0,0) and (1,1). Hence Theorem 2.1 implies that c(a0
1,a2) = 0,

which contradicts the fact that c = c(a0
1,a2) > 0. �

Corollary 3.6. Let a2 > 1 be fixed. Then the system (3.30) has no monotone increasing solution connect-
ing (0,0) and (1,1).

Proof. Suppose in opposite that (3.30) does have a monotone increasing solution (U0(t), W0(t)) con-
necting (0,0) and (1,1). Then from Lemma 3.5 it follows that c(a1,a2) < 0 for all a1 > 1. In particular,
one has c(a2,a2) < 0. But this contradicts Lemma 3.1. �
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4. Non-linear determinacy of minimum wave speed

Now we are ready to show that the minimum wave speed for Eq. (1.1) cannot always be linearly
determined. To be specific, we have the following theorem.

Theorem 4.1. Let d = r and a2 > 1 be fixed in Eq. (1.1). Let c∗(a1) = c∗ be the minimum wave speed for a1 < 1.
Then there is an ε > 0 such that for all a1 ∈ [1 − ε,1),

c∗(a1) > 2
√

1 − a1.

Proof. Suppose the theorem is not true. Then there is a sequence {an
1} of real numbers with

lim
n→∞an

1 = 1 and lim
n→∞ c∗

n = lim
n→∞ 2

√
1 − an

1 = 0, (4.1)

where c∗
n = c∗(an

1). Note that c∗
n is the minimum wave speed. Hence for each n, if we let cn = c∗

n + 1
n ,

then there are monotone increasing functions Un(t), Wn(t) such that

(
Un(−∞), Wn(−∞)

) = (0,0),
(
Un(∞), Wn(∞)

) = (1,1) (4.2)

and

cnU̇n = Ün + Un
(
1 − Un − an

1[1 − Wn]
)
,

cn Ẇn = dẄn + d(1 − Wn)(a2Un − Wn). (4.3)

It is apparent that

cn → 0 as n → ∞. (4.4)

We shall show that {(Un(t), Wn(t))} has a convergent subsequence that converges to a func-
tion (U0(t), W0(t)) uniformly for t in any bounded subset of R. To this end we first show that
{(U̇n(t), Ẇn(t))} is uniformly bounded. Since (4.3) is an autonomous system, without loss of gen-
erality (otherwise by a translation if necessary) we can suppose that Un(0) = 1

2 for all n. We rewrite
the first equation of (4.3) as

Ün = U̇n − [
(1 − cn)U̇n(t) + hn(t)

]
, (4.5)

with hn(t) = Un(t)(1 − Un(t) − an
1[1 − Wn(t)]). Hence

U̇n(t) =
∞∫

t

et−s[(1 − cn)U̇n(s) + hn(s)
]

ds

= −(1 − cn)Un(t) +
∞∫

t

et−s[(1 − cn)Un(s)ds + hn(s)
]

ds. (4.6)

It is obvious that there is an M > 0 such that

∣∣(1 − cn)Un(s) + hn(s)
∣∣ � M for n = 1,2, . . . , s ∈ R. (4.7)
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(4.6) and (4.7) yield that ∣∣U̇n(t)
∣∣ � 1 + cn + M for n = 1,2, . . . , t ∈ R. (4.8)

(4.8) implies that {Un(t)} is equicontinuous. Apparently the equicontinuity of {Wn(t)} follows the
same argument. By Ascoli–Arzelá theorem, for each positive integer m, there is a subsequence of
{(Un(t), Wn(t))} that is convergent uniformly on the interval [−m,m]. One therefore concludes that
there exist a subsequence {(Unk (t), Wnk (t))} of {(Un(t), Wn(t))} and a function (U0(t), W0(t)) such
that {(Unk (t), Wnk (t))} converges to (U0(t), W0(t)) uniformly for t in any bounded interval of R.
Without loss of generality we suppose that

(
Un(t), Wn(t)

) → (
U0(t), W0(t)

)
as n → ∞ (4.9)

uniformly for t in any bounded subset of R. We rewrite the first equation of (4.3) as

Ün − cnU̇n − Un = −[
Un + Un

(
1 − Un − an

1[1 − Wn]
)]

. (4.10)

Then applying the variation-of-constant formula we obtain

Un(t) = 1

αn + μn

[ t∫
0

e−αn(t−s) fn(s)ds −
t∫

0

eμn(t−s) fn(s)ds

]
+ νne−αnt + ζneμnt, (4.11)

where

αn = −cn + √
(cn)2 + 4

2
, μn = cn + √

(cn)2 + 4

2
,

fn(t) = Un(t) + Un(t)
(
1 − Un(t) − an

1

[
1 − Wn(t)

])
, (4.12)

and the constants νn and ζn satisfy

νn + ζn = Un(0), −αnνn + μnζn = U̇n(0). (4.13)

Notice that both {Un(0)} and {U̇n(0)} are bounded sequences. So that the sequences {νn} and {ζn} are
bounded. Hence, without loss of generality, we suppose

νn → ν0 ∈ R, ζn → ζ0 ∈ R as n → ∞. (4.14)

By passing limit in (4.11) as n → ∞ and with the use of (4.9), (4.12) and (4.14) we therefore arrive at

U0(t) = 1

2

[ t∫
0

e−(t−s) f0(s)ds −
t∫

0

e(t−s) f0(s)ds

]
+ ν0e−t + ζ0et (4.15)

with

f0(s) = U0(s) + U0(s)
(
1 − U0(s) − [

1 − W0(s)
])

. (4.16)

(4.15) and (4.16) immediately yield that

Ü0 + U0
(
1 − U0 − [1 − W0]

) = 0, t ∈ R. (4.17)
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Similarly one is able to deduce that

dẄ0 + r(1 − W0)(a2U0 − W0) = 0, t ∈ R. (4.18)

Recall that for each n, (Un(t), Wn(t)) is monotone increasing. It follows that both U0 and W0
are monotone increasing functions and 0 � U0(t) � 1, 0 � W0(t) � 1. Hence (U0(−∞), W0(−∞))

and (U0(∞), W0(∞)) exist and are equilibria of the system (4.17)–(4.18). Moreover, the equality
Un(0) = 1

2 for all n implies that U0(0) = 1
2 . It follows that U0(−∞) � 1

2 � U0(∞). We then are
able to conclude that (U0(−∞), W0(−∞)) = (0,0) and (U0(∞), W0(∞)) = (1,1). That is, the sys-
tem (3.30) has a monotone increasing solution connecting (0,0) and (1,1), which is in contradiction
with Corollary 3.6. �
5. A short discussion

For the minimum wave speed of mono-stable traveling wave solutions of the system (1.1), most of
work done is to find a sufficient condition on the parameters that implies the linear determinacy, or
the equality (1.5). For example, Lewis, Li and Weinberger [5] showed that (1.5) holds provided that

d � 2 and
r + (d − 2)(1 − a1)

a2r
> a1. (5.1)

Recently, Huang [4] proved the equality (1.5) under a weaker condition

r + (d − 2)(1 − a1)

a2r
� max

{
a1,

d − 2

2|d − 1|
}
, (5.2)

which allows d � 2. Note that (5.1) and (5.2) are the same if d < 2. All parameters play role in the
condition (5.1) or (5.2). It is unknown what should be the minimum wave speed c∗ if the condi-
tion (5.2) fails. Further research should be carried out to find an algebraic, or analytic expression of
minimum wave speed c∗ that is clearly of great interest both in mathematics and in application.
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