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Abstract

Sufficient and necessary conditions for the embeddings between Besov spaces B
s1
p,q and modulation

spaces M
s2
p,q are obtained. Moreover, using the frequency-uniform decomposition method, we study the

Cauchy problem for the generalized BO, KdV and NLS equations, for which the global well-posedness of
solutions with the small rough data in certain modulation spaces Ms

2,1 is shown.
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1. Introduction

In this paper we study the Cauchy problem for the generalized Korteweg–de Vries (KdV),
Benjamin–Ono (BO) and nonlinear Schrödinger equations

∂tu + ∂3
xu + uκ∂xu = 0, u(0, x) = u0(x), (1.1)

∂tu +H
(
∂2
xu
)+ uκ∂xu = 0, u(0, x) = u0(x), (1.2)
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i∂tu + ∂2
xu + μ∂x

(|u|κu
)= 0, u(0, x) = u0(x), (1.3)

where H := iF−1 sign(ξ)F denotes the Hilbert transform; u(t, x) is a complex-valued function
of (t, x) ∈ R1+1, i = √−1, μ ∈ C, ∂t = ∂/∂t , ∂x = ∂/∂x and ∂m

x = ∂m/∂mx, m = 2,3, κ � 4 is
an integer, u0 is a complex-valued function of x ∈ R. We will study the global well-posedness of
(1.1)–(1.3) with small rough data in a class of modulation spaces Ms

2,1.
In order to state our main results precisely, we now recall the definition of modulation spaces.

Let Q0 = {ξ : −1/2 � ξi < 1/2, i = 1, . . . , n} be the unit cube and Qμ = μ + Q0, μ ∈ Rn. Let
{σk}k∈Zn be a function sequence satisfying⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

∣∣σk(ξ)
∣∣� c, ∀ξ ∈ Qk,

suppσk ⊂ {
ξ : |ξ − k| � √

n
}
,∑

k∈Zn

σk(ξ) ≡ 1, ∀ξ ∈ Rn,∣∣Dασk(ξ)
∣∣� Cm, ∀ξ ∈ Rn, |α| � m ∈ N.

(1.4)

Denote

Υ = {{σk}k∈Zn : {σk}k∈Zn satisfies (1.4)
}
. (1.5)

Let {σk}k∈Zn ∈ Υ be a function sequence and

�k := F−1σkF , k ∈ Zn, (1.6)

which are said to be the frequency-uniform decomposition operators. For any k ∈ Zn, we write
|k| = |k1|+ · · ·+ |kn|, 〈k〉 = 1+|k|. For any s ∈ R, 0 < p,q � ∞, we denote ‖ · ‖p := ‖ · ‖Lp(Rn)

and

Ms
p,q

(
Rn

)=
{
f ∈ S ′(Rn

)
: ‖f ‖Ms

p,q
=
( ∑

k∈Zn

〈k〉sq‖�kf ‖q
p

)1/q

< ∞
}
, (1.7)

Ms
p,q := Ms

p,q(Rn) is said to be a modulation space, which was first introduced by Feichtinger [9]
in the cases 1 � p,q � ∞. The norm ‖ · ‖Ms

p,q
adopted here is an equivalent norm on modulation

spaces; cf. [9,12,23,24,38,40]. For simplicity, we will write M0
p,q = Mp,q .

Besov spaces Bs
p,q := Bs

p,q(Rn) are defined as follows (cf. [1,35]). Let ψ : Rn → [0,1] be
a smooth radial bump function adapted to the ball B(0,2): ψ(ξ) = 1 as |ξ | � 1 and ψ(ξ) = 0
as |ξ | � 2. We write δ(·) := ψ(·) − ψ(2 ·) and δk := δ(2−k·) for k � 1; δ0 := 1 −∑

k�1 δk . We

say that 
k := F−1δkF , k ∈ Z+, are the dyadic decomposition operators. Besov spaces Bs
p,q

are defined in the following way:

Bs
p,q =

{
f ∈ S ′(Rn

)
: ‖f ‖Bs

p,q
=
( ∞∑

j=0

2sjq‖
jf ‖q
p

)1/q

< ∞
}

. (1.8)

First, we will give some sufficient and necessary conditions for the embeddings between Besov
and modulation spaces, which cover the corresponding results as in [11,28,34,40].
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Theorem 1.1. Let 0 < p,q � ∞, s1, s2 ∈ R. Then we have

(1) B
s1
p,q ⊂ M

s2
p,q if and only if s1 � s2 + τ(p, q), where

τ(p, q) = max

{
0, n

(
1

q
− 1

p

)
, n

(
1

q
+ 1

p
− 1

)}
;

(2) M
s1
p,q ⊂ B

s2
p,q if and only if s1 � s2 + σ(p,q), where

σ(p,q) = max

{
0, n

(
1

p
− 1

q

)
, n

(
1 − 1

p
− 1

q

)}
.

In this paper, we are particularly interested in the space Ms
2,1(R), for which the norm can be

rewritten as

‖f ‖Ms
2,1(R) ∼

∑
k∈Z

〈k〉s‖χ[k, k+1)Ff ‖2,

where χ[k, k+1) denotes the characteristic function on [k, k + 1). In view of Theorem 1.1 we see

that B
1/2
2,1 (R) ⊂ M2,1(R) ⊂ B0

2,1(R) are both sharp embeddings. So, one can regard M2,1(R) as

the lower regularity version of B
1/2
2,1 (R). Moreover, in [40] we have shown that M2,1 �⊂ Ḃε

2,∞ ∪
Ḃε∞,∞ (∀ε > 0),1 from which we see that M2,1(R) has no derivative regularity. We have the
following

Theorem 1.2. Let κ � 4, u0 ∈ M2,1(R). Then there exists T > 0 such that (1.1) has a unique
solution u ∈ C([−T ,T ];M2,1) ∩ XT

KdV, where

XT
KdV =

{
u:

∑
k∈Z

‖�ku‖
Lκ+1

x L
2(κ+1)
t∈(−T ,T )

< ∞
}
. (1.9)

Moreover, if there exists a small δ > 0 such that ‖u0‖M2,1 � δ, then (1.1) has a unique global
solution u ∈ C(R,M2,1) ∩ X∞

KdV.

Recall that Kenig, Ponce and Vega [20] showed the global well-posedness of Eq. (1.1) with
small data in the Sobolev spaces Ḣ sκ for κ � 4, sκ = 1/2 − 2/κ . Molinet and Ribaud [26]
generalized their work to the case u0 ∈ Ḃ

sκ
2,∞. Due to M2,1 �⊂ Ḃ

sκ
2,∞ if κ > 4, our Theorem 1.2

obtains new local and global well-posedness result for a class of rough Cauchy data. However,
our result cannot cover the cases κ = 2,3, the sharp global well-posedness in Hs for the cases
k = 2,3 has been shown in [6,33].

Theorem 1.3. Let κ � 4, u0 ∈ M
1/κ

2,1 (R). Assume that there exists a small δ > 0 such that

‖u0‖M
1/κ
2,1

� δ. Then (1.2) has a unique solution u ∈ C(R,M
1/κ

2,1 ) ∩ XBO, where

1 In [40], the result was stated as M2,1 �⊂ Bε
2,∞ ∪ Bε∞,∞, however, it was shown in fact that P�1M2,1 �⊂ Ḃε

2,∞ ∪
Ḃε∞,∞, P�1 = F−1χ(|ξ |�1)F .
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XBO = {
u ∈ S ′(R1+1): ‖u‖XBO � δ

}
, (1.10)

‖u‖XBO =
∑
k∈Z

(‖�ku‖Lκ
xL∞

t
+ 〈k〉1/κ‖�ku‖

L2+κ
x,t

)+
∑

|k|�1

〈k〉1/2+1/κ‖�ku‖L∞
x L2

t
. (1.11)

We remark that Molinet and Ribaud [26] obtained the global well-posedness of Eq. (1.2)
with small data u0 ∈ Ḃ

s(κ)
2,1 , s(κ) = 1/2 − 1/κ , κ � 4. In view of Theorem 1.1, one sees that

M
1/κ

2,1 �⊂ Ḃ
s(κ)
2,1 if κ > 4. So, our Theorem 1.3 obtains new global well-posedness result for a class

of rough initial data. When κ = 2,3, our method is invalid for Eq. (1.2) (see [22,27]).
The derivative nonlinear Schrödinger equation (1.3) has been studied by many authors in the

case κ = 2; cf. [13,14,29,32]. Applying the gauge transform technique, Hayashi [13] was able to
show the global well-posedness of Eq. (1.3) in the energy space H 1; cf. also [29]; and the global
well-posedness of Eq. (1.3) in Hs (s > 1/2) was obtained in [7]. For the higher power cases
κ � 4, Wang [39] introduced a generalized gauge transform ϕ := exp(i

∫ x

−∞ |u(t, y)|κ dy)u and
obtained some sufficient conditions for the well-posedness results of Eq. (1.3) in the energy
space H 1. Molinet and Ribaud’s techniques on the generalized BO equation can be developed
to Eq. (1.3) and the global well-posedness with small data u0 ∈ Ḃ

s(κ)
2,1 , s(κ) = 1/2 − 1/κ , κ � 4,

was essentially obtained in [26]. The following is a global well-posedness result with small rough
data in M

1/κ

2,1 :

Theorem 1.4. Let κ � 4 be an even integer, μ ∈ C, u0 ∈ M
1/κ

2,1 (R). Assume that there exists
a small δ > 0 such that ‖u0‖M

1/κ
2,1

� δ. Then (1.3) has a unique solution u satisfying the same

conclusions as in Theorem 1.3.

One can easily generalize the above results to the nonlinearity with an exponential growth,
say, we consider the following problem:

i∂tu + ∂2
xu + μ∂x

((
e|u|κ − 1

)
u
)= 0, u(0, x) = u0(x), (1.12)

∂tu + ∂3
xu + ∂x

((
euκ − 1

)
u
)= 0, u(0, x) = u0(x). (1.13)

Theorem 1.5. Let κ � 4 be an even integer, μ ∈ C, u0 ∈ M
1/κ

2,1 (R). Assume that there exists a
small δ > 0 such that ‖u0‖M

1/κ
2,1

� δ. Then the same results as in Theorem 1.4 hold for Eq. (1.12).

Theorem 1.6. Let κ � 4, u0 ∈ M2,1(R). Then the same results as in Theorem 1.2 hold for
Eq. (1.13).

Finally, we consider the following NLS equation:

i∂tu + ∂2
xu = F(u, ū, ∂xu, ∂xū), u(0, x) = u0(x), (1.14)

where

F(u, ū, ∂xu, ∂xū) =
∑

λκ1κ2ν1ν2u
κ1 ūκ2(∂xu)ν1(∂xū)ν2 (1.15)
m+1�κ1+κ2+ν1+ν2�m̃+1
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is a multi-polynomial of u, ū, ∂xu and ∂xū with m̃ � m � 4, λκ1κ2ν1ν2 ∈ C. Equation (1.14) has
been studied in [5,15,18,21]. Using the energy method, together with the gauge transformation
technique, Hayashi and Ozawa [15] showed the well-posedness in H 3, m � 3. On the basis of
pseudo-differential calculus, Chihara [5] constructed the gauge transformation in higher spatial
dimensions and obtained the local well-posedness of Eq. (1.14) in higher spatial dimensions.
Kenig, Ponce and Vega [18,21] developed the smooth effect estimates of Kato’s type for the
Schrödinger semigroups and established the local well-posedness for the smooth data, the solu-
tions are almost global if the smooth initial data are small enough. In this paper we consider the
small initial data in the space M

1+1/m

2,1 , which has the lower regularity. We have the following

Theorem 1.7. Let m̃ � m � 4, u0 ∈ M
1+1/m

2,1 (R). Assume that there exists a small δ > 0 such that

‖u0‖M
1+1/m
2,1

� δ. Then (1.14) has a unique solution u ∈ C(R,M
1+1/m

2,1 ) ∩ XdNLS, where

XdNLS = {
u ∈ S ′(R1+1): ‖u‖XdNLS � δ

}
, (1.16)

‖u‖XdNLS :=
∑
i=0,1

∑
k∈Z

(∥∥�k∂
i
xu
∥∥

Lm
x L∞

t
+ 〈k〉1/m

∥∥�k∂
i
xu
∥∥

(L∞
t L2

x)∩L2+m
x,t

)
+

∑
i=0,1

∑
|k|�2

〈k〉1/2+1/m
∥∥�k∂

i
xu
∥∥

L∞
x L2

t
. (1.17)

Theorem 1.7 can be developed to the case u0 ∈ Hs with s > 3/2 − 1/m̃, see [41]. If
F(u, ū, ux, ūx) = |u|κu + ∂x(|u|νu), combining Theorems 1.4 and 1.7, we have

Corollary 1.8. Let F(u, ū, ux, ūx) = λ1|u|κ1u + λ2|u|κ2u + ∂x(μ1|u|ν1u + μ2|u|ν2u) with
4 � m � κ1, κ2, ν1, ν2 � m̃, λ1, λ2,μ1,μ2 ∈ C, u0 ∈ M

1/m

2,1 (R). Assume that there exists a small

δ > 0 such that ‖u0‖M
1/m
2,1

� δ. Then (1.14) has a unique solution u ∈ C(R,M
1/m

2,1 )∩XNLS, where

XNLS = {
u ∈ S ′(R1+1): ‖u‖XNLS � δ

}
, (1.18)

‖u‖XNLS :=
∑
k∈Z

(‖�ku‖Lm
x L∞

t
+ 〈k〉1/m‖�ku‖

(L∞
t L2

x)∩L2+m
x,t

)
+

∑
|k|�2

〈k〉1/2+1/m‖�ku‖L∞
x L2

t
. (1.19)

This paper is organized as follows. In Section 2 we will state a complex interpolation theorem
on modulation spaces Ms

p,q , which is useful for us establishing the inclusions between Besov
spaces and modulation spaces and the details of the proof will be given in Appendix A of this pa-
per. In Section 3 we will prove Theorem 1.1. Some dispersive smooth effects for the Schrödinger
semigroup will be given in Section 4 and Theorems 1.3–1.5 will be proved in Section 5. Sec-
tion 6 is devoted to considering the smooth effects for the KdV semigroup and we show our
Theorem 1.2 in Section 7. Finally, Theorem 1.7 will be shown in Section 8.

The following are some notations which will be frequently used in this paper: R,N and Z

will stand for the sets of reals, positive integers and integers, respectively. R+ = [0,∞),
Z+ = N ∪ {0}. c < 1, C > 1 will denote positive universal constants, which can be different
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at different places. a � b stands for a � Cb for some constant C > 1, a ∼ b means that a � b

and b � a. We write a ∧ b = min(a, b), a ∨ b = max(a, b). We denote by p′ the dual number of
p ∈ [1,∞], i.e., 1/p + 1/p′ = 1. We will use Lebesgue spaces Lp := Lp(Rn), ‖ · ‖p := ‖ · ‖Lp ,
Sobolev spaces Hs = (I − 
)−s/2L2, homogeneous Sobolev spaces Ḣ s = (−
)−s/2L2. Some
properties of these function spaces can be found in [1,35]. We will use the function spaces
L

q
t∈IL

p
x and L

p
x L

q
t∈I for which the norms are defined by

‖f ‖L
q
t∈I L

p
x

=
( ∫

I

( ∫
Rn

∣∣f (t, x)
∣∣p dx

)q/p

dt

)1/q

,

‖f ‖L
p
x L

q
t∈I

=
( ∫

Rn

( ∫
I

∣∣f (t, x)
∣∣q dt

)p/q

dx

)1/p

,

and I will be omitted if I = R, i.e., we simply write L
q
t L

p
x := L

q

t∈R
L

p
x , L

p
x L

q
t := L

p
x L

q

t∈R
.

We denote L
p
x,t∈I := L

p
x L

p
t∈I and I will be omitted if I = R. We denote by S := S (Rn) and

S ′ := S ′(Rn) the Schwartz space and its dual space, respectively. B(x,R) stands for the ball in
Rn with center x and radius R. F or ̂denotes the Fourier transform; F−1 denotes the inverse
Fourier transform. We will frequently use the Bernstein multiplier estimate; cf. [1,16,35]: For
any r ∈ [1,∞],

∥∥F−1ϕFf
∥∥

r
� C‖ϕ‖Hs ‖f ‖r , s > n/2. (1.20)

Let f (t, x) ∈ S (R1+n) and F−1ϕ ∈ L1(Rn). In view of Minkowski’s and Young’s inequalities,
we easily see the following Bernstein’s estimate:

∥∥F−1ϕFf
∥∥

L
p
x L

q
t
�
∥∥F−1ϕ

∥∥
L1(Rn)

‖f ‖L
p
x L

q
t
, p, q � 1. (1.21)

2. Complex interpolation for Ms
p,q

In this section we consider the complex interpolation for the modulation spaces Ms
p,q

with s ∈ R, 0 < p,q � ∞. Recall that the complex interpolation for Ms
p,q in the cases

1 � p,q � ∞ has been studied by Feichtinger [9,10].
We now recall the complex interpolation space (A0,A1)θ ; cf. Calderón [2], Calderón and

Torchinsky [3,4] and Triebel [35]. Let A = {z: 0 < Re z < 1} be a strip in the complex plane. Its
closure {z: 0 � Re z � 1} is denoted by A. We say that f (z) is an S ′(Rn)-analytic function in A

if the following properties are satisfied:

(1) For every fixed z ∈ A, f (z) ∈ S ′(Rn).
(2) For any compact subset Ω ⊂ Rn and ϕ ∈ S (Rn) with suppϕ ⊂ Ω , (F−1ϕFf )(x, z) is a

uniformly continuous and bounded function in Rn × A.
(3) For any compact subset Ω ⊂ Rn and ϕ ∈ S (Rn) with suppϕ ⊂ Ω , (F−1ϕFf )(x, z) is an

analytic function in A for every fixed x ∈ Rn.

We will denote by A(S ′) the set of all S ′(Rn)-analytic functions in A.
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Definition 2.1. (Cf. Triebel [35].) Let 0 < pi, qi � ∞, si ∈ R with i = 0,1. We define

F
(
Ms0

p0,q0
,Ms1

p1,q1

)= {
f (z) ∈ A(S ′): f (� + it) ∈ Ms�

p�,q�
, � = 0,1

}
,∥∥f (z)

∥∥
F(M

s0
p0,q0 ,M

s1
p1,q1 )

= max
�=0,1

sup
t∈R

∥∥f (� + it)
∥∥

M
s�
p�,q�

;

and

(
Ms0

p0,q0
,Ms1

p1,q1

)
θ

= {
g: ∃f (z) ∈ F

(
Ms0

p0,q0
,Ms1

p1,q1

)
such that f (θ) = g

}
, (2.1)

‖g‖
(M

s0
p0,q0 ,M

s1
p1,q1 )θ

= inf
∥∥f (z)

∥∥
F
(
M

s0
p0,q0 ,M

s1
p1,q1

),
where the infimum is taken over all admissible functions f (z) in the sense of (2.1).

The next proposition is also essentially known; cf. Triebel [35]:

Proposition 2.2. We have

‖g‖
(M

s0
p0,q0 ,M

s1
p1,q1 )θ

= inf sup
t∈R

∥∥f (it)
∥∥1−θ

M
s0
p0,q0

∥∥f (1 + it)
∥∥θ

M
s1
p1,q1

,

where the infimum is taken over all f (z) with f (z) ∈ F(M
s0
p0,q0 ,M

s1
p1,q1) such that f (θ) = g.

The following is the interpolation theorem for the modulation spaces Ms
p,q in the cases

0 < p,q � ∞.

Theorem 2.3. Let 0 < p,q,pi, qi � ∞, s, si ∈ R with i = 0,1 and

s = (1 − θ)s0 + θs1,
1

p
= 1 − θ

p0
+ θ

p1
,

1

q
= 1 − θ

q0
+ θ

q1
. (2.2)

Then we have

(
Ms0

p0,q0
,Ms1

p1,q1

)
θ

= Ms
p,q .

Recall that the result of Theorem 2.3 is quite similar to Besov spaces, indeed, if (2.2) holds,
then we have

(
Bs0

p0,q0
,Bs1

p1,q1

)
θ

= Bs
p,q . (2.3)

Theorem 2.3 seems essentially known, cf. [36,37]. The proof proceeds in a similar way as that
of (2.3) and we leave it into Appendix A of this paper.
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3. Sharp embeddings between Bs
p,q and Ms

p,q

The first result on the inclusions between Bs
p,q and Ms

p,q in the cases 1 � p,q � ∞ is due
to Gröbner’s unpublished thesis [11], where he obtained a sufficient embedding condition, and
by our Theorem 1.1, his result is optimal at the vertices of the square {(1/p,1/q): 0 � 1/p,

1/q � 1} in the (1/p,1/q)-plane. Toft [34] used a different way showing the sharp sufficient
conditions for the inclusions between Bs

p,q and Ms
p,q in the cases 1 � p,q � ∞, and our suffi-

cient conditions in Theorem 1.1 in the case 1 � p,q � ∞ is identical with Toft’s result. Wang
and Hudzik [40] generalized their embeddings to the cases 0 < p,q � ∞. Theorem 1.1 covers
the corresponding results as in [11,28,34,40]. In this section we give the details of the proof of
Theorem 1.1 and our technique is the frequency-uniform decomposition method applied in [11,
40], which is different from those in [28,34].

In order to prove Theorem 1.1, we need the following multiplier estimate; cf. Peetre [30],
Triebel [35].

Proposition 3.1 (Bernstein’s multiplier estimate). Let Ω ⊂ Rn be a compact subset. Let
0 < p � 1. Then we have

∥∥F−1MFf
∥∥

p
� ‖M‖

B
n(1/p−1/2)
2,p

‖f ‖p

for all f ∈ L
p
Ω = {f ∈ Lp: supp f̂ ⊂ Ω}, M ∈ B

n(1/p−1/2)

2,p .

In view of Proposition 3.1, we have

Corollary 3.2. Let b > 0, 0 < p � 1. Then we have

∥∥F−1MFf
∥∥

p
� C

∥∥M(b ·)∥∥
B

n(1/p−1/2)
2,p

‖f ‖p

for all f ∈ L
p

B(0,b), M ∈ B
n(1/p−1/2)

2,p , where the constant C > 0 is independent of b > 0.

It is easy to see that if f ∈ L
p

B(0,b), then f (b−1·) ∈ L
p

B(0,1). Since

(
F−1MFf

)
(x) = [

F−1M(b ·) ̂f (b−1·)](bx),

one can use Proposition 3.1 to get the result of Corollary 3.2.

Lemma 3.3. Let 0 < p � ∞. Then we have2

B
n(1/(p∧1)−1)
p,∞ ⊂ Mp,∞. (3.1)

2 Here we have corrected a mistake in [40, Lemma 2.13], where B0
p,∞ ⊂ Mp,∞ in the case 0 < p < 1 is not true.
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Proof. If p � 1, (3.1) was shown in [11,34,40]. We now consider the case 0 < p < 1. By Corol-
lary 3.2, we have for |k| � 1, |k| ∈ [2j−1,2j ),

‖�kf ‖p =
∥∥∥∥∥F−1σk

4∑
�=−4

δj+�Ff

∥∥∥∥∥
p

�
∥∥σk

(
2j+5·)∥∥

B
n(1/p−1/2)
2,p

4∑
�=−4

‖
j+�f ‖p. (3.2)

Applying the scaling inequality (cf. [35])∥∥g(λ·)∥∥
Bs

p,q
� λs−n/p‖g‖Bs

p,q
, λ � 1,

we have3

∥∥σk

(
2j+5·)∥∥

B
n(1/p−1/2)
2,p

� 2jn(1/p−1)‖σk‖B
n(1/p−1/2)
2,p

� 2jn(1/p−1). (3.3)

Inserting (3.3) into (3.2), we immediately obtain that

‖�kf ‖p � 2jn(1/p−1)
4∑

�=−4

‖
j+�f ‖p. (3.4)

It follows from (3.4) that (3.1) holds. �
Proof of Theorem 1.1. First, we prove (1). Denote R2+ = {(1/p,1/q): 1/p,1/q � 0} and as
in Fig. 1

S1 = {
(1/p,1/q) ∈ R2+: 1/q � 1/p, 1/p � 1/2

};
S2 = {

(1/p,1/q) ∈ R2+: 1/q � 1/p, 1/p + 1/q � 1
};

S3 = R2+ \ (S1 ∪ S2).

Step 1 (Sufficiency). We divide our proof into the following three cases.

Case 1.1. (1/p,1/q) ∈ S3. It is easy to see that τ(p, q) = n(1/p + 1/q − 1). Taking (p0, q0)

and (p1, q1) such that

1

p0
= 1

p
+ 1

q
,

1

q0
= 0;

1

p1
= 1

2
,

1

q1
= 1

p
+ 1

q
− 1

2
,

one has that for θ = 1
q
( 1
p

+ 1
q

− 1
2 )−1,

3 Since {σk}k∈Zn , {τk}k∈Zn ∈ Υ generate equivalent norms on Ms
p,q (cf. [40]), we can always assume that σk =

σ0(· − k) in the definition of Ms
p,q .
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Fig. 1. The distribution of τ(p, q) in R2+: τ(p, q) = n( 1
q − 1

p ) in S1, τ(p, q) = 0 in S2, and τ(p, q) = n( 1
p + 1

q − 1)

in S3.

1

p
= 1 − θ

p0
+ θ

p1
,

1

q
= 1 − θ

q0
+ θ

q1
;

1

p
+ 1

q
− 1 = (1 − θ)

(
1

p0
− 1

)
+
(

1

q1
− 1

2

)
θ.

In view of Lemma 2.10 in [40] and Lemma 3.3, we have

B
n(1/q1−1/2)

2,q1
⊂ M2,q1 , B

n(1/p0−1)
p0,∞ ⊂ Mp0,∞.

A complex interpolation yields

B
n(1/p+1/q−1)
p,q ⊂ Mp,q,

which implies the result, as desired.

Case 1.2. (1/p,1/q) ∈ S1. For any (1/p,1/q) ∈ Ṡ1 (Ṡ1 denotes the set of all inner points
of S1), we can interpolate (1/p,1/q) between (1/∞,1/∞) and a point (1/p1,1/q1) in the line
{(1/p,1/q): p = 2, q < 2} and finally obtain that

B
n(1/q−1/p)
p,q ⊂ Mp,q. (3.5)

Noticing that τ(p, q) = n(1/q − 1/p) if (1/p,1/q) ∈ Ṡ1, we see that (3.5) implies the result. If
(1/p,1/q) = (0,1/q), the result was shown in [40].

Case 1.3. (1/p,1/q) ∈ S2. This case has been discussed in [34,40].
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Step 2 (Necessity). We need to show that for any 0 < η � 1,

B
τ(p,q)−η
p,q �⊂ Mp,q. (3.6)

Case 2.1. (1/p,1/q) ∈ S3. Let f = F−1δj , j � 1. It is easy to see that

‖f ‖q

B
τ(p,q)−η
p,q

=
1∑

�=−1

2q(τ(p,q)−η)(j+�)
∥∥F−1δj+�δj

∥∥q

p
� 2q(n/q−η)j . (3.7)

On the other hand, we may assume, without loss of generality that the dyadic decomposition
function

δj (ξ) = 1, if ξ ∈ Dj :=
{
ξ :

5

4
· 2j−1 � |ξ | � 3

4
· 2j+1

}
.

Noticing that the set

Λj = {
k ∈ Zn: B

(
k,

√
n
)⊂ Dj

}
contains at least O(2jn) many lattice points, we have

‖f ‖q
Mp,q

=
∑
k∈Zn

∥∥�kF
−1δj

∥∥q

p
�

∑
k∈Λj

∥∥F−1σkδj

∥∥q

p
� 2nj . (3.8)

Hence, it follows from (3.7) and (3.8) that

‖f ‖Mp,q � 2ηj‖f ‖
B

τ(p,q)−η
p,q

,

which implies (3.6), as desired.

Case 2.2. (1/p,1/q) ∈ S2. If q < ∞, this case has been discussed in [40, Proposition 2.8]. It
suffices to consider the case q = ∞. Taking k(j) = (2j ,0, . . . ,0) and f = F−1σk(j), we easily
see that

‖f ‖Mp,∞ � 1 � 2ηj‖f ‖
B

−η
p,∞ .

Case 2.3. (1/p,1/q) ∈ S1. We can assume, without loss of generality that the frequency-
uniform decomposition function σk(ξ) = 0 if ξ �∈ Q̃k := {ξ : |ξi − ki | � 5/8, 1 � i � n}, and the
dyadic decomposition function δj (ξ) = 1 if ξ ∈ Dj(= {ξ : 5

4 · 2j−1 � |ξ | � 3
4 · 2j+1}). Let

Aj = {
k ∈ Zn: Q̃k ⊂ Dj

}
, j � 1. (3.9)

It is easy to see that Aj has at least O(2nj ) elements. Let f ∈ S (Rn) be a radial function
satisfying supp f̂ ⊂ B(0,1/8) and
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g(x) =
∑
k∈Aj

eixk(τkf )(x), τkf = f (· − k). (3.10)

Noticing that supp τ̂kf ⊂ B(0,1/8), we see that supp τk(τ̂kf ) ∩ suppσ� = ∅ if k �= �. It follows
that

‖g‖Mp,q �
( ∑

k∈Aj

∥∥F−1σkFg
∥∥q

p

)1/q

=
( ∑

k∈Aj

∥∥F−1σkτk(τ̂kf )
∥∥q

p

)1/q

=
( ∑

k∈Aj

∥∥F−1σ0(τ̂kf )
∥∥q

p

)1/q

� 2jn/q . (3.11)

On the other hand, we have supp ĝ ⊂ {ξ : 2j−1 � |ξ | � 2j+1}. Hence,

‖g‖
B

n(1/q−1/p)
p,q

�
(

1∑
�=−1

2nj (1−q/p)
∥∥F−1δj+�Fg

∥∥q

p

)1/q

. (3.12)

In view of Bernstein’s multiplier estimate and Hölder’s inequality, we have∥∥F−1δj+�Fg
∥∥

p
� ‖g‖p � ‖g‖1−2/p∞ ‖g‖2/p

2 . (3.13)

By Plancherel’s identity,

‖g‖2 = ‖ĝ‖2 =
( ∫

Rn

∑
k∈Aj

∣∣τk

(
e−ikξ f̂ (ξ)

)∣∣2 dξ

)1/2

� 2nj/2. (3.14)

We can further assume that f (x) = f (|x|) is a monotone function of |x|. Since f ∈ S (Rn), we
see that ∣∣f (x − k)

∣∣� (
1 + |x − k|)−N

, N � 1. (3.15)

We denote

B0 = {
k ∈ Aj : |x − k| � 2

}
, Bi = {

k ∈ Aj : 2i < |x − k| � 2i+1}.
We easily see that Bi contains at most O(2ni) elements. It follows from (3.15) that∣∣g(x)

∣∣�∑
i�0

∑
k∈Bi

∣∣f (x − k)
∣∣� f (0) +

∑
i�1

2ni
∣∣f (2i

)∣∣�∑
i�0

2(n−N)i � 1. (3.16)

Collecting (3.13), (3.14) and (3.16), we have∥∥F−1δj+�Fg
∥∥ � 2nj/p. (3.17)
p
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Fig. 2. The distribution of σ(p,q) in R2+: σ(p,q) = 0 in R1, σ (p, q) = n( 1
p − 1

q ) in R2, and σ(p,q) = n(1 − 1
p − 1

q )

in R3.

Inserting (3.17) into (3.12), and then using (3.11), we immediately obtain that

‖g‖
B

n(1/q−1/p)
p,q

� 2nj/q � ‖g‖Mp,q , (3.18)

which implies (3.6). This finishes the proof of (1).
Next, we prove (2). The sufficiency has been shown by Toft [34] in the case 1 � p,q � ∞

and by Wang and Hudzik [40] in the case 0 < p,q � ∞. Put (see Fig. 2)

R1 = {
(1/p,1/q) ∈ R2+: 1/q � 1/p, 1/p + 1/q � 1

};
R2 = {

(1/p,1/q) ∈ R2+: 1/q � 1/p, 1/p � 1/2
};

R3 = R2+ \ (R1 ∪ R2).

We now prove the necessity. It suffices to show that

M
σ(p,q)−η
p,q �⊂ B0

p,q, ∀η > 0. (3.19)

We will consider the following three separate cases.

Case (i). (1/p,1/q) ∈ R1. This case has been discussed in our earlier work [40, Proposi-
tion 2.8].

Case (ii). (1/p,1/q) ∈ R3. Assume for a contrary that (3.19) does not hold, i.e., there is an
η > 0 such that M

n(1−1/p−1/q)−η
p,q ⊂ B0

p,q . If 1 � p,q < ∞, by the duality we have B0′ ′ ⊂

p ,q
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M
−n(1/p′+1/q ′−1)+η

p′,q ′ , which contradicts (3.6). If p = ∞ or q = ∞, we can use the same way as

in Case 2.1 to get the result. Indeed, putting f = F−1δj , we have

‖f ‖B0
p,q

�
∥∥F−1δj δj

∥∥
p

� 2nj (1−1/p). (3.20)

On the other hand,

‖f ‖
M

n/p′
p,∞

� sup
k

〈k〉n(1−1/p)
∥∥F−1σkδj

∥∥
p

� 2nj (1−1/p), (3.21)

‖f ‖
M

n/q′
∞,q

�
( ∑

|k|∈[2j−1,2j+1]
2nj (q−1)

∥∥F−1σkδj

∥∥q

∞

)1/q

� 2nj . (3.22)

In view of (3.20)–(3.22) we also have (3.19) in the case p = ∞ or q = ∞.

Case (iii). (1/p,1/q) ∈ R2. We use the idea as in Case 2.3. Let f ∈ S (Rn) satisfy f (0) = 1
and supp f̂ ⊂ Q0. Taking 0 < a � 1 which will be fixed in (3.28), we denote fa(x) = f (x/a).
One easily sees that supp f̂a ⊂ Q0,a := {ξ : |ξi | � 1/2a, 1 � i � n}. Recall that Dj = {ξ : 5

4 ·
2j−1 � |ξ | � 3

4 ·2j+1} contains at least O(an2jn) many pairwise disjoint cubes Qk(i),a := k(i)+
Q0,a , i = 1, . . . ,O(an2jn). Denote Aj = {k(i): i = 1, . . . ,O(an2jn)} and

g(x) =
∑
k∈Aj

eixk(τkfa)(x). (3.23)

Since for any N � 1, ∣∣f (x)
∣∣� CN

(
1 + |x|)−N

, (3.24)

we see that ∣∣fa(x)
∣∣� CNaN |x|−N . (3.25)

By the continuity of f (x) and f (0) = 1, one sees that there exists � > 0 such that4∣∣fa(x)
∣∣> 1/2, x ∈ B(0, �). (3.26)

It follows from (3.23) and (3.26) that for any x ∈ B(k(i), �),∣∣g(x)
∣∣� ∣∣fa

(
x − k(i)

)∣∣− ∑
k∈Aj \{k(i)}

∣∣fa(x − k)
∣∣

� 1

2
−

∑
k∈Aj \{k(i)}

∣∣fa(x − k)
∣∣. (3.27)

4 It is easy to see that � can be chosen as � = a�0, �0 > 0 depends only on f and is independent of a.
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We write Aj,� := {k ∈ Aj : 2� � |k − k(i)| < 2�+1}. One can further assume that f (x) is
a monotone function of |x|. Since Aj,� has at most O(an2�n) elements, we have for any
x ∈ B(k(i), �),∑

k∈Aj \{k(i)}

∣∣fa(x − k)
∣∣�∑

��1

∑
k∈Aj,�

∣∣fa(x − k)
∣∣� C

∑
��1

an2n�
∣∣fa

(
2� − �

)∣∣
�
∑
��1

CNan+N 2(n−N)� � 1/4, (3.28)

where we have chosen N � n+1 and CCNan+N � 1/4. Hence, it follows from (3.27) and (3.28)
that ∣∣g(x)

∣∣� 1/4, x ∈ B
(
k(i), �

)
. (3.29)

Thus, in view of (3.29), we have

∥∥g(x)
∥∥

p
�
∥∥∥∥∥

O(an2nj )∑
i=1

1

4
χB(k(i),�)

∥∥∥∥∥
p

� (a�)n/p2nj/p, (3.30)

where � and a are independent of j � 1. We can assume, without loss of generality that
δj (ξ) = 1 if ξ ∈ Dj . Due to supp ĝ ⊂ Dj , we have F−1δjFg = g. So, (3.30) implies that

‖g‖B0
p,q

�
∥∥F−1δjFg

∥∥
p

� (a�)n/p2nj/p. (3.31)

On the other hand,

‖g‖
M

n(1/p−1/q)
p,q

=
( ∑

|k|∈[2j−1,2j+1]
2nj (q/p−1)

∥∥F−1σkFg
∥∥q

p

)1/q

� 2nj/p sup
|k|∈[2j−1,2j+1]

∥∥F−1σkFg
∥∥

p
. (3.32)

Since suppσk overlaps at most finite many supp τ�(τ̂�fa), in view of Bernstein’s multiplier esti-
mate, one easily sees that ∥∥F−1σkFg

∥∥
p

� ‖f ‖p. (3.33)

So, we have from (3.32) and (3.33) that

‖g‖
M

n(1/p−1/q)
p,q

� 2nj/p. (3.34)

By (3.31) and (3.34) we immediately have (3.19). We have finished the proof of Theo-
rem 1.1. �

In view of Theorem 1.1 and the sharp embeddings between Besov spaces:
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Bs0
p0,q

⊂ Bs
p,q, s0 − n

p0
� s − n

p
, s0 � s, p0 � p, (3.35)

we get the following

Corollary 3.4. Let 0 < p0,p, q0, q � ∞, s0, s ∈ R and let τ(p, q), σ(p,q) be as in Theorem 1.1.

(1) Let p0 � p. Then B
s0
p0,q0 ⊂ Ms

p,q if and only if s0 − n/p0 � s − n/p + τ(p, q), s0 � s,
q0 � q .

(2) Let p � p0. Then Ms
p,q ⊂ B

s0
p0,q0 if and only if s − n/p � s0 − n/p0 + σ(p,q), s0 � s,

q0 � q .

4. Smooth effects of the Schrödinger semigroup

In the sequel, we will always assume that the spatial dimension n = 1. Since the Schrödinger
semigroup and the BO semigroup have the same basic estimates (see below, Lemmas 4.1
and 4.3), it follows that the Schrödinger semigroup and the BO semigroup enjoy the same smooth
effects and so, it suffices to consider the case of the Schrödinger semigroup. We will mainly use
the sharp version of Kato’s smoothing effects described by the following lemma which is due to
Kenig, Ponce and Vega; cf. [18,19].

Lemma 4.1. Let W(t) = F−1eitξ2
F . Then we have∥∥W(t)f

∥∥
L∞

x L2
t
� ‖f ‖Ḣ−1/2 , (4.1)∥∥W(t)f

∥∥
L4

xL∞
t

� ‖f ‖Ḣ 1/4 , (4.2)∥∥W(t)f
∥∥

L∞
t L2

x
� ‖f ‖2. (4.3)

We will use Lemma 4.1 deriving some smoothing effect estimates in local frequency spaces.
The smooth effect estimates for the dyadic localization to the frequency spaces were obtained by
Molinet and Ribaud [25,26]. Our idea is to substitute the dyadic decomposition by the uniform
partition to the frequency spaces, which enable us to deal with a class of initial data with lower
regularity indices (one can compare (4.2) with (4.5) below). We have

Lemma 4.2. Let W(t) = F−1eitξ2
F . Then we have for any p � 4 and k ∈ Z,∥∥�kW(t)f

∥∥
L∞

x L2
t
� ‖�kf ‖Ḣ−1/2 , (4.4)∥∥�kW(t)f

∥∥
L

p
x L∞

t
� ‖�kf ‖Ḣ 1/p , (4.5)∥∥�kW(t)f

∥∥
L∞

t L2
x
� ‖�kf ‖2, (4.6)

where the omitted constants in (4.4)–(4.6) are independent of k ∈ Z.

Proof. By Lemma 4.1, it suffices to show that (4.5) holds. In fact, in view of (4.2) and
Plancherel’s equality, we have
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∥∥�kW(t)f
∥∥

L4
xL∞

t
� ‖f ‖Ḣ 1/4 . (4.7)

By Hausdorff–Young’s, Hölder’s inequalities and Plancherel’s identity,∥∥�kW(t)f
∥∥

L∞
t L∞

x
�
∥∥eitξ2

σkFf
∥∥

L∞
t L1

x

� ‖σk‖2‖Ff ‖L2
x
� ‖f ‖2. (4.8)

We emphasize that the omitted constants in (4.7) and (4.8) are independent of k ∈ Z. A complex
interpolation between (4.7) and (4.8) yields∥∥�kW(t)f

∥∥
L

p
x L∞

t
� ‖f ‖Ḣ 1/p . (4.9)

We can assume that suppσ0 ⊂ (−1,1), it follows that σk

∑
|�|�1 σk+� = σk . In view of (4.9), we

have ∥∥�kW(t)f
∥∥

L
p
x L∞

t
�

∑
|�|�1

∥∥�k+�W(t)�kf
∥∥

L
p
x L∞

t
� ‖�kf ‖Ḣ 1/p , (4.10)

which implies the result, as desired. �
Next, we consider the estimates for the integral operator

∫ t

0 W(t − τ)f (τ) dτ . The following
result is also due to Kenig, Ponce and Vega [18]:

Lemma 4.3. Let W(t) = F−1eitξ2
F . Then we have∥∥∥∥∥

t∫
0

W(t − τ)∂xf (τ) dτ

∥∥∥∥∥
L∞

x L2
t

� ‖f ‖L1
xL2

t
, (4.11)

∥∥∥∥∥
t∫

0

W(t − τ)∂xf (τ) dτ

∥∥∥∥∥
L∞

t L2
x

�
∥∥D1/2

x f
∥∥

L1
xL2

t
. (4.12)

On the basis of Lemma 4.3, we have

Lemma 4.4. Let W(t) = F−1eitξ2
F , Ds

x = (−∂2
x )s/2. Then we have for any p � 4 and k ∈ Z,∥∥∥∥∥�k

t∫
0

W(t − τ)∂xf (τ) dτ

∥∥∥∥∥
L∞

x L2
t

� ‖�kf ‖L1
xL2

t
, (4.13)

∥∥∥∥∥�k

t∫
0

W(t − τ)∂xf (τ) dτ

∥∥∥∥∥
L∞

t L2
x

�
∥∥D1/2

x �kf
∥∥

L1
xL2

t
, (4.14)

∥∥∥∥∥�k

t∫
0

W(t − τ)∂xf (τ) dτ

∥∥∥∥∥
L

p
x L∞

t

�
∥∥D1/2+1/p

x �kf
∥∥

L1
xL2

t
, (4.15)

where the omitted constants in (4.13)–(4.15) are independent of k ∈ Z.
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Proof. We will use the dual estimate method. By Lemma 4.3, we see that (4.13) and (4.14)
uniformly hold for all k ∈ Z, i.e., the omitted constants are independent of k ∈ Z. So, it suffices
to show that (4.15) holds. First, we prove that∥∥∥∥�k

∫
R

W(t − τ)f (τ) dτ

∥∥∥∥
L∞

t L2
x

�
∥∥D1/p

x �kf
∥∥

L
p′
x L1

t

. (4.16)

Indeed, for any f,g ∈ Ṡ (R2)5, we have from Hölder’s inequality and Lemma 4.2 that,∣∣∣∣ ∫
R

(
�k

∫
R

W(t − τ)f (τ) dτ, g(t)

)
dt

∣∣∣∣
=
∣∣∣∣ ∫

R

(
�kf (τ ),

∫
R

W(τ − t)g(t) dt

)
dτ

∣∣∣∣
�
∥∥D1/p

x �kf
∥∥

L
p′
x L1

t

∑
|�|�1

∥∥∥∥D−1/p
x �k+�

∫
R

W(· − t)g(t) dt

∥∥∥∥
L

p
x L∞

τ

�
∥∥D1/p

x �kf
∥∥

L
p′
x L1

t

∑
|�|�1

‖�k+�g‖L1
t L

2
x

�
∥∥D1/p

x �kf
∥∥

L
p′
x L1

t

‖g‖L1
t L

2
x
, (4.17)

whence, (4.16) uniformly hold for all k ∈ Z. In view of (4.12) and (4.16), we have∣∣∣∣ ∫
R

(
�k

∫
R

W(t − τ)f (τ) dτ, g(t)

)
dt

∣∣∣∣
�
∥∥∥∥�kD

1/p
x

∫
R

W(−τ)f (τ) dτ

∥∥∥∥
2

∑
|�|�1

∥∥∥∥�k+�D
−1/p
x

∫
R

W(−t)g(t) dt

∥∥∥∥
2

�
∥∥D−1/2+1/p

x �kf
∥∥

L1
xL2

t

∑
|�|�1

‖�k+�g‖
L

p′
x L1

t

�
∥∥D−1/2+1/p

x �kf
∥∥

L1
xL2

t
‖g‖

L
p′
x L1

t

, (4.18)

which implies that∥∥∥∥�k

∫
R

W(t − τ)∂xf (τ) dτ

∥∥∥∥
L

p
x L∞

t

�
∥∥D1/2+1/p

x �kf
∥∥

L1
xL2

t
(4.19)

uniformly hold for all k ∈ Z. By Christ–Kiselev’s lemma (cf. [25]) and (4.19), we immediately
have (4.15). �

5 Ṡ (R2) = {f ∈ S (R2): DαFf (0) = 0, ∀α}.
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Lemma 4.5. Let W(t) = F−1eitξ2
F . Then we have for any r � 6, p � 4 and k ∈ Z,

∥∥�kW(t)f
∥∥

Lr
x,t

� ‖�kf ‖2, (4.20)∥∥∥∥∥�k

t∫
0

W(t − τ)f (τ) dτ

∥∥∥∥∥
Lr

x,t∩(L∞
t L2

x)

� ‖�kf ‖
Lr′

x,t
, (4.21)

∥∥∥∥∥�k

t∫
0

W(t − τ)f (τ) dτ

∥∥∥∥∥
L∞

x L2
t

�
∥∥D−1/2

x �kf
∥∥

Lr′
x,t

, (4.22)

∥∥∥∥∥�k

t∫
0

W(t − τ)f (τ) dτ

∥∥∥∥∥
L

p
x L∞

t

�
∥∥D1/p

x �kf
∥∥

Lr′
x,t

, (4.23)

∥∥∥∥∥�k

t∫
0

W(t − τ)∂xf (τ) dτ

∥∥∥∥∥
Lr

x,t

�
∥∥D1/2

x �kf
∥∥

L1
xL2

t
, (4.24)

where the omitted constants in (4.20)–(4.24) are independent of k ∈ Z.

Proof. By the Strichartz estimate, we have (cf. [17])

∥∥W(t)f
∥∥

L6
x,t

� ‖f ‖2, (4.25)

which can also be derived by an interpolation between the inequalities in (4.1) and (4.2). It
follows from (4.25) and (4.8) that

∥∥�kW(t)f
∥∥

L6
x,t

� ‖f ‖2, (4.26)∥∥�kW(t)f
∥∥

L∞
x,t

� ‖f ‖2. (4.27)

Interpolating between (4.26) and (4.27), then using the almost orthogonal properties of {�k}, we
have (4.20). By a standard dual estimate method, we have (4.21), see [40] for details.

Analogous to (4.18), we can use (4.12) and (4.21) to get that

∣∣∣∣ ∫
R

(
�k

∫
R

W(t − τ)f (τ) dτ, g(t)

)
dt

∣∣∣∣� ∥∥D−1/2
x �kf

∥∥
Lr′

x,t
‖g‖L1

xL2
t
, (4.28)

∣∣∣∣ ∫
R

(
�k

∫
R

W(t − τ)f (τ) dτ, g(t)

)
dt

∣∣∣∣� ∥∥D−1/2
x �kf

∥∥
L1

xL2
t
‖g‖

Lr′
x,t

, (4.29)

which implies (4.22) and (4.24), as desired.
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Analogous to (4.18), by (4.16) and (4.21) we have∣∣∣∣ ∫
R

(
�k

∫
R

W(t − τ)f (τ) dτ, g(t)

)
dt

∣∣∣∣� ∥∥D1/p
x �kf

∥∥
Lr′

x,t
‖g‖

L
p′
x L1

t

, (4.30)

which implies (4.23). �
5. Proofs of Theorems 1.3–1.5

In this section we prove our Theorem 1.3. Our main idea is to apply the smooth effect esti-
mates obtained in Section 4 and we consider the following resolution space:

X =
{
u ∈ S ′(R1+1): ‖u‖X =

∑
k∈Z

|||�ku||| +
∑

|k|�K

〈k〉1/2+1/κ‖�ku‖L∞
x L2

t
� ρ

}
,

where

|||�ku||| = ‖�ku‖Lκ
xL∞

t
+ 〈k〉1/κ‖�ku‖

L2+κ
x,t

, (5.1)

and K � 2 which will be fixed as in the following. The construction of the above resolution space
follows some ideas as in [31], [25,26] and [40]. However, Planchon [31], Molinet and Ribaud
[25,26] mainly used the dyadic decomposition to the frequency space; the frequency-uniform
decomposition was applied in [38,40], but the dispersive smooth effects were not involved in
[38,40]. We consider the mapping

T :u(t) → W(t)u0 − A
(
uκ∂xu

)
, (5.2)

where we denote

W(t) = F−1eit |ξ |ξF , A =
t∫

0

W(t − τ) · dτ. (5.3)

We now give a brief explanation to the resolution space X. Recall that (4.13) is the only known
estimate which can be applied for controlling the 1-order derivative in the nonlinearity, so L∞

x L2
t

is introduced in the working space X. However, taking k = 0 in (4.13), one has that

‖�0A f ‖L∞
x L2

t
�
∥∥D−1

x �0f
∥∥

L1
xL2

t
,

which is an extremely bad estimate for the low frequency case. So, (4.13) has no use to the low
frequency case. To overcome this difficulty, our idea is to use the space L2+κ

x,t and the Strichartz
estimates treating the low frequency part of the solutions, see Lemma 4.5. By (4.13), in order to
estimate ‖�k(u

κ+1)‖L1
xL2

t
, we need to introduce Lκ

xL∞
t in X. In view of (4.5), the initial data

u0 ∈ M
1/κ seems necessary.
2,1
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Proof of Theorem 1.3. For |k| � K � 2, in view of Lemmas 4.2, 4.5 and Bernstein’s multiplier
estimates,

〈k〉1/2+1/κ
∥∥�kW(t)u0

∥∥
L∞

x L2
t
� 〈k〉1/2+1/κ‖�ku0‖Ḣ−1/2

� 〈k〉1/κ‖�ku0‖2, (5.4)∥∥�kW(t)u0
∥∥

Lκ
xL∞

t
� ‖�ku0‖Ḣ 1/κ � 〈k〉1/κ‖�ku0‖2, (5.5)

〈k〉1/κ
∥∥�kW(t)u0

∥∥
L2+κ

x,t
� 〈k〉1/κ‖�ku0‖2. (5.6)

Notice that (5.5) and (5.6) hold for all k ∈ Z. It follows from (5.4)–(5.6) that∥∥�kW(t)u0
∥∥

X
� ‖u0‖M

1/κ
2,1

. (5.7)

Now we consider the estimates of ‖A (uκ∂xu)‖X . Using the frequency-uniform decomposition,
one has that∑

|k|�K

〈k〉1/2+1/κ
∥∥�kA

(
uκ∂xu

)∥∥
L∞

x L2
t

�
∑

|k|�K

∑
k1,...,kκ+1∈Z

〈k〉1/2+1/κ
∥∥∂xA �k(�k1u . . .�kκ+1u)

∥∥
L∞

x L2
t

=
∑

|k|�K

∑
|k1|∨···∨|kκ+1|�K

〈k〉1/2+1/κ
∥∥∂xA �k(�k1u . . .�kκ+1u)

∥∥
L∞

x L2
t

+
∑

|k|�K

∑
|k1|∨···∨|kκ+1|<K

〈k〉1/2+1/κ
∥∥∂xA �k(�k1u . . .�kκ+1u)

∥∥
L∞

x L2
t

:= I + II. (5.8)

Since suppσk ⊂ (k − 1, k + 1) and supp(σk1 û) ∗ · · · ∗ (σkκ+1 û) ⊂ B(k1 + · · · + kκ+1, κ + 1), we
have from Lemma 4.4 and Bernstein’s estimate (1.21) that

I =
∑

|k|�K

∑
|k1|∨···∨|kκ+1|�K

〈k〉1/2+1/κ
∥∥∂xA �k(�k1u . . .�kκ+1u)

∥∥
L∞

x L2
t
χ(|k−k1−···−kκ+1|�κ+2)

�
∑

|k|�K

∑
|k1|∨···∨|kκ+1|�K

〈k〉1/2+1/κ‖�k1u . . .�kκ+1u‖L1
xL2

t
χ(|k−k1−···−kκ+1|�κ+2). (5.9)

We may assume, without loss of generality that in (5.9), |k1| = |k1| ∨ · · · ∨ |kκ+1|. It follows
from (5.9), Young’s and Hölder’s inequalities that

I �
( ∑

|k1|�K

〈k1〉1/2+1/κ‖�k1u‖L∞
x L2

t

) κ+1∏
i=2

∑
ki∈Z

‖�ki
u‖Lκ

xL∞
t

� ‖u‖κ+1
X . (5.10)

We estimate II. By Lemma 4.5,
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II � CK

∑
|k|�K

∑
|k1|∨···∨|kκ+1|<K

∥∥�k(�k1u . . .�kκ+1u)
∥∥

L

2+κ
1+κ
x,t

χ(|k−k1−···−kκ+1|�κ+2)

� CK

∑
|k1|∨···∨|kκ+1|<K

‖�k1u‖
L2+κ

x,t
. . .‖�kκ+1u‖

L2+κ
x,t

� CK‖u‖κ+1
X . (5.11)

In view of (5.8), (5.10) and (5.11), we obtain that∑
|k|�K

〈k〉1/2+1/κ
∥∥�kA

(
uκ∂xu

)∥∥
L∞

x L2
t
� ‖u‖κ+1

X . (5.12)

We consider the estimate of
∑

k∈Z
|||�kA (uκ∂xu)|||. By (4.21) and (4.24) in Lemma 4.5 and

Bernstein’s estimate (1.21),∑
k∈Z

〈k〉1/κ
∥∥�kA

(
uκ∂xu

)∥∥
L2+κ

x,t
�

∑
|k|<(κ+2)K

〈k〉1/κ
∥∥∂x�k

(
uκ+1)∥∥

L

2+κ
1+κ
x,t

+
∑

|k|�(κ+2)K

〈k〉1/κ
∥∥D1/2

x �k

(
uκ+1)∥∥

L1
xL2

t

� CK

∑
|k|<(κ+2)K

∥∥�k

(
uκ+1)∥∥

L

2+κ
1+κ
x,t

+
∑

|k|�(κ+2)K

〈k〉1/κ
∥∥D1/2

x �k

(
uκ+1)∥∥

L1
xL2

t

:= III + IV. (5.13)

Analogous to the estimates of II, we see that

III � CK‖u‖κ+1
X . (5.14)

Now we consider the estimate of IV. It follows from Minkowski’s and Young’s inequalities that∥∥D1/2
x �ku

κ+1
∥∥

L1
xL2

t
�

∑
|�|�1

∥∥F−1(σk+�|ξ |1/2) ∗ �ku
κ+1

∥∥
L1

xL2
t

�
∑
|�|�1

∥∥F−1(σk+�|ξ |1/2)∥∥
L1

x

∥∥�ku
κ+1

∥∥
L1

xL2
t
. (5.15)

By Bernstein’s multiplier estimates,∥∥F−1(σk+�|ξ |1/2)∥∥
L1

x
� 〈k〉1/2. (5.16)

So,

IV �
∑

|k|�(κ+2)K

〈k〉1/2+1/κ
∥∥�k

(
uκ+1)∥∥

L1
xL2

t
. (5.17)

Similar to (5.9),
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IV �
∑

|k|�(κ+2)K

∑
k1,...,kκ+1∈Z

〈k〉1/2+1/κ‖�k1u . . .�kκ+1u‖L1
xL2

t
χ(|k−k1−···−kκ+1|�κ+2). (5.18)

It is easy to see that in the summation of (5.18), |k1| ∨ · · · ∨ |kκ+1| � K if K � κ + 1. Hence, we
can repeat the procedure as in the estimates of I to obtain that

IV � CK‖u‖κ+1
X . (5.19)

So, collecting (5.13), (5.14) and (5.19), we obtain that∑
k∈Z

〈k〉1/κ
∥∥�kA

(
uκ∂xu

)∥∥
L2+κ

x,t
� ‖u‖κ+1

X . (5.20)

By Lemmas 4.4 and 4.5,∑
k∈Z

∥∥�kA
(
uκ∂xu

)∥∥
Lκ

xL∞
t

�
∑

|k|<(κ+2)K

∥∥�k

(
uκ+1)∥∥

L

2+κ
1+κ
x,t

+
∑

|k|�(κ+2)K

∥∥D1/2+1/κ
x �ku

κ+1
∥∥

L1
xL2

t
, (5.21)

which reduces to the estimates of III and IV as in (5.13). Hence,∑
k∈Z

∣∣∣∣∣∣�kA
(
uκ∂xu

)∣∣∣∣∣∣� ‖u‖κ+1
X . (5.22)

Now, collecting (5.7) and (5.22), we have

‖T u‖X � ‖u0‖M
1/κ
2,1

+ ‖u‖κ+1
X . (5.23)

Similarly,

‖T u − T v‖X �
(‖u‖κ

X + ‖v‖κ
X

)‖u − v‖X. (5.24)

So, by the standard contraction mapping argument, we see that (1.2) has a solution u ∈ X. More-
over, this solution is unique in X. By (4.6) and (4.14), in an analogous way as above, we have
u ∈ C(R,M

1/κ

2,1 ). This finishes the proof of Theorem 1.3. �
Since all of the estimates obtained in Section 4 adapt to both the BO and the Schrödinger semi-

groups, we see that Theorem 1.4 can be shown in the same way as in the proof of Theorem 1.3
and the details will be omitted.

Proof of Theorem 1.5. We follow the proof of Theorem 1.3 and the proof will be outlined. Put

X =
{
u ∈ S ′(R1+1): ‖u‖X =

∑
k∈Z

|||�ku||| +
∑
|k|�2

〈k〉1/2+1/κ‖�ku‖L∞
x L2

t
� ρ

}
,

|||�ku||| = ‖�ku‖LκL∞ + 〈k〉1/κ‖�ku‖ 2+κ ∞ 2 . (5.25)

x t Lx,t ∩(Lt Lx)
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We consider the mapping

T :u(t) → S(t)u0 + iμA ∂x

((
e|u|κ − 1

)
u
)
, (5.26)

where

S(t) = F−1e−itξ2
F , A =

t∫
0

S(t − τ) · dτ. (5.27)

Following (5.7) and (4.14), ∥∥S(t)u0
∥∥

X
� ‖u0‖M

1/κ
2,1

. (5.28)

It follows from Taylor’s expansion of e|u|κ that∑
|k|�2

〈k〉1/2+1/κ
∥∥�kA ∂x

((
e|u|κ − 1

)
u
)∥∥

L∞
x L2

t

�
∑
j�1

1

j !
∑
|k|�2

〈k〉1/2+1/κ
∑

k1,...,kκj+1∈Z

∥∥�kA ∂x(�k1 ũ . . .�kκj+1 ũ)
∥∥

L∞
x L2

t

�
∑
j�1

1

j !
∑
|k|�2

〈k〉1/2+1/κ
∑

|k1|∨···∨|kκj+1|�2

∥∥�k(�k1 ũ . . .�kκj+1 ũ)
∥∥

L1
xL2

t

+
∑
j�1

1

j !
∑
|k|�2

〈k〉1/2+1/κ
∑

|k1|∨···∨|kκj+1|<2

∥∥�k(�k1 ũ . . .�kκj+1 ũ)
∥∥

L

2+κ
1+κ
x,t

:= I + II, (5.29)

where ũ denotes u or ū. Using the same way as in the proof of Theorem 1.3, one has that for
|k1| = |k1| ∨ · · · ∨ |kκj+1|,∑

|k1|∨···∨|kκj+1|�2

∥∥�k(�k1 ũ . . .�kκj+1 ũ)
∥∥

L1
xL2

t

�
∑

|k1|∨···∨|kκj+1|�2

‖�k1 ũ . . .�kκj+1 ũ‖L1
xL2

t
χ(|k−k1−···−kκj+1|�κj+2)

�
∑

|k1|∨···∨|kκj+1|�2

‖�k1 ũ‖L∞
x L2

t

κ+1∏
i=2

‖�ki
ũ‖Lκ

xL∞
t

×
κj+1∏

i=κ+2

‖�ki
ũ‖L∞

x,t
χ(|k−k1−···−kκj+1|�κj+2). (5.30)

Hence, we have from (5.30) and ‖�kf ‖∞ � ‖�kf ‖2 that
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∑
k∈Z

〈k〉1/2+1/κ
∑

|k1|∨···∨|kκj+1|�2

∥∥�k(�k1 ũ . . .�kκj+1 ũ)
∥∥

L1
xL2

t

� (κj)C
∑

|k1|�2,k2,...,kκj+1∈Z

〈k1〉1/2+1/κ‖�k1 ũ‖L∞
x L2

t

×
κ+1∏
i=2

‖�ki
ũ‖Lκ

xL∞
t

κj+1∏
i=κ+2

‖�ki
ũ‖L∞

x,t

� (κj)C
(‖u‖X

)κj+1
. (5.31)

By (5.29) and (5.31), we have for any u ∈ X,

I �
∑
j∈N

1

j ! (κj)Cδκj+1. (5.32)

Using (5.32) and following the same way as in the proof of Theorem 1.3, we can get that II has
the same upper bound as I. Hence,

∑
|k|�2

〈k〉1/2+1/κ
∥∥�kA ∂x

((
e|u|κ − 1

)
u
)∥∥

L∞
x L2

t
�
∑
j∈N

1

j ! (κj)Cδκj+1. (5.33)

Similarly, ∑
k∈Z

∥∥�kA ∂x

((
e|u|κ − 1

)
u
)∥∥

Lκ
xL∞

t

�
∑
j�1

1

j !
∑
k∈Z

∑
k1,...,kκj+1∈Z

∥∥�kA ∂x(�k1 ũ . . .�kκj+1 ũ)
∥∥

Lκ
xL∞

t

�
∑
j�1

1

j !
∑
k∈Z

〈k〉1/2+1/κ
∑

|k1|∨···∨|kκj+1|�2

∥∥�k(�k1 ũ . . .�kκj+1 ũ)
∥∥

L1
xL2

t

+
∑
j�1

1

j !
∑
k∈Z

〈k〉1/2+1/κ
∑

|k1|∨···∨|kκj+1|<2

∥∥�k(�k1 ũ . . .�kκj+1 ũ)
∥∥

L

2+κ
1+κ
x,t

:= III + IV. (5.34)

One can use the same way as in I and II to get the estimate of III and IV. Hence,

∑
k∈Z

∥∥�kA ∂x

((
e|u|κ − 1

)
u
)∥∥

Lκ
xL∞

t
�
∑
j∈N

1

j ! (κj)Cδκj+1. (5.35)

Similarly,

∑
〈k〉1/κ

∥∥�kA ∂x

((
e|u|κ − 1

)
u
)∥∥

(L∞
t L2

x)∩L2+κ
x,t

�
∑ 1

j ! (κj)Cδκj+1. (5.36)

k∈Z j∈N
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Finally,

‖T u‖X � ‖u0‖M
1/κ
2,1

+
∑
j∈N

1

j ! (κj)Cδκj+1, (5.37)

which implies the result, as desired. �
6. Smooth effects of KdV semigroup

In this section, we will consider the smooth effect estimates for the solutions of the linear
KdV equation. The following lemma is also due to Kenig, Ponce and Vega; cf. [20].

Lemma 6.1. Let W(t) = F−1e−itξ3
F . Then we have

∥∥W(t)f
∥∥

L∞
x L2

t
� ‖f ‖Ḣ−1, (6.1)∥∥W(t)f

∥∥
L4

xL∞
t

� ‖f ‖Ḣ 1/4, (6.2)∥∥W(t)f
∥∥

L∞
t L2

x
= ‖f ‖2. (6.3)

By Lemma 6.1, we have

Lemma 6.2. Let W(t) = F−1e−itξ3
F . Then we have for any p � 4 and k ∈ Z,

∥∥�kW(t)f
∥∥

L∞
x L2

t
� ‖�kf ‖Ḣ−1, (6.4)∥∥�kW(t)f

∥∥
L

p
x L∞

t
� ‖�kf ‖Ḣ 1/p , (6.5)∥∥�kW(t)f

∥∥
L∞

t L2
x
� ‖�kf ‖2, (6.6)

where the omitted constants in (6.4)–(6.6) are independent of k ∈ Z.

Proof. Using the same way as in the proof of Lemma 4.2, we can get the result, as desired. �
Corollary 6.3. We have for any p � 4 and k ∈ Z,

∥∥�kW(t)f
∥∥

L
p+1
x L

2(p+1)
t

� ‖�kf ‖2, (6.7)

where the omitted constant in (6.7) is independent of k ∈ Z.

Proof. By (6.4) and (6.5),

∥∥�kW(t)f
∥∥

L∞
x L2

t
� ‖f ‖Ḣ−1, (6.8)∥∥�kW(t)f

∥∥ p ∞ � ‖f ‖Ḣ 1/p . (6.9)

Lx Lt
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One can interpolate L2 between Ḣ 1/p and Ḣ−1, and interpolate L
p+1
x L

2(p+1)
t between L

p
x L∞

t

and L∞
x L2

t to obtain the result. �
The next lemma is the smooth effect estimates for the nonhomogeneous part of the solution

to the linear KdV equation; cf. Kenig, Ponce and Vega [20] (cf. also [8]):

Lemma 6.4. Let W(t) = F−1e−itξ3
F . Then we have

∥∥∥∥∥
t∫

0

W(t − τ)∂2
xf (τ ) dτ

∥∥∥∥∥
L∞

x L2
t

� ‖f ‖L1
xL2

t
, (6.10)

∥∥∥∥∥
t∫

0

W(t − τ)∂xf (τ) dτ

∥∥∥∥∥
L∞

t L2
x

� ‖f ‖L1
xL2

t
. (6.11)

On the basis of Lemma 6.4, we have

Lemma 6.5. Let W(t) = F−1e−itξ3
F . Then we have for any p � 4 and k ∈ Z,

∥∥∥∥∥�k

t∫
0

W(t − τ)∂2
xf (τ ) dτ

∥∥∥∥∥
L∞

x L2
t

� ‖�kf ‖L1
xL2

t
, (6.12)

∥∥∥∥∥�k

t∫
0

W(t − τ)∂xf (τ) dτ

∥∥∥∥∥
L∞

t L2
x

� ‖�kf ‖L1
xL2

t
, (6.13)

∥∥∥∥∥�k

t∫
0

W(t − τ)∂xf (τ) dτ

∥∥∥∥∥
L

p+1
x L

2(p+1)
t

� ‖�kf ‖L1
xL2

t
, (6.14)

where the omitted constants in (6.12)–(6.14) are independent of k ∈ Z.

Proof. By Lemma 6.4, it suffices to show that (6.14) holds. First, we prove that∥∥∥∥∥�k

∫
R

W(t − τ)f (τ) dτ

∥∥∥∥∥
L∞

t L2
x

� ‖�kf ‖
L

(p+1)/p
x L

2(1+p)/(2p+1)
t

. (6.15)

Indeed, for any f,g ∈ Ṡ (R2), we have from Hölder’s inequality and Corollary 6.3 that,∣∣∣∣ ∫
R

(
�k

∫
R

W(t − τ)f (τ) dτ, g(t)

)
dt

∣∣∣∣
� ‖�kf ‖

L
(p+1)/p
x L

2(p+1)/(2p+1)
t

∑
|�|�1

∥∥∥∥�k+�

∫
W(· − t)g(t) dt

∥∥∥∥
L

p+1
x L

2(p+1)
τ

R



240 B. Wang, C. Huang / J. Differential Equations 239 (2007) 213–250
� ‖�kf ‖
L

(p+1)/p
x L

2(p+1)/(2p+1)
t

‖g‖L1
t L

2
x
, (6.16)

which implies (6.15). In view of (6.11) and (6.15), we have∣∣∣∣ ∫
R

(
�k

∫
R

W(t − τ)f (τ) dτ, g(t)

)
dt

∣∣∣∣
�
∥∥∥∥�k

∫
R

W(−τ)f (τ) dτ

∥∥∥∥
2

∑
|�|�1

∥∥∥∥�k+�

∫
R

W(−t)g(t) dt

∥∥∥∥
2

�
∥∥D−1

x �kf
∥∥

L1
xL2

t
‖g‖

L
(p+1)/p
x L

2(p+1)/(2p+1)
t

, (6.17)

which implies ∥∥∥∥�k

∫
R

W(t − τ)∂xf (τ) dτ

∥∥∥∥
L

p+1
x L

2(p+1)
t

� ‖�kf ‖L1
xL2

t
. (6.18)

Using the same way as in Lemma 4.4, we immediately have (6.14). �
7. Proof of Theorem 1.2

In this section we prove our Theorem 1.2. The main idea is similar to that of the generalized
BO equation and we consider the following resolution space:

X =
{
u ∈ S ′(R1+1): ‖u‖X =

∑
k∈Z

‖�ku‖
Lκ+1

x L
2(κ+1)
t

� ρ

}
. (7.1)

We consider the mapping

T :u(t) → W(t)u0 − B
(
uκ∂xu

)
, (7.2)

where we denote,

W(t) = e−t∂3
x , B =

t∫
0

W(t − τ) · dτ. (7.3)

Proof of Theorem 1.2. Step 1. We show the global well-posedness for the small data in M2,1.

In view of Corollary 6.3, ∥∥�kW(t)u0
∥∥

Lκ+1
x L

2(κ+1)
t

� ‖�ku0‖2. (7.4)

By Lemma 6.5, ∥∥�kB
(
uκ∂xu

)∥∥
κ+1 2(κ+1) �

∥∥�ku
κ+1

∥∥
1 2 . (7.5)
Lx Lt LxLt
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Combining (7.4) with (7.5), we get

‖T u‖X � ‖u0‖M2,1 +
∑
k∈Z

∥∥�ku
κ+1

∥∥
L1

xL2
t
. (7.6)

Using the frequency-uniform decomposition, one has that∥∥�ku
κ+1

∥∥
L1

xL2
t
�

∑
k1,...,kκ+1∈Z

∥∥�k(�k1u . . .�kκ+1u)
∥∥

L1
xL2

t
. (7.7)

Analogous to the proof of Theorem 1.3, we see that∥∥�ku
κ+1

∥∥
L1

xL2
t
�

∑
k1,...,kκ+1∈Z

‖�k1u . . .�kκ+1u‖L1
xL2

t
χ(|k−k1−···−kκ+1|�κ+2)

�
∑

k1,...,kκ+1∈Z

κ+1∏
i=1

‖�ki
u‖

Lκ+1
x L

2(κ+1)
t

χ(|k−k1−···−kκ+1|�κ+2). (7.8)

In view of (7.6) and (7.8), we have for any u ∈ X,

‖T u‖X � ‖u0‖M2,1 + ‖u‖κ+1
X . (7.9)

Similarly, for any u,v ∈ X,

‖T u − T v‖X �
(‖u‖κ

X + ‖v‖κ
X

)‖u − v‖X. (7.10)

So, by the standard contraction mapping argument, we see that (1.1) has a solution u ∈ X. More-
over, this solution is unique in X. By (6.6) and (6.13), we have u ∈ C(R,M2,1).

Step 2. We show the local well-posedness for any Cauchy data in M2,1. Put

XT =
{
u ∈ S ′(R1+1): ‖u‖XT =

∑
k∈Z

‖�ku‖
Lκ+1

x L
2(κ+1)
t∈[−T ,T ]

� ρ

}
. (7.11)

Since u0 ∈ M2,1, there exists K ∈ N verifying

C
∑

|k|>K

‖�ku0‖2 � ρ/4. (7.12)

It follows from (7.4) that∑
|k|>K

∥∥�kW(t)u0
∥∥

Lκ+1
x L

2(κ+1)
t∈R

� C
∑

|k|>K

‖�ku0‖2 � ρ/4. (7.13)

For |k| � K , in view of limT →0 ‖�kW(t)u0‖Lκ+1
x L

2(κ+1)
t∈[−T ,T ]

= 0, we see that there exists T � 1

such that
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∑
|k|�K

∥∥�kW(t)u0
∥∥

Lκ+1
x L

2(κ+1)
t∈[−T ,T ]

� ρ/4, (7.14)

whence, we have ∑
k∈Z

∥∥�kW(t)u0
∥∥

Lκ+1
x L

2(κ+1)
t∈[−T ,T ]

� ρ/2. (7.15)

Then, we can repeat the procedure above as in Step 1 to get the local well-posedness of Eq. (1.1).
This finishes the proof of Theorem 1.2. �
8. Proof of Theorem 1.7

We may assume, without loss of generality that

F(u, ū, ∂xu, ∂xū) := F(u, ∂xu) =
∑

m+1�κ+ν�m̃+1

uκ(∂xu)ν (8.1)

and the general cases can be handled in the same way. We consider the mapping

T :u(t) → S(t)u0 − iA F(u, ∂xu), (8.2)

where S(t) and A are as in (5.27). For convenience, we write for i = 0,1,

Ni(u) :=
∑
k∈Z

〈k〉1/m
∥∥�k∂

i
xu
∥∥

(L∞
t L2

x)∩L2+m
x,t

, (8.3)

Mi(u) :=
∑
k∈Z

∥∥�k∂
i
xu
∥∥

Lm
x L∞

t
, (8.4)

Ti(u) :=
∑
|k|�2

〈k〉1/2+1/m
∥∥�k∂

i
xu
∥∥

L∞
x L2

t
. (8.5)

Proof of Theorem 1.7. Let XdNLS be as in (1.16). It follows from Lemmas 4.1 and 4.5 that

Ni

(
S(t)u0

)+ Mi

(
S(t)u0

)+ Ti

(
S(t)u0

)
� ‖u0‖M

i+1/m
2,1

.

Hence, ∥∥S(t)u0
∥∥

XdNLS
� ‖u0‖M

1+1/m
2,1

. (8.6)

By (8.2) and (8.6),

‖T u‖XdNLS � ‖u0‖M
1+1/m
2,1

+ ∥∥A F(u,ux)
∥∥

XdNLS
. (8.7)

So, we need to estimate ‖A F(u,ux)‖XdNLS and we divide our discussions into the following
four steps.
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Step 1. We consider the estimates of N0(A F(u,ux)). By the Strichartz estimate (4.21),

N0
(
A F(u,ux)

)
�

∑
m+1�κ+ν�m̃+1

∑
k∈Z

〈k〉1/m
∥∥�kA

(
uκuν

x

)∥∥
(L∞

t L2
x)∩L2+m

x,t

�
∑

m+1�κ+ν�m̃+1

∑
k∈Z

〈k〉1/m
∥∥�k

(
uκuν

x

)∥∥
L

2+m
1+m
x,t

. (8.8)

For simplicity, we will use the following notations as in [40]:

‖u‖
�

1,s

� (X)
=
∑
k∈Z

〈k〉s‖�ku‖X, ‖u‖�1
�(X) =

∑
k∈Z

‖�ku‖X. (8.9)

Considering the nonlinear estimates, we have

Lemma 8.1. Let s � 0, 1 � p,pi, γ, γi � ∞ satisfy

1

p
= 1

p1
+ · · · + 1

pN

,
1

γ
= 1

γ1
+ · · · + 1

γN

. (8.10)

Then

‖u1 . . . uN‖
�

1,s

� (L
γ
t L

p
x )

� ‖u1‖�
1,s

� (L
γ1
t L

p1
x )

N∏
i=2

‖ui‖�1
�(L

γi
t L

pi
x )

+ ‖u2‖�
1,s

� (L
γ2
t L

p2
x )

∏
i �=2, i=1,...,N

‖ui‖�1
�(L

γi
t L

pi
x )

+ · · ·

+
N−1∏
i=1

‖ui‖�1
�(L

γi
t L

pi
x )

‖uN‖
�

1,s

� (L
γN
t L

pN
x )

, (8.11)

and in particular, if u1 = · · · = uN = u, then

∥∥uN
∥∥

�
1,s

� (L
γ
t L

p
x )

� ‖u‖
�

1,s

� (L
γ1
t L

p1
x )

N∏
i=2

‖u‖
�1
�(L

γi
t L

pi
x )

. (8.12)

Substituting the spaces L
γ
t L

p
x and L

γi
t L

pi
x by L

p
x L

γ
t and L

pi
x L

γi
t , respectively, (8.11) and (8.12)

also holds.

Proof. See [40, Lemma 7.1]. �
We now use Lemma 8.1 to estimate the nonlinearity in (8.8) and we divide our discussion into

the following three cases.

Case 1. ν = 0. Taking s = 1/m, N = κ in Lemma 8.1, from (8.12) we easily see that∥∥uκ
∥∥

�
1,1/m

(L

2+m
1+m )

� ‖u‖
�

1,1/m

� (L2+m
x,t )

‖u‖m

�1
�(L2+m

x,t )
‖u‖κ−m−1

�1
�(L∞

x,t )
. (8.13)
� x,t
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Noticing the fact that

‖u‖�1
�(L∞

x,t )
� ‖u‖�1

�(L∞
t L2

x), (8.14)

and from the definition of N0(u), we immediately have∑
k∈Z

〈k〉1/m
∥∥�k

(
uκ
)∥∥

L

2+m
1+m
x,t

� ‖u‖
�

1,1/m

� (L2+m
x,t )

‖u‖κ−1
�1
�(L2+m

x,t )∩�1
�(L∞

t L2
x)

� ‖u‖κ

�
1,1/m

� (L2+m
x,t )∩�

1,1/m

� (L∞
t L2

x)
� N0(u)κ . (8.15)

Case 2. κ = 0. Substituting κ by ν, and u by ux in Case 1, we have∑
k∈Z

〈k〉1/m
∥∥�k

(
uν

x

)∥∥
L

2+m
1+m
x,t

� ‖∂xu‖
�

1,1/m

� (L2+m
x,t )

‖∂xu‖ν−1
�1
�(L2+m

x,t )∩�1
�(L∞

t L2
x)

� N1(u)ν. (8.16)

Case 3. κ, ν � 1. It suffices to consider the case κ < m + 1, the case κ � m + 1 is easier
than this case. Taking s = 1/m, N = κ + ν, u1 = · · · = uκ = u and uκ+1 = · · · = uκ+ν = ux in
Lemma 8.1, and noticing (8.14), it follows that∑

k∈Z

〈k〉1/m
∥∥�k

(
uκuν

x

)∥∥
L

2+m
1+m
x,t

� ‖u‖
�

1,1/m

� (L2+m
x,t )

‖u‖κ−1
�1
�(L2+m

x,t )
‖ux‖m+1−κ

�1
�(L2+m

x,t )
‖ux‖κ+ν−m−1

�1
�(L∞

x,t )

� ‖u‖κ

�
1,1/m

� (L2+m
x,t )

‖ux‖ν

�1
�(L2+m

x,t )∩�1
�(L∞

t L2
x)

� N0(u)κN1(u)ν. (8.17)

Collecting (8.8), (8.15)–(8.17), we have

N0
(
A F(u,ux)

)
�

∑
m+1�κ+ν�m̃+1

N0(u)κN1(u)ν. (8.18)

Step 2. We consider the estimates of N1(A F(u,ux)). Similar to (8.8), we have

N1
(
A F(u,ux)

)
�

∑
m+1�κ+ν�m̃+1

∥∥A ∂x

(
uκuν

x

)∥∥
�

1,1/m

� ((L∞
t L2

x)∩L2+m
x,t )

. (8.19)

By Lemmas 4.4 and 4.5,∥∥A ∂x

(
uκuν

x

)∥∥
�

1,1/m

� ((L∞
t L2

x)∩L2+m
x,t )

�
∑
k∈Z

〈k〉1/2+1/m
∑

|k1|∨···∨|kκ+ν |�2

∥∥�k(�k1u . . .�kκ u�kκ+1ux . . .�kκ+ν ux)
∥∥

L1
xL2

t

+
∑
k∈Z

〈k〉1/m
∑

|k1|∨···∨|kκ+ν |<2

∥∥∂x�k(�k1u . . .�kκ u�kκ+1ux . . .�kκ+ν ux)
∥∥

L

2+m
1+m
x,t

:= Iκ,ν + IIκ,ν . (8.20)
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Noticing that |k − k1 − · · · − kκ+ν | � κ + ν + 1 in IIκ,ν , one sees that in IIκ,ν , the summation on
k ∈ Z is in lower frequency and has at most finite nonzero terms. Hence, in view of the Bernstein’s
multiplier estimate (1.20), the estimate of IIκ,ν reduces to the case of N0(A F(u,ux)):

IIκ,ν �
∑

m+1�κ+ν�m̃+1

N0(u)κN1(u)ν. (8.21)

The estimates of Iκ,ν proceeds in a similar way as in Section 5. Noticing that |k − k1 − · · · −
kκ+ν | � κ + ν + 1 in Iκ,ν , one has that

Iκ,ν �
∑

|k1|∨···∨|kκ+ν |�2

〈
max

1�i�κ+ν
|ki |

〉1/2+1/m‖�k1u . . .�kκ u�kκ+1ux...�kκ+ν ux‖L1
xL2

t
. (8.22)

Using Hölder’s inequality, we have

‖v1 . . . vκ+ν‖L1
xL2

t
� ‖v1‖L∞

x L2
t

κ+ν∏
i=2

‖vi‖Lκ+ν−1
x L∞

t

� ‖v1‖L∞
x L2

t

κ+ν∏
i=2

(‖vi‖
m

κ+ν−1
Lm

x L∞
t

‖vi‖
κ+ν−1−m

κ+ν−1
L∞

x,t

)
. (8.23)

In (8.22), it suffices to consider the cases |k1| = |k1|∨· · ·∨|kκ+ν | and |kκ+1| = |k1|∨· · ·∨|kκ+ν |,
the other cases can be handled in a similar way. If |k1| = |k1| ∨ · · · ∨ |kκ+ν |, by (8.14), (8.22) and
(8.23) we have

Iκ,ν � ‖u‖
�

1,1/2+1/m

� (L∞
x L2

t )

(‖u‖
m

κ+ν−1

�1
�(Lm

x L∞
t )

‖u‖
κ+ν−1−m

κ+ν−1

�1
�(L∞

t L2
x)

)κ−1

× (‖ux‖
m

κ+ν−1

�1
�(Lm

x L∞
t )

‖ux‖
κ+ν−1−m

κ+ν−1

�1
�(L∞

t L2
x)

)ν
. (8.24)

If |kκ+1| = |k1| ∨ · · · ∨ |kκ+ν |, similar to (8.24), we have

Iκ,ν � ‖ux‖�
1,1/2+1/m

� (L∞
x L2

t )

(‖u‖
m

κ+ν−1

�1
�(Lm

x L∞
t )

‖u‖
κ+ν−1−m

κ+ν−1

�1
�(L∞

t L2
x)

)κ
× (‖ux‖

m
κ+ν−1

�1
�(Lm

x L∞
t )

‖ux‖
κ+ν−1−m

κ+ν−1

�1
�(L∞

t L2
x)

)ν−1
. (8.25)

Collecting (8.24) and (8.25), we have from the definition of Mi(u),Ni(u), Ti(u) that

Iκ,ν �
(
T0(u) + T1(u)

)(
M0(u) + M1(u) + N0(u) + N1(u)

)κ+ν−1
. (8.26)

Hence, in view of (8.19)–(8.21) and (8.26) we have

N1
(
A F(u,ux)

)
�

∑
‖u‖κ+ν

XdNLS
. (8.27)
m+1�κ+ν�m̃+1
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Step 3. By Lemmas 4.4 and 4.5, using a similar way as that of N1(A F(u,ux)), we see that
the estimates of T1(A F(u,ux)) and M1(A F(u,ux)) can be reduced to the similar versions as
in the right-hand side of (8.20), it follows that

M1
(
A F(u,ux)

)+ T1
(
A F(u,ux)

)
�

∑
m+1�κ+ν�m̃+1

‖u‖κ+ν
XdNLS

, (8.28)

the details are omitted.

Step 4. Finally, we consider the estimates of M0(A F(u,ux)) and T0(A F(u,ux)), which are
analogous to M0(A F(u,ux)). Indeed, by (4.22) and (4.23),

M0
(
A F(u,ux)

)
�

∑
m+1�κ+ν�m̃+1

∑
k∈Z

〈k〉1/m
∥∥�k

(
uκuν

x

)∥∥
L

2+m
1+m
x,t

, (8.29)

T0
(
A F(u,ux)

)
�

∑
m+1�κ+ν�m̃+1

∑
|k|�2

〈k〉1/m
∥∥�k

(
uκuν

x

)∥∥
L

2+m
1+m
x,t

. (8.30)

So, in view of the estimates of (8.8) and (8.18), we have

M0
(
A F(u,ux)

)+ T0
(
A F(u,ux)

)
�

∑
m+1�κ+ν�m̃+1

‖u‖κ+ν
XdNLS

. (8.31)

Summarizing (8.7), (8.18), (8.27), (8.28) and (8.31), we have

‖T u‖XdNLS � ‖u0‖M
1+1/m
2,1

+
∑

m+1�κ+ν�m̃+1

‖u‖κ+ν
XdNLS

. (8.32)

Following the same way as in Section 5, we can get the results. �
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Appendix A. Proof of Theorem 2.3

The proof of Theorem 2.3 is similar to that of the complex interpolation of Besov spaces (cf.
Triebel [36,37]) and we will give the details of the proof for completeness. We need the following
(cf. Triebel [35,36])



B. Wang, C. Huang / J. Differential Equations 239 (2007) 213–250 247
Lemma A.1. Let A be the strip, 0 < r < ∞. Then there exist two positive function μ0(θ, t) and
μ1(θ, t) in (0,1) × R such that

∣∣g(z)
∣∣r �

(
(1 − θ)−1

∫
R

∣∣g(it)
∣∣rμ0(θ, t) dt

)1−θ(
θ−1

∫
R

∣∣g(1 + it)
∣∣rμ1(θ, t) dt

)θ

with θ = Re z for any analytic function f (z) in A which is uniformly continuous and bounded
in A. Moreover,

(1 − θ)−1
∫
R

μ0(θ, t) dt = θ−1
∫
R

μ1(θ, t) dt = 1.

Lemma A.2. Assume that the conditions of Theorem 2.3 are satisfied. Then we have(
Ms0

p0,q0
,Ms1

p1,q1

)
θ

⊂ Ms
p,q .

Proof. Since (I − 
)σ/2 :Ms
p,q → Ms−σ

p,q and F(M
s0
p0,q0 ,M

s1
p1,q1) → F(M

s0−σ
p0,q0 ,M

s1−σ
p1,q1 ) are iso-

morphic mappings, it suffices to consider the case s = 0, i.e., we need to show that(
Ms0

p0,q0
,Ms1

p1,q1

)
θ

⊂ Mp,q, 0 = (1 − θ)s0 + θs1.

Taking 0 < r < mini=0,1(pi, qi), f ∈ F(M
s0
p0,q0 ,M

s1
p1,q1) with f (θ) = g, we have

‖g‖Mp,q =
( ∑

k∈Zn

∥∥∣∣�kf (θ, ·)∣∣r∥∥q/r

p/r

)1/q

. (A.1)

Denote

ak(x) = (1 − θ)−1
∫
R

∣∣�kf (it, ·)∣∣rμ0(θ, t) dt,

bk(x) = θ−1
∫
R

∣∣�kf (1 + it, ·)∣∣rμ1(θ, t) dt.

In view of Lemma A.1, we have from Hölder’s and Minkowski’s inequalities that∥∥∣∣�kf (θ, ·)∣∣r∥∥
p/r

� ‖ak‖1−θ
p0/r‖bk‖θ

p1/r

�
(

(1 − θ)−1
∫
R

μ0(t)
∥∥�kf (it)

∥∥r

p0
dt

)1−θ

×
(

θ−1
∫

μ1(t)
∥∥�kf (1 + it)

∥∥r

p1
dt

)θ

. (A.2)
R
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Noticing that (1−θ)s0 +θs1 = 0, inserting (A.2) into (A.1) and using Hölder’s and Minkowski’s
inequalities, we have

‖g‖Mp,q �
{ ∑

k∈Zn

[(
(1 − θ)−1

∫
R

μ0(t)〈k〉s0r
∥∥�kf (it)

∥∥r

p0
dt

)1−θ

×
(

θ−1
∫
R

μ1(t)〈k〉s1r
∥∥�kf (1 + it)

∥∥r

p1
dt

)θ]q/r}1/q

�
{ ∑

k∈Zn

(
(1 − θ)−1

∫
R

μ0(t)〈k〉s0r
∥∥�kf (it)

∥∥r

p0
dt

)q0/r}(1−θ)/q0

×
{ ∑

k∈Zn

(
θ−1

∫
R

μ1(t)〈k〉s1r
∥∥�kf (1 + it)

∥∥r

p1
dt

)q1/r}θ/q1

� sup
t

∥∥f (it)
∥∥1−θ

M
s0
p0,q0

∥∥f (1 + it)
∥∥θ

M
s1
p1,q1

,

which implies the result, as desired. �
Proof of Theorem 2.3. The idea follows from Triebel’s [36]. The difference is that the
frequency-uniform decomposition is different from the dyadic decomposition, we need to modify
the maximal function used in [36] by the following one in (A.3).

By Lemma A.2, it suffices to show that

Mp,q ⊂ (
Ms0

p0,q0
,Ms1

p1,q1

)
θ
, 0 = (1 − θ)s0 + θs1.

Put λk = ∑
�∈Λ σk+�, Λ = {� ∈ Zn: suppσ0 ∩ suppσ� �= ∅}. Let g ∈ Mp,q and let g∗

k be the
maximal function of �kg, i.e.,

g∗
k (x) = sup

y∈Rn

|(�kg)(x − y)|
1 + |y|a , a >

n

p
. (A.3)

Let

f (z, ·) =
∑
k∈Zn

F−1λkF
[〈k〉�1(z)(�kg)�2(z)

]∥∥g∗
k

∥∥�3(z)

Lp

∥∥(g∗
k

)∥∥�4(z)

�q (Lp)
,

where

�1(z) = −(1 − z)s0 − zs1, �2(z) = p

(
1 − z

p0
+ z

p1

)
,

�3(z) = q

(
1 − z

q0
+ z

q1

)
− �2(z), �4(z) = 1 − �2(z) − �3(z).

It is easy to see that f (θ) = g. For any � ∈ Zn,
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��f (z) =
∑
k∈Λ1

F−1σ�λk+�F
[〈k + �〉�1(z)(�k+�g)�2(z)

]∥∥g∗
k+�

∥∥�3(z)

Lp

∥∥(g∗
k

)∥∥�4(z)

�q (Lp)
, (A.4)

where Λ1 = {k: suppσ0 ∩ suppλk �= ∅} has at most O(
√

n ) many elements. Noticing that∣∣F−1σ�λk+�F
[〈k + �〉�1(z)(�k+�g)�2(z)

]∣∣� 〈k + �〉Re�1(z)
(∣∣F−1σ0λk

∣∣ ∗ ∣∣gRe�2(z)

k+�

∣∣)
� 〈k + �〉Re�1(z)

∣∣g∗
k+�

∣∣Re�2(z), (A.5)

it follows from (A.4) and (A.5) that∣∣��f (it)
∣∣� ∑

k∈Λ1

〈k + �〉−s0
∣∣g∗

k+�

∣∣p/p0
∥∥g∗

k+�

∥∥Re�3(it)
Lp

∥∥(g∗
k

)∥∥1−q/q0
�q (Lp)

. (A.6)

Hence, in view of (A.6) and the maximal function estimates (cf. [35, Theorem 1.6.2])∥∥f (it)
∥∥

M
s0
p0,q0

�
∥∥(g∗

k

)∥∥
�q (Lp)

� ‖g‖Mp,q . (A.7)

Similarly, ‖f (1 + it)‖
M

s1
p1,q1

has the same upper bound as in (A.7). By Proposition 2.2, we get

the result, as desired. �
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