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An inertia term is introduced in the AUSM+-up scheme. The resulting scheme, called 
AUSM-IT (IT for Inertia Term), is designed as an extension of the AUSM+-up scheme 
allowing for full Mach number range calculations of unsteady flows including acoustic 
features. In line with the continuous asymptotic analysis, the AUSM-IT scheme satisfies the 
conservation of the discrete linear acoustic energy at first order in the low Mach number 
limit. Its capability to properly handle low Mach number unsteady flows, that may include 
acoustic waves or discontinuities, is numerically illustrated. The approach for building the 
AUSM-IT scheme from the AUSM+-up scheme is applicable to any other Godunov-type 
scheme.

© 2014 Elsevier Inc. All rights reserved.

1. Introduction

Convective and acoustic waves may propagate together in compressible flows, at time and space scales that may be very 
different, and with possible interactions. Design of numerical methods able to handle properly these phenomena remains 
a challenging task, even if viscous effects are neglected. With a co-located arrangement of the unknowns, accuracy and 
robustness of the numerical method depend on the way of interpolation on the cell or element faces. Two broad categories 
of methods can be identified, according to the equations they are derived from: (1) Methods solving a Riemann problem at 
each face by using characteristic equations (these methods are referred to as Godunov-type schemes in the present study); 
(2) Momentum interpolation methods, derived from the momentum equation. In our opinion, the relations between these 
two approaches merit investigation in order to improve their respective capabilities.

The difficulties arising at low Mach number when Godunov-type schemes are used have been widely studied, mainly 
for steady calculations (see e.g. [1–3,11]). Denoting by Mr a reference Mach number in the flow, it has been recognized 
that avoiding the checkerboard decoupling problem needs a 1/M2

r -scaling of the pressure gradient term in the face velocity 
or the face mass flux. This 1/M2

r -scaling implies that the thermodynamic and the acoustic pressures are constant in space 
at the convective scale, which conforms to the continuous asymptotic analysis, provided that suitable boundary conditions 
are adopted (see e.g. [3,6]). For AUSM-type schemes, it was shown by Dellacherie [1] that the 1/M2

r -scaling is also nec-
essary for avoiding spurious acoustic waves when starting from so-called well-prepared initial conditions. However, there 
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is experimental evidence that this property does not guarantee accurate calculation of acoustic propagation in low Mach 
number flows. In our earlier work [15], it was thus observed that for unsteady calculations of low Mach number flows, the 
presence of the time-step in the pressure–velocity coupling coefficient of the face velocity, as for momentum interpolation, 
is beneficial. Based on this observation, an improvement of the AUSM+-up scheme was then proposed in [14], by mimicking 
the pressure–velocity coupling of the momentum interpolation. However, we noted that the quality of the momentum inter-
polation, if properly defined for unsteady calculations in a Rhie–Chow-like manner (see [15–17]), was not reached for some 
tests at low Mach number. Improvement of predictions for unsteady low Mach number flows by the AUSM+-up scheme and 
the related SLAU scheme (Simple Low Dissipative AUSM) by introduction of Strouhal number dependence in the coefficient 
of the pressure dissipation term in the mass flux expression was also obtained by Sachdev et al. [19]. These authors demon-
strated that the scaling of the coupling coefficient has to be quite different for steady low Mach number problems and for 
unsteady low Mach number problems. By changing the scaling, they proved significant improvement with the AUSM+-up 
scheme for unsteady low Mach number problems with hydrodynamic coupling between velocity and pressure (vortex prop-
agation) and with acoustic coupling (propagation of a pressure oscillation and propagation of weak shocks and expansion 
fans). They also illustrated oscillatory behavior of the SLAU method for steady low Mach number flows. However, it remains 
unclear how to combine the different scaling factors and, for instance, to ensure that the correct steady scaling is obtained 
for the solution of a steady low Mach number problem calculated with an unsteady method. A similar remark holds for 
our own work [14]. A particular problem with the AUSM+-up method is that the damping by the pressure difference term 
in the mass flux expression which is appropriate for steady low Mach number flow is too high for propagation of smooth 
acoustic signals in unsteady low Mach number flows. On the other hand, as observed by Sachdev et al. [19], the dissipation 
is too low for propagation of acoustic discontinuities (low Mach number Riemann problems). So, it becomes very delicate 
to tune the pressure dissipation such that it functions properly for the different types of low Mach number flows. Too low 
pressure dissipation in the mass flux definition of the SLAU method for simulation of propagation of discontinuities in low 
Mach number flows was also remarked by Shima [20]. He proved that it is possible to eliminate oscillations by increasing 
the coefficient of the pressure dissipation term in the mass flux definition by a sensor for wiggles. Of course, the larger 
dissipation smears somewhat the discontinuities. The conclusion is that methods that rely on tuning of the coefficient of 
the pressure dissipation term in the mass flux definition in AUSM-type discretizations are very delicate and certainly have 
not reached maturity yet.

Observing that an inertia term is present in the face velocity expression by the momentum interpolation, and missing in 
the face velocity expression by the scheme proposed in [14], we propose in the present study to introduce this inertia term 
in the face velocity of Godunov-type schemes. The momentum interpolation is used as a guideline to accommodate this 
term. The resulting pressure–velocity coupling exhibits then the suitable 1/M2

r -scaling for low Mach number steady calcu-
lations. In the unsteady case, the pressure–velocity coupling exhibits also the proper Mach number scaling and time-step 
dependence, identified in [14,15]. Moreover, the inertia term is introduced such that the steady state, if it exists, does not 
depend on the time-step.

As pointed out in [1,2], an asymptotic property providing insights for the design of Godunov-type schemes that remain 
accurate at low Mach number is the linear acoustic energy conservation in the low Mach number regime, which holds if 
periodic boundary conditions are adopted. This property is used in the present study as a guideline to assess the proper way 
of inertia term interpolation, as well as the proper way of pressure interpolation, in order to enforce the acoustic energy 
conservation at the discrete level.

The key point is that, if the acoustic component of the pressure is centrally interpolated in the low Mach number 
limit, the presence of the inertia term in the face velocity enforces acoustic energy conservation at the discrete level. More 
precisely, the 1/Mr-scaling of the numerical dissipation that arises from the spatial discretization of the linear acoustic 
wave equation, is thus counterbalanced. Conservation of acoustic energy is clearly a prerequisite for accurate calculation of 
unsteady low Mach number flows including acoustic features.

2. Foundation of Godunov-type schemes on characteristic equations

In this section, the Mach number scaling of the pressure gradient term in the face velocity expression of Godunov-type 
schemes is examined in the light of the characteristic equations from which these schemes are drawn.

Reference pressure pr, density �r and velocity vr thought of as a convective quantity, are introduced. A reference Mach 
number is then defined as Mr = vr/

√
pr/�r. Reference length lr and duration tr, thought of as a convective quantity, are also 

considered, as well as a reference Strouhal number, Str = (lr/vr)/tr. Notice that it is possible to choose the reference length 
lr as tr

√
pr/�r, which is an acoustic length. Then, the reference Strouhal and Mach numbers are related by Str = 1/Mr. 

Here however, the possibility is left open for another choice of reference duration, so that we will work with the reference 
Strouhal number Str. Associated with the Euler equations in dimensional form,

∂t� + ∇ · (�v) = 0, (1a)

∂t(�v) + ∇ · (�v ⊗ v) + ∇p = 0, (1b)

∂t(�E) + ∇ · (�H v) = 0, (1c)

E = e + 1‖v‖2, (1d)

2
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�H = �E + p, (1e)

�e = p

γ − 1
, (1f)

the dimensionless 1-D characteristic equations read as1:

dv − 1

Mr

dp

�c
= 0 on Strdt x = v − c

Mr
, (2)

d� − 1

c2
dp = 0 on Strdt x = v,

dv + 1

Mr

dp

�c
= 0 on Strdt x = v + c

Mr
. (3)

A prototypical AUSM-type interpolation, which can be thought of as a common starting point for the different variants 
presented by Liou et al. [10–12], can be derived from the characteristic equations (2) and (3) as follows. From Eq. (3), where 
the inertia term is omitted,

∂x v+ + 1

Mr�c
∂x p+ = 0. (4)

The superscript + indicates here the propagating direction. With �x = xi+1 − xi , Eq. (4) is discretized on the control volume 
[xi, xi+1] into

v+
i+1 − v+

i

�x
+ 1

Mr(�c)i+1/2

p+
i+1 − p+

i

�x
= 0,

from which we obtain

v+
i + v+

i+1

2
= v+

i − 1

2

1

Mr(�c)i+1/2

(
p+

i+1 − p+
i

)
.

Let

v+
i+1/2 = v+

i + v+
i+1

2
.

Then,

v+
i+1/2 = v+

i − 1

2

1

Mr(�c)i+1/2

(
p+

i+1 − p+
i

)
. (5)

Similarly, setting

v−
i+1/2 = v−

i + v−
i+1

2
,

one has from Eq. (2), where the inertia term is omitted,

v−
i+1/2 = v−

i+1 − 1

2

1

Mr(�c)i+1/2

(
p−

i+1 − p−
i

)
. (6)

Then, setting

pi = p+
i + p−

i

2
, pi+1 = p+

i+1 + p−
i+1

2

and

vi+1/2 = v+
i+1/2 + v−

i+1/2

2
,

one obtains from Eqs. (5)–(6):

vi+1/2 = v+
i + v−

i+1

2
− 1

2

1

Mr(�c)i+1/2
(pi+1 − pi). (7)

1 To ease the reading of the following derivations, we keep the same notations for dimensional and non-dimensional quantities.
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In the derivation of the face velocity (7), inertia terms are omitted in the acoustic characteristic equations (2) and (3). 
As a consequence of this omission and of the acoustic origin of expression (7), the Mach number scaling of the pressure 
gradient term is 1/Mr. Thus, the pressure gradient term can be thought of as an acoustic quantity that operates, in the low 
Mach number regime, at the large acoustic length scale solely. However, to fix the checkerboard decoupling at low Mach 
number, which is a problem that may appear at the small convective length scale if a co-located arrangement is used, the 
low Mach number scaling of the pressure gradient term should be 1/M2

r at the small convective length scale. This is the 
reason of the introduction of a scaling function which belongs to O (Mr), and modifies the 1/Mr-scaling of the pressure 
gradient term into the 1/M2

r -scaling at low Mach number, as in [3,8,11,18,21] for example. However, we observe that the 
1/M2

r -scaling of the pressure gradient term in the face velocity expression is obvious from the momentum equation (1b). 
Following further this approach, the inertia term is introduced in the face velocity expression according to its relation to 
the pressure gradient term in the momentum equation (1b). This yields:

vi+1/2 = vi + vi+1

2
− 1

2(�c)i+1/2M2
r
(pi+1 − pi) − Str�x

2ci+1/2Mr
∂t vi+1/2. (8)

For the pressure at the face, the central interpolation is chosen in the low Mach number regime:

pi+1/2 = pi + pi+1

2
. (9)

Arguments for the choice of the scheme by Eqs. (8)–(9) is the matter of the next section.

3. Role of inertia term in acoustic energy conservation at low Mach number

In this section, we concentrate on the benefits, at low Mach number, of the presence of an inertia term in the scheme 
expressed by Eqs. (8) and (9). The linear acoustic energy behavior obtained when this scheme is used, is examined through 
asymptotic expansions and modified equations.

3.1. Basics of two-scale low Mach number continuous asymptotics

The flow is considered in any dimension d = 1, 2 or 3. In the low Mach number regime, a variable relevant to reveal the 
behavior of the flow at the large acoustic length scale is introduced as

ξ = Mrx.

Then, we assume that the pressure can be expanded as

p(x, t,Mr) =
N∑

n=0

Mn
r p(n)(x, ξ , t) + o

(
MN

r

)
, N = 0,1,2,

with similar expansions for density � and velocity v . After substitution of these expansions into the Euler equations (1)
non-dimensionalized with the reference quantities introduced in Section 2, one obtains2:

Str∂t ṽ(0) + 1

�̃(0)
∇ξ p(1) = 0, (10a)

Str∂t p(1) + γ p(0)∇ξ · ṽ(0) = 0. (10b)

At the acoustic length scale, Eqs. (10a) and (10b) can be interpreted as momentum and energy equations, respectively. These 
equations constitute the first-order wave equation, as evidenced by deriving from them a non-linear equation for acoustic 
wave propagation,

∂tt p(1) − ∇ · (c2
0∇ξ p(1)

) = 0,

where c0 = c0(ξ , t) =
√

γ p(0)(t)/�̃(0)(ξ). Thus, considered at the acoustic length scale, ṽ(0) and p(1) are identified as acoustic 
variables.

3.2. First-order modified equations at the acoustic scale

How the scheme by Eqs. (8) and (9) operates on the acoustic variables identified in Section 3.1 is studied in this section. 
Considering first the 1-D case, velocity ṽ(0) and pressure p(1) are inserted into Eq. (8), as

2 ·̃ denotes the large scale average, i.e. the average on {x ∈R
d | ‖x‖ < 1/Mr} as Mr → 0. This average operation allows to separate features at the acoustic 

length scale from those at the convective length scale through the so-called sublinear growth lemma; see e.g. Klein [6] or Meister [13] for details.
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˜
v(0)

i+1/2 = ṽ(0)
i +˜

v(0)
i+1

2
− 1

2(�̃(0)c(0))i+1/2M2
r

(
p(1)

i+1 − p(1)
i

) − Str�x

2c(0)
i+1/2Mr

∂t
˜
v(0)

i+1/2, (11)

where it is supposed that �ξ = Mr�x, which means that the grid size �x is of the order of the small convective length 
scale. From Eq. (9), central interpolation of the acoustic pressure is adopted:

p(1)
i+1/2 = p(1)

i + p(1)
i+1

2
. (12)

Suppose that �̃(0) and c(0) are constant in space. With the central interpolation (12), at the first order, the modified equation 
of Eq. (10a) on a Cartesian grid is identical to the original equation. If �x is equal in each dimension, the same result is 
obtained for dimension d higher than 1. Similarly, with the obvious multi-dimensional extension of interpolation (11), the 
first-order modified equation of Eq. (10b) is obtained for dimension d = 1, 2 or 3 on a uniform Cartesian grid, as

Str∂t p(1) + γ p(0)∇ξ · ṽ(0) = c(0)�x

2Mr

(∇ξ · ∇ξ p(1) + �(0)Str∂t∇ξ · ṽ(0)
)
. (13)

With Eq. (10a), the right-hand side of Eq. (13) is zero, so that the first-order modified equations of Eqs. (10) are identical 
to the initial first-order wave equation. The role of the inertia term regarding this property is examined in the following 
section. Note that the coefficient c(0)�x/(2Mr) in Eq. (13) is equivalent, in the asymptotic framework adopted here, to the 
numerical viscosity coefficient of Godunov-type schemes for the linear wave equation identified by Dellacherie [1].

3.3. Inertia term requirement for acoustic energy conservation

In this section, �̃(0) and c(0) are assumed to be constant in space and time. The linear acoustic energy on the unit torus 
T = (R/(2πZ))d (d = 1, 2 or 3) at low Mach number is

Ea =
∫
T

[
1

2
�̃(0)

∥∥ṽ(0)
∥∥2 + 1

2

(p(1))2

�̃(0)(c(0))2

]
.

Note that

dt Ea = �̃(0)

∫
T

ṽ(0) · ∂t ṽ(0) + 1

�̃(0)(c(0))2

∫
T

p(1)∂t p(1). (14)

Then, on the one hand, with Eqs. (10a) and (10b),

dt Ea = 0. (15)

On the other hand, with first-order modified equations (10a) and (13), Eq. (15) holds too, so that the conservation of 
acoustic energy for the initial continuous system of equations is retrieved at the first order.

Moreover, one obtains from Eq. (14) and from the first-order modified equations associated with Eqs. (10a)–(10b) that, 
without an inertia term, acoustic energy is dissipated with the following decrease rate:

dt Ea = − �x

2 Str�̃(0)c(0)Mr

∫
T

∥∥∇ξ p(1)
∥∥2 ≤ 0.

Therefore, as included in Eq. (8), the inertia term compensates the acoustic energy dissipation at the acoustic length scale 
and at the first order. The conservation of acoustic energy at low Mach number, which is satisfied by the continuous system 
of Eqs. (10a)–(10b), is thus ensured at the discrete level.

Note that when third-order modified equations associated with Eqs. (10a)–(10b) are derived instead of first-order equa-
tions, one readily obtains:

dt Ea = Mr(�x)3

48 Str�̃(0)c(0)

∫
T

(∇ξ · ∇ξ p(1)
)2

.

Even if this quantity belongs to O (M2
r ) if the Strouhal number is defined with an acoustic reference length (see Section 2), 

some risk, in particular for high-order computations, arises from its positivity. It is thus advisable to introduce some Mach 
number-dependent upwinding in the interpolation of the convective terms in Eq. (11). In the present study, this is carried 
out through the interface Mach number suggested by Liou [10], as presented in the next section.
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4. The AUSM-IT scheme

In this section, we present a Godunov-type scheme with an inertia term, called the AUSM-IT scheme (IT for Inertia Term). 
It is designed such as to satisfy the following properties:

(1) If the local Mach number exceeds unity, the AUSM+-up scheme by Liou [11] is retrieved; this allows to inherit from all 
the abilities of this well-established scheme in supersonic regime.3

(2) When Mr goes to zero, the face velocity and face pressure tend to the expressions given in Eqs. (8) and (9); this allows 
to satisfy the property of acoustic energy conservation at the first order, presented in the previous section.

The AUSM-IT scheme is defined by the following face velocity and face pressure expressions.

• Face velocity:

v1/2 = c1/2 M1/2 − K p

�c1/2 fc(M0)
max

{
1 − σ M2,0

}
�p − K I

c1/2 fc(M0)
max

{
1 − σ M2,0

}
�x ∂t v1/2 (16)

M1/2 = f +
M (ML) + f −

M (MR)

f ±
M (m) =

{
1
2 (m ± |m|), |m| ≥ 1

± 1
4 (m ± 1)2 ± 1

8 (m2 − 1)2, |m| < 1

� = �L + �R

2

fc(M0) = M0(2 − M0), M2
0 = min

{
1,max

{
M2, M2∞

}}
M2 = (V +

n )2 + (V −
n )2

2c2
1/2

c1/2 = min{c̃L, c̃R}, c̃L = (
c	

)2
/max

{
c	, V +

n

}
, c̃R = (

c	
)2

/max
{

c	,−V −
n

}
(
c	

)2 = 2(γ − 1)

γ + 1
H

0 ≤ K p ≤ 1, 0 ≤ K I ≤ 1, σ ≤ 1; typically: K p = K I = 0.25, σ = 1

• Face pressure:

p1/2 = f +
p,α(ML)pL + f −

p,α(MR)pR (17)

where

f ±
p,α(m) =

{
1
2 (1 ± sign(m)), |m| ≥ 1
1
4 (m ± 1)2(2 ∓ m) ± αm(m2 − 1)2, |m| < 1

α = 3

16

[−4 + 5
(

fc(M0)
)2]

• Convected quantities: �, �v , �H , upwinded as proposed for the AUSM+-up scheme by Liou [11], e.g.,

� =
{

�L, if M1/2 − K p

�c2
1/2 fc(M0)

max{1 − σ M2,0}�p ≥ 0

�R, else

Remark 1. In Eq. (16), the exact form of the term ∂t vi+1/2 depends on the time integration method and is not a specific 
feature of the AUSM-IT scheme.

Remark 2. The proposed AUSM-IT scheme is an extension of the AUSM+-up scheme such that the AUSM+-up scheme is 
retrieved when the face pressure is expressed with K v = 0 and when the inertia term is excluded by taking K I = 0 in 
Eq. (16).

3 The reader interested by a recent development of the AUSM+-up scheme to avoid difficulties related to the global cut-off problem is referred to Li and 
Gu [9].
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Remark 3. Using the AUSM-IT scheme for steady computations is straightforward, since in this case the inertia term ∂t v1/2
in Eq. (16) vanishes. The scheme then reduces to the AUSM+-up scheme. Notice that the AUSM-IT scheme ensures time-step 
independence of the steady state. As shown in [15,16], this property is beneficial for steady as well as unsteady computa-
tions.

5. Numerical experiments

The presented test cases are chosen in order to illustrate the full Mach number range capability of the proposed AUSM-IT 
scheme. The tests allow to assess the role of the inertia term in the face velocity definition, and to compare the performance 
with other schemes: AUSM+ [10], AUSM+-up [11], SLAU [4,21], ‘JCAM 2013’ [14], and the momentum interpolation [15,16]
(these schemes are described in Appendix A).

In all the test cases considered in the following, the fluid is air with specific heat ratio γ = 1.4.
Dissipation and dispersion errors are used to evaluate the quality of the solution when a reference solution is available. 

The methodology proposed by Takacs [22] (see also [15]) is employed. Say that qe and qc are exact and computed values of 
a quantity q under consideration. At a given time t , the mean square error can then be defined as

E2 = 1

N

∑
(qe − qc)

2, (18)

where the sum extends over the N nodes of the grid. Further, denoting mean values and variances of the exact and com-
puted quantities by q̄e , q̄c and σ 2

e , σ 2
c , the mean square error can be written as

E2 = σ 2
e + σ 2

c + (q̄e − q̄c)
2 − 2 cov(qe,qc),

where cov(qe, qc) is the covariance of the two signals. With the correlation coefficient between the two signals,

R(qe,qc) = cov(qe,qc)

σeσc
,

the error (18) can further be written as

E2 = (q̄e − q̄c)
2 + (σe − σc)

2 + 2σeσc
[
1 − R(qe,qc)

]
.

Non-dimensional measures of dissipation and dispersion errors may then be defined (see [15]) by

Edissipation = σc − σe

σe
, Edispersion = √

1 − R(qe,qc). (19)

Another quantity of interest for assessing the accuracy of the acoustic waves calculations, is the total acoustic energy. 
Under the linear acoustics assumption, it is defined as

Ea =
L∫

0

[
1

2
�0(δv)2 + 1

2

(δp)2

�0c2
0

]
, (20)

where c0 = √
γ p0/�0, δp = p − p0 and δv = v − v0. Here, �0, v0 and p0 designate the constant density, velocity and 

pressure of the uniform 1-D background flow in which the acoustic waves propagate.

5.1. Low Mach number flows

5.1.1. Low Mach number Riemann problem with nearly incompressible initial conditions
A 1-D Riemann problem with initial conditions given in Table 1 is first considered. The reference Mach number Mr is 

about 10−2. The computational domain is the interval [0, 1] divided into 100 cells of equal length. The time integration 
is carried out by the first-order explicit forward Euler scheme. The discretization of the inertia term ∂t v1/2 in Eq. (16) is 
first-order backward Euler. The numerical method is first-order accurate in time and space. The convective CFL number is 
chosen as 0.009, so that the acoustic CFL number is about 0.9. Thus, fluctuations at the acoustic scale can be accurately 
calculated. At t = 0, the pressure jump between the right and left states is of order M2

r , the velocity jump is of order Mr and 
the density jump is zero, so that it belongs to O (M2

r ) as Mr → 0. With such initial conditions, which are often referred to as 
‘well-prepared’ and correspond to a nearly incompressible flow [5], two rarefaction waves propagate in opposite directions 
as soon as t > 0 (see Guillard and Murrone [2]).

Table 1
Settings for the low Mach number Riemann problem of Section 5.1.1.

�L (kg/m3) vL (m/s) pL (Pa) �R (kg/m3) vR (m/s) pR (Pa)

25 0.200 10 000.00 25 0.202 10 000.85
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Fig. 1. Low Mach number Riemann problem of Section 5.1.1. AUSM-IT scheme with K p = K I = 0.25 (◦) and exact (solid line) solutions at time t = 0.01 s.

Fig. 2. Low Mach number Riemann problem of Section 5.1.1. AUSM-IT scheme with K p = 0 and K I = 0.25 (◦) and exact (solid line) solutions at time 
t = 0.01 s.

To examine the role of the pressure gradient term in the face velocity expression when the inertia term is present, the 
AUSM-IT scheme is considered without pressure dissipation term (K p = 0 and K I = 0.25), and with K p = K I = 0.25. We 
set M∞ = 0.01 (see Eq. (24) in Appendix A), noticing that the exact value of this parameter, if sufficiently small, does not 
influence significantly the results.

The results of density, velocity, pressure and energy for the AUSM-IT scheme with K p = K I = 0.25, compared to the exact 
solution, are shown in Fig. 1. The results for K p = 0 and K I = 0.25 are shown in Fig. 2. The results for the AUSM+ scheme 
(K p = 0, K I = 0) are shown in Fig. 3. It is suggested by Liou [11] that shock-tube-type problems in which the pressure 
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Fig. 3. Low Mach number Riemann problem of Section 5.1.1. AUSM+ scheme (◦) and exact (solid line) solutions at time t = 0.01 s.

Fig. 4. Low Mach number Riemann problem of Section 5.1.1. AUSM+-up scheme with fc = 1 (◦) and exact (solid line) solutions at time t = 0.01 s.

distribution is not spatially uniform should be resolved with fc = 1 when using the AUSM+-up scheme (see Eqs. (23)
and (25) in Appendix A). For the Riemann problem under consideration, with nearly incompressible initial conditions, we 
observed that results by the AUSM+-up scheme with fc given by Eq. (24) (see Appendix A) and fc = 1 are quasi-identical. 
Thus, only results by the latter choice are shown in Fig. 4.

Comparison of the figures reveals that the AUSM-IT scheme with K p = 0 and K I = 0.25, and the AUSM+ scheme produce 
nearly the same results. For K p = 0, the quality of the AUSM-IT solution clearly deteriorates, since the solution exhibits 
oscillations near the discontinuities (see Fig. 2) that are absent when K p = 0.25 (see Fig. 1). We conclude that, in all cases 
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Fig. 5. Low Mach number Riemann problem of Section 5.1.1. Momentum interpolation (◦) and exact (solid line) solutions at time t = 0.01 s.

(inertia term present or not), it is beneficial to take K p = 0.25, thus including the pressure gradient term into the face 
velocity expression.

The solution calculated by momentum interpolation, shown in Fig. 5, is of bad quality compared to the other schemes. 
The conclusion is that for Riemann problems at low Mach number, momentum interpolation may fail.

5.1.2. Downstream propagation of an acoustic wave forced at the boundary of a 1-D pipe
At the left side of a one-meter long pipe, the inlet velocity is specified to oscillate around a mean value V , as

v†(t) = V
[
1 + A sin(2π f t)

]
,

where V = 0.30886 m/s, f = 2 × 103 Hz and A = 10−2. A downstream propagating acoustic wave is thus generated and 
superimposed onto a mean flow with constant density 1.2046 kg/m3, velocity V = 0.30886 m/s and pressure 101 300 Pa. 
The amplitude A is sufficiently small so that an exact solution can be derived from linear acoustics.

The Mach number of the background flow is 10−3. For the calculation of acoustic waves propagation in such a low Mach 
number flow, we showed in [14,15] that the pressure correction algorithm presented in Appendix B is well-suited. Therefore, 
this algorithm is used for the present test case. The convective CFL number is chosen as CFLv = 5 × 10−4, the acoustic CFL
number being thus approximately equal to 0.5. Acoustic waves can then be calculated with accuracy, on a uniform grid of 
500 cells.

To allow for the assessment of the applicability and significance of the numerical results, non-dimensional length x∗ and 
duration t∗ are introduced. The reference length is defined as the wavelength of the acoustic wave generated at the left of 
the computational domain, and the reference duration is defined as the time needed for an acoustic wave to travel over the 
computational domain.

In Fig. 6(a) is shown the progressive degradation of the solution obtained at time t∗ = 0.7 when the AUSM+-up scheme 
is used. The same observation holds for the SLAU scheme, to a lesser extent however (see Fig. 6(b)). In contrast, one observes 
in Fig. 7 that results by the ‘JCAM 2013’ scheme (Fig. 7(a)), the momentum interpolation (Fig. 7(b)) and the AUSM-IT scheme 
(Fig. 7(c)), with K p = K I = 0.25 and σ = 1, are in good agreement with the exact solution, and are quasi-identical.

The visible difference between the schemes for which pressure–velocity coupling is time-step dependent (‘JCAM 2013’, 
momentum interpolation and AUSM-IT) and the other schemes (AUSM+-up and SLAU) is confirmed by the dissipation and 
dispersion errors for the pressure field, shown in Figs. 8 and 9. Only the AUSM-IT scheme and the momentum interpolation 
give good results, which are very close to each other. In contrast, as already noted, results by the AUSM+-up scheme are of 
bad quality from the early stage of the calculation, both for dissipation and dispersion. The SLAU scheme produces results 
that mainly exhibit an important level of dissipation error, while the dispersion error remains at an acceptable level. This 
is also the case for the dispersion error obtained by the ‘JCAM 2013’ scheme. It is interesting to note in Fig. 8 that the 
dissipation error by the ‘JCAM 2013’ scheme follows the dissipation errors by the AUSM-IT scheme and by the momentum 
interpolation in the early stage of the calculation. The final level of the dissipation error by the ‘JCAM 2013’ scheme is 
almost two orders of magnitude lower than that of the SLAU scheme.
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Fig. 6. Downstream propagation of a wave forced at the left boundary of a 1-D pipe, cf. Section 5.1.2. Pressure distribution at t∗ = 0.7. Exact solution: linear 
acoustics.

The sensitivity of the total acoustic energy to the cell size of the grid is shown in Fig. 10. The convective CFL number, 
the frequency of the acoustic wave and the Mach number of the background flow are the same as in the previous calcula-
tions, and results are shown at t∗ = 0.7 in order to avoid effects of wave reflection. In Fig. 10, the total acoustic energy is 
non-dimensionalized by its exact analytical value at t∗ = 0.7. According to the theoretical considerations in Section 3.3, the 
presence of an inertia term allows to weaken the cell size dependence on the acoustic energy time evolution, in particular 
for the smallest values of the cell size. Indeed, this can be observed in Fig. 10 for the AUSM-IT and the momentum interpo-
lation schemes. Note that both schemes give quasi-identical values of the total acoustic energy, which are distinctly higher 
than the values obtained with the other schemes.

5.1.3. One-dimensional acoustic pulse propagation
A downstream propagating Gaussian acoustic pulse in a five-meter long pipe is generated through a superimposition 

onto a mean flow, with constant density �0 = 1.2046 kg/m3, velocity v0 = 0.030886 m/s and pressure p0 = 101 300 Pa, of 
a perturbation of pressure δp, density δ� = δp/c2

0, and velocity δv = δp/(�0c0), where c0 = √
γ p0/�0. At t = 0,

δp = 200 exp

[
− (x − 0.2)2

2σ 2

]
(Pa), where σ = 2 × 10−2 m. (21)

In this test case, the Mach number of the background flow is 10−4. The time-step is chosen so that the acoustic CFL
number is about 5, which is allowed by the semi-implicit algorithm used, see Appendix B. The grid is uniform with 2500
cells.

The results are shown with a non-dimensional length x+ , obtained by taking σ as reference length (see Eq. (21)), and 
a non-dimensional duration t+ , with as reference the time needed for an acoustic wave to travel over the computational 
domain.

It is shown in Fig. 11 that the AUSM+-up scheme and the SLAU scheme do not reproduce correctly the propagation of 
the pulse.4 For both schemes, the level of dissipation is excessive. The location of the pulse is erroneous with the AUSM+-up 

4 The small difference between the results shown in Fig. 11(a) and the results shown in Fig. 3 of our previous work [14], where the same test case 
is considered with the AUSM+-up scheme too, is due to the choice of the interpolation of the pressure corrections; see Eq. (31). In [14], interpolation 
polynomials are defined with the scaling function fc of the AUSM+-up scheme proposed in [11]. Here (cf. Eq. (31)), interpolation polynomials of the 
AUSM+ scheme, without the scaling function fc , are used for the pressure corrections. This results for the present test case in a smaller dissipation than 
in the computations shown in [14]. The modification of the definition of the interpolation polynomials also has as a consequence to reduce the dispersion 
error for the ‘JCAM 2013’ scheme (cf. Fig. 12(c)), if compared to results shown in Fig. 3 of [14].
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Fig. 7. Downstream propagation of a wave forced at the left boundary of a 1-D pipe, cf. Section 5.1.2. Pressure distribution at t∗ = 0.7. Exact solution: linear 
acoustics.

scheme. It is much better with the SLAU scheme. The ‘JCAM 2013’ scheme, the momentum interpolation scheme and the 
AUSM-IT scheme (with K p = K I = 0.25 and σ = 1) reproduce the correct position of the pulse (see Fig. 12). The dispersion 
error of the momentum interpolation scheme and the AUSM-IT scheme is small.

The previous observations are confirmed by studying dissipation and dispersion errors for the pressure field. Two cate-
gories of schemes can be distinguished: In the first category (AUSM+-up and SLAU schemes), the time-step independence 
of the pressure–velocity coupling leads rapidly to unsatisfactory levels of dissipation and dispersion errors (not shown). 
In the second category (‘JCAM 2013’, momentum interpolation and AUSM-IT), the unsteadiness of the calculated waves is 
taken into account in the pressure–velocity coupling, thanks to the time-step in the pressure gradient coefficient of the face 
velocity expression. As shown in Figs. 13 and 14, this time-step dependence is necessary for obtaining accuracy, for both 
dissipation and dispersion features. Moreover, it is clear, in particular from Fig. 13, that, due to the presence of inertia term 
in the face velocity expression of the AUSM-IT and the momentum interpolation schemes, both schemes outperform the 
‘JCAM 2013’ scheme, for which the true inertia term is not included.

The same conclusion holds by considering the time evolution of the total acoustic energy (see Eq. (20)). Presented in 
Fig. 15, the total acoustic energy is non-dimensionalized with its exact value at t+ = 0. Note that results by the AUSM+-up 
and SLAU schemes are useless (not shown). In Fig. 15, the levels of total acoustic energy given by the ‘JCAM 2013’ scheme, 
the AUSM-IT scheme and the momentum interpolation, are identical in the early stage of the calculation. The calculated 
value is slightly lower than the exact value, which is constant and equal to 1. Among the three schemes under consideration, 
the conservation of the acoustic energy in the computational domain is best ensured by the momentum interpolation. With 
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Fig. 8. Downstream propagation of a wave forced at the left boundary of a 1-D pipe, cf. Section 5.1.2. Non-dimensional time evolution of the non-dimensional 
dissipation error on pressure perturbation, cf. Eqs. (19).

Fig. 9. Downstream propagation of a wave forced at the left boundary of a 1-D pipe, cf. Section 5.1.2. Non-dimensional time evolution of the non-dimensional 
dispersion error on pressure perturbation, cf. Eqs. (19). Results by the JCAM 2013 scheme and the AUSM-IT scheme almost coincide.

Fig. 10. Downstream propagation of a wave forced at the left boundary of a 1-D pipe, cf. Section 5.1.2. Non-dimensional total acoustic energy (cf. Eq. (20)) 
at t∗ = 0.7 vs. non-dimensional cell size of the grid. Exact value of the non-dimensional total acoustic energy: 1.
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Fig. 11. Downstream propagation of an acoustic pulse in a five-meter long pipe, cf. Section 5.1.3. Pressure distribution at t+ = 0, t+ = 0.2, t+ = 0.5 and 
t+ = 0.8. Exact solution (linear acoustics): − ◦ −.

the AUSM-IT scheme, the energy increases slightly (by less than 1%), and with the ‘JCAM 2013’ scheme, it decreases by 
about 18%.

The sensitivity of the total acoustic energy to the cell size of the grid is shown in Fig. 16. The convective CFL number, the 
frequencies of the acoustic waves and the Mach number of the background flow are the same as in the previous calculations. 
Results are shown at t+ = 0.8 in order to avoid effects by wave reflection. The total acoustic energy is non-dimensionalized 
by its exact analytical value at t+ = 0. As already observed in Section 5.1.2, the presence of an inertia term allows to weaken 
the cell size dependence of the acoustic energy time evolution. When the AUSM-IT scheme is used, the level of the total 
acoustic energy for the smallest values of (�x)+ in Fig. 16 is slightly higher than 1. The level of dissipation of the scheme 
does not guarantee exactly the conservation of the total acoustic energy. The level of dissipation of the AUSM-IT scheme 
is linked with the upwinding of the convective term c1/2 M1/2 in the face velocity expression (16). This upwinding is a 
consequence of the choice of the AUSM+ polynomials in the definition of M1/2, which were not designed to ensure the 
property of the total energy conservation. However, this property is approximately satisfied, which is quite satisfactory by 
comparison with the other schemes under consideration.

5.1.4. Two-dimensional acoustic pulse propagation
The computational domain is the square [0, 1] × [0, 1] (m2), divided into 500 × 500 cells forming a regular Cartesian 

grid. With

�0 = 1.2046 kg/m3, u0 = v0 = 0.30886 × 10−2 m/s, p0 = 101 300 Pa,

a Gaussian acoustic pulse is given at t = 0 by

�0 = �0 + (δ�)0, u0 = u0, v0 = v0, p0 = p0 + (δp)0,

where

(δp)0 = 200 exp

[
− (x − 0.5)2 + (y − 0.5)2

(0.05)2

]
(Pa),

(δ�)0 = (δp)2/c2
0 and c0 = √

γ p0/�0. (22)

The value of the mean flow Mach number is 9 × 10−6. For t > 0, the speed of the acoustic wave generated by the initial 
pulse is the vector sum of the low Mach number mean flow velocity and the propagation sound speed in the radial direction 
(see Fig. 17).
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Fig. 12. Downstream propagation of an acoustic pulse in a five-meter long pipe, cf. Section 5.1.3. Pressure distribution at t+ = 0, t+ = 0.2, t+ = 0.5 and 
t+ = 0.8. Exact solution (linear acoustics): − ◦ −.

The numerical method is the 2-D direct extension of the method detailed in Appendix B. The energy equation used 
in the correction step (see Eq. (30) for the 1-D case) results in a pentadiagonal system solved with an alternate direction 
procedure. The acoustic CFL number is 20. The AUSM-IT scheme is used with K p = K I = 0.25 and σ = 1.

At t = 0.1 ms, the maximum of the pressure forms a circle (see Fig. 18) whose radius is approximately 0.048 m (see 
Fig. 19). At t = 1 ms, the radius is approximately 0.358 m (see Figs. 20 and 21). The radial speed of the acoustic wave is thus 
around 344.44 m/s. This is close to the value calculated with the background flow values, c0 = √

γ p0/�0 = 343.12 m/s. As 
for the 1-D test of Gaussian pulse propagation considered in Section 5.1.3, results by the AUSM-IT scheme are quasi-identical 
to those by the momentum interpolation method (see Figs. 19 and 21).

5.2. Riemann problems with shock waves

In this section, the Godunov-type and momentum interpolation schemes are evaluated on a series of Riemann problems 
where shock waves occur. Moreover, the Mach number is not necessarily small compared to unity (i.e. of the order of 10−1
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Fig. 13. Downstream propagation of an acoustic pulse in a five-meter long pipe, cf. Section 5.1.3. Non-dimensional time evolution of the non-dimensional 
dissipation error on pressure perturbation, cf. Eqs. (19).

Fig. 14. Downstream propagation of an acoustic pulse in a five-meter long pipe, cf. Section 5.1.3. Non-dimensional time evolution of the non-dimensional 
dispersion error on pressure perturbation, cf. Eqs. (19).

Fig. 15. Downstream propagation of an acoustic pulse in a five-meter long pipe, cf. Section 5.1.3. Non-dimensional time evolution of the non-dimensional 
total acoustic energy, cf. Eq. (20) (exact value of the non-dimensional total acoustic energy: 1).
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Fig. 16. Downstream propagation of an acoustic pulse in a five-meter long pipe, cf. Section 5.1.3. Non-dimensional total acoustic energy (cf. Eq. (20)) at 
t+ = 0.8 vs. non-dimensional cell size of the grid (exact value of the non-dimensional total acoustic energy: 1).

Fig. 17. Two-dimensional acoustic pulse propagation, cf. Section 5.1.4. Distribution of the pressure perturbation δp at t = 0 (cf. Eq. (22)).

Fig. 18. Two-dimensional acoustic pulse propagation, cf. Section 5.1.4. Distribution of the pressure perturbation at t = 0.1 ms by the AUSM-IT scheme. The 
black circle indicates the maximum value of the pressure perturbation. The profile at y = 0.5 m (white line) is shown in Fig. 19.

or smaller), as it is in Section 5.1.1. The settings for the three tests considered are given in Table 2. The computational 
domain and its discretization are the same as in Section 5.1.1. The Euler explicit scheme is used, with the convective CFL
number equal to 0.9. The numerical method is first-order accurate in time and space. As in Section 5.1.1, we set M∞ = 0.01
for all the calculations presented in this section (see Appendix A), noticing as in Section 5.1.1 that the exact value of this 
parameter, if sufficiently small, does not influence significantly the results.
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Fig. 19. Two-dimensional acoustic pulse propagation, cf. Section 5.1.4. Distribution of the pressure perturbation profiles at t = 0.1 ms for y = 0.5 m (white 
line in Fig. 18) by the AUSM-IT scheme (solid line) and the momentum interpolation method (•).

Fig. 20. Two-dimensional acoustic pulse propagation, cf. Section 5.1.4. Distribution of the pressure perturbation at t = 1 ms by the AUSM-IT scheme. The 
black circle indicates the maximum value of the pressure perturbation. The profile at y = 0.5 m (white line) is shown in Fig. 21.

Table 2
Settings for the Riemann problems of Section 5.2.

Test �L (kg/m3) vL (m/s) pL (Pa) �R (kg/m3) vR (m/s) pR (Pa)

1 1 0.75 1 0.125 0 0.1
2 1 −19.59745 1000.0 1 −19.59745 0.01
3 0.445 0.698 3.528 0.5 0 0.571

Test 1 is the modified Sod problem proposed in [24], to assess the fulfillment of the entropy property. The solution 
consists of a right sonic shock wave, a right traveling contact wave, and a left sonic rarefaction wave. Also proposed in [24], 
Test 2 is used to assess the robustness of the scheme, and its ability to capture slowly moving contact discontinuities. The 
exact solution consists of a left rarefaction wave, a right-traveling shock wave and a stationary contact discontinuity. Note 
that the SLAU scheme and the momentum interpolation scheme fail (i.e. do not allow convergence to a solution) in this test. 
Test 3, proposed in [7] (see also [18]), allows primarily to assess the accuracy of the scheme. In Test 3, the flow remains 
subsonic. The solution contains a contact discontinuity and a weak shock that are close to each other, so that the contact 
discontinuity may be smeared by the flux scheme, in particular when it is first-order accurate, which is the case here.
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Fig. 21. Two-dimensional acoustic pulse propagation, cf. Section 5.1.4. Distribution of the pressure perturbation profiles at t = 1 ms for y = 0.5 m (white 
line in Fig. 20) by the AUSM-IT scheme (solid line) and the momentum interpolation method (•).

Fig. 22. Test 1 of Section 5.2. AUSM-IT scheme with K p = K I = 0.25 (◦) and exact (solid line) solutions at time t = 0.2 s.

We will focus the discussion of the results on the following key features: (1) shock resolution, in particular in presence 
of a close contact discontinuity; (2) capture of stationary contact discontinuity; (3) sonic glitch (see [23]).

In Figs. 22 to 28, for Test 1, where the right shock wave is sonic, the AUSM-type schemes give a good resolution of 
the shock, compared to the SLAU scheme (see Fig. 29) and the momentum interpolation (see Fig. 30). Observe that this 
latter leads to results of very bad quality, whatever the Riemann problem considered in the present section. Between the 
AUSM-type schemes, some differences can be observed in the quality of the shock representation. The AUSM+-up scheme 
(see Figs. 25–27) smears the shocks more than the other AUSM-type schemes. The AUSM-IT scheme slightly overestimates 
the maximum value of the velocity at the sonic point. However, the differences between results by AUSM-type schemes 



Y. Moguen et al. / Journal of Computational Physics 281 (2015) 556–590 575
Fig. 23. Test 1 of Section 5.2. AUSM-IT scheme with K p = 0 and K I = 0.25 (◦) and exact (solid line) solutions at time t = 0.2 s.

Fig. 24. Test 1 of Section 5.2. AUSM+ scheme (◦) and exact (solid line) solutions at time t = 0.2 s.

remain small, and we conclude that the presence of an inertia term does not alter the ability of AUSM-IT to properly 
capture sonic shocks.

A sonic glitch appears in the rarefaction fan of the solution calculated by the AUSM-IT scheme, the AUSM+-up scheme 
and the ‘JCAM 2013’ scheme (see Figs. 22, 25–28). Note that this occurs for K v = 0 as well as for K v = 0.75 with the 
AUSM+-up scheme. In contrast, only a very light glitch occurs with the AUSM+ scheme (see Fig. 24), using the interface 
sound speed of the AUSM+-up scheme (see Appendix A). We conclude that, when AUSM-type schemes are used, a sonic 
glitch may be formed in a sonic rarefaction fan if the pressure gradient term is present in the mass flux expression. Of 
course, the sonic glitch may be removed by including some numerical dissipation in the mass flux expression. Note however 
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Fig. 25. Test 1 of Section 5.2. AUSM+-up scheme with K p = 0.25, K v = 0.75 and fc given by Eq. (24) (see Appendix A) (◦), and exact (solid line) solutions 
at time t = 0.2 s.

Fig. 26. Test 1 of Section 5.2. AUSM+-up scheme with K p = 0.25, K v = 0 and fc given by Eq. (24) (see Appendix A) (◦), and exact (solid line) solutions at 
time t = 0.2 s.

that no sonic glitch appears in Fig. 29, with the SLAU scheme, even if its mass flux expression contains a pressure gradient 
term (see Eq. (27)). This indicates that the sonic glitch does not always result from the presence of a pressure gradient term 
in the mass flux expression. Concerning the sonic glitch, we conclude that it is independent of the presence of an inertia 
term, as introduced in the AUSM-IT scheme.

For Test 2 (see Figs. 31–36), conclusions are that the AUSM-type schemes perform well, provided that some pressure 
dissipation is included in the mass flux expression (K p > 0) and that no velocity diffusion is included in the face pressure 
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Fig. 27. Test 1 of Section 5.2. AUSM+-up scheme with K p = 0.25, K v = 0.75 and fc = 1 (◦), and exact (solid line) solutions at time t = 0.2 s.

Fig. 28. Test 1 of Section 5.2. ‘JCAM 2013’ scheme (◦) with β = 1 (see Eq. (26)) and exact (solid line) solutions at time t = 0.2 s.

expression (K v = 0 for AUSM+-up). For this test case, the standard AUSM+-up scheme (K p = 0.25 and K v = 0.75), the SLAU 
scheme and the momentum interpolation scheme fail.

For Test 3 (see Figs. 37–46), all schemes studied produce a solution. For the AUSM-type schemes, it is again necessary to 
add pressure dissipation to the mass flux (K p > 0) and to remove velocity diffusion in the face pressure definition (K v = 0
for AUSM+-up; compare Figs. 40–41 and Figs. 42–43). The presence of the inertia term in the mass flux definition of the 
AUSM-IT scheme is neutral for the quality of the solution. The quality of the AUSM-IT scheme is comparable to that of the 
AUSM+-up scheme with K v = 0.
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Fig. 29. Test 1 of Section 5.2. SLAU scheme (◦) and exact (solid line) solutions at time t = 0.2 s.

Fig. 30. Test 1 of Section 5.2. Momentum interpolation scheme (◦) (see Eq. (29)) and exact (solid line) solutions at time t = 0.2 s.

5.3. Conclusion concerning the choice of the parameters of the AUSM-IT scheme

From the previous numerical experiments the following typical values of the parameters are suggested:

σ = 1, K I = K p = 0.25.

Moreover, no velocity diffusion is added in the face pressure (K v = 0, referring to the AUSM+-up scheme, see Eq. (25)).
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Fig. 31. Test 2 of Section 5.2. AUSM-IT scheme with K p = K I = 0.25 (◦) and exact (solid line) solutions at time t = 0.012 s.

Fig. 32. Test 2 of Section 5.2. AUSM-IT scheme with K p = 0 and K I = 0.25 (◦) and exact (solid line) solutions at time t = 0.012 s.

6. Conclusion

The proposed approach essentially consists in the introduction of an inertia term in the face velocity expression. It was 
applied in the present study to the AUSM+-up scheme by Liou [11]. The resulting scheme, called AUSM-IT (IT for Inertia 
Term), allows full Mach number range calculations, since it is an extension of the AUSM+-up scheme which is retrieved 
when the local Mach number is larger than unity.

The high quality of the results obtained for acoustic waves in low Mach number flows is about the same as by mo-
mentum interpolation. The reason for this good performance is the way the inertia term is introduced in the Godunov-type 
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Fig. 33. Test 2 of Section 5.2. AUSM+ scheme (◦) and exact (solid line) solutions at time t = 0.012 s.

Fig. 34. Test 2 of Section 5.2. AUSM+-up scheme with K p = 0.25, K v = 0 and fc given by Eq. (24) (see Appendix A) (◦), and exact (solid line) solutions at 
time t = 0.012 s.

scheme. For periodic boundary conditions, it allows the conservation of the discrete linear acoustic energy in the low Mach 
number limit, at the first order. This is achieved if the way of interpolation of pressure tends to the central interpolation in 
the limit Mr → 0. This acoustic energy conservation property at the discrete level conforms to the continuous asymptotic 
analysis. The superiority of the proposed Godunov-type scheme over the momentum interpolation technique for Riemann 
problems was numerically demonstrated.
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Fig. 35. Test 2 of Section 5.2. AUSM+-up scheme with K p = 0.25, K v = 0 and fc = 1 (◦), and exact (solid line) solutions at time t = 0.012 s.

Fig. 36. Test 2 of Section 5.2. ‘JCAM 2013’ scheme (◦) with β = 1 (see Eq. (26)) and exact (solid line) solutions at time t = 0.012 s.

Taking into account an inertia term for velocity interpolation is applicable in principle to any Godunov-type scheme. 
Thus, the approach proposed in the present study to design the AUSM-IT scheme from the AUSM+-up scheme can be 
applied to any other Godunov-type scheme, in order to obtain full Mach number range high quality results.

Appendix A. AUSM+-up, AUSM+, ‘JCAM 2103’, SLAU and momentum interpolation

3-D version, except momentum interpolation, for sake of presentation.
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Fig. 37. Test 3 of Section 5.2. AUSM-IT scheme with K p = 0.25 and K I = 0.25 (◦) and exact (solid line) solutions at time t = 0.1 s.

Fig. 38. Test 3 of Section 5.2. AUSM-IT scheme with K p = 0 and K I = 0.25 (◦) and exact (solid line) solutions at time t = 0.1 s.

Notations:
n: unit normal to the face

V +
n = V L · n, V −

n = V R · n, ML = V +
n

c1/2
, MR = V −

n

c1/2

f ±
p,α(m) =

{
1
2 (1 ± sign(m)), |m| ≥ 1
1
4 (m ± 1)2(2 ∓ m) ± αm(m2 − 1)2, |m| < 1
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Fig. 39. Test 3 of Section 5.2. AUSM+ scheme (◦) and exact (solid line) solutions at time t = 0.1 s.

Fig. 40. Test 3 of Section 5.2. AUSM+-up scheme with K p = 0.25, K v = 0.75 and fc given by Eq. (24) (see Appendix A) (◦), and exact (solid line) solutions 
at time t = 0.1 s.

A.1. AUSM+ [10], AUSM+-up [11] and ‘JCAM 2013’ [14]

The AUSM+-up scheme is first considered.

• Transporting face velocity:

vT
1/2 = c1/2 M1/2 − K p

�c f (M )
max

{
1 − σ M2,0

}
(pR − pL) (23)
1/2 c 0
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Fig. 41. Test 3 of Section 5.2. AUSM+-up scheme with K p = 0.25, K v = 0.75 and fc = 1 (◦), and exact (solid line) solutions at time t = 0.1 s.

Fig. 42. Test 3 of Section 5.2. AUSM+-up scheme with K p = 0.25, K v = 0 and fc given by Eq. (24) (see Appendix A) (◦), and exact (solid line) solutions at 
time t = 0.1 s.

M1/2 = f +
M (ML) + f −

M (MR)

f ±
M (m) =

{
1
2 (m ± |m|), |m| ≥ 1

± 1
4 (m ± 1)2 ± 1

8 (m2 − 1)2, |m| < 1

� = �L + �R
2
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Fig. 43. Test 3 of Section 5.2. AUSM+-up scheme with K p = 0.25, K v = 0 and fc = 1 (◦), and exact (solid line) solutions at time t = 0.1 s.

Fig. 44. Test 3 of Section 5.2. ‘JCAM 2013’ scheme (◦) with β = 1 (see Eq. (26)) and exact (solid line) solutions at time t = 0.1 s.

fc(M0) = M0(2 − M0), M2
0 = min

{
1,max

{
M2, M2∞

}}
(24)

M2 = (V +
n )2 + (V −

n )2

2c2
1/2

c1/2 = min{c̃L, c̃R}, c̃L = (
c	

)2
/max

{
c	, V +

n

}
, c̃R = (

c	
)2

/max
{

c	,−V −
n

}
(
c	

)2 = 2(γ − 1)
H

γ + 1
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Fig. 45. Test 3 of Section 5.2. SLAU scheme (◦) and exact (solid line) solutions at time t = 0.1 s.

Fig. 46. Test 3 of Section 5.2. Momentum interpolation scheme (◦) (see Eq. (29)) and exact (solid line) solutions at time t = 0.1 s.

0 ≤ K p ≤ 1, σ ≤ 1; typically: K p = 0.25, σ = 1

• Face pressure:

p1/2 = f +
p,α(ML)pL + f −

p,α(MR)pR − K v f +
p,α(ML) f −

p,α(MR)(�L + �R) fc(M0)c1/2
(

V −
n − V +

n

)
(25)

where

f ±
p,α(m) =

{
1
2 (1 ± sign(m)), |m| ≥ 1
1 (m ± 1)2(2 ∓ m) ± αm(m2 − 1)2, |m| < 1
4
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α = 3

16

[−4 + 5
(

fc(M0)
)2]

, 0 ≤ K v ≤ 1; typically: K v = 0.75

• Convected quantities: upwinded
• The AUSM+ scheme is obtained from the AUSM+-up scheme by taking K p = 0 in Eq. (23), and K v = 0 along with 

α = 3/16 in Eq. (25). Note that the interface speed of sound retained for AUSM+ is the same as the one for AUSM+-up, 
as it was suggested by Liou in [11] to address the problem of entropy preservation.

• ‘JCAM 2013’: The transporting face velocity is

vT
1/2 = c1/2 M1/2 − K p

�[ fc(M0)c1/2 + β
�t/�x ] max

{
1 − σ M2,0

}
(pR − pL) (26)

where β ∈ O (1). The face pressure is identical to the one of the AUSM+ scheme.

A.2. SLAU [4,21]

• Mass flux:

(�v)1/2 = 1

2

[
�L

(
V +

n + |V n|+
) + �R

(
V −

n − |V n|−
)] − χ(

�

M1/2)

2c1/2
�p (27)

where

|V n|+ = (1 − g)|V n| + g
∣∣V +

n

∣∣, |V n|− = (1 − g)|V n| + g
∣∣V −

n

∣∣
|V n| = �L|V +

n | + �R|V −
n |

�L + �R

g = −max
{

min{ML,0},−1
}

min
{

max{MR,0},1
}

c1/2 = cL + cR

2

χ(M) = (1 − M)2,
�

M1/2 = min

{
1,

1

c1/2

√
u2

L + v2
L + w2

L + u2
R + v2

R + w2
R

2

}
• Face pressure (‘SLAU 2’ version proposed in [4]):

p1/2 = pL + pR

2
+ f +

p,0(ML) − f −
p,0(MR)

2
(pL − pR)

+
√

u2
L + v2

L + w2
L + u2

R + v2
R + w2

R

2

(
f +

p,0(ML) + f −
p,0(MR) − 1

)
�c1/2 (28)

where � = 1
2 (�L + �R)

A.3. Momentum interpolation (MI) [15,16]

• Mass flux (1-D version and velocity is assumed to be positive):

(�v)i+1/2 = Bi+1/2

Ai+1/2
− 1

Ai+1/2
(pi+1 − pi) − �x

Ai+1/2
dt(�v)i+1/2. (29)

In this expression,

Bi+1/2

Ai+1/2
= 1

2

(
Bi

Ai
+ Bi+1

Ai+1

)
where Ai and Bi are terms in the momentum equation of node i according to

Bi = Ai(�v)i + pi+1/2 − pi−1/2 + �x dt(�v)i

and

1

Ai+1/2
= 1

2

(
1

Ai
+ 1

Ai+1

)
.

There, Ai = vi+1/2 and Ai+1 = vi+3/2, taken at the previous iteration or time-step and defined with the AUSM+ expres-
sion.
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• Face pressure. In all the presented calculations with momentum interpolation, the face pressure is the one of the 
AUSM+ scheme:

p1/2 = f +
p,3/16(ML)pL + f −

p,3/16(MR)pR

Appendix B. Pressure correction algorithm [15]

To simplify the presentation, the flow is 1-D and the velocity is positive. Each time-step n → n + 1 is decomposed into 
iterations denoted by the superscript k. At the first iteration of the time-step n, one has k = n. The superscripts 		, 	 and 
′ denote ‘pre-predicted’, predicted and corrected quantities of each iteration k. ψ denotes the slope limiter. Practically, no 
more than five iterations are allowed, and the so-called Bounded Central slope limiter was chosen in the unsteady low Mach 
number flow calculations. The ratio �t/�x is denoted by τ .

B.1. ‘Pre-prediction’ step: construction of the common transporting velocity

• �		
i from

1

2τ

(
3�		

i − 4�n
i + �n−1

i

) +
[
�		

i + 1

2
ψi

(
�k)(�k

i − �k
i−1

)]
vk

i+1/2

−
[
�		

i−1 + 1

2
ψi−1

(
�k)(�k

i−1 − �k
i−2

)]
vk

i−1/2 = 0

• (�v)		i = �		
i vk

i , (�E)		i = pk
i

γ −1 + 1
2 �		

i (vk
i )

2

• Transporting face velocity:

vT
i+1/2 =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

c		
i+1/2M		

i+1/2 − K p

�		c		
i+1/2 fc(M0)

max{1 − σ M2,0}�pk, AUSM+-up cf. (23)

(�v)
SLAU,		
i+1/2

�		
i+1/2

, �i+1/2 = �L+�R
2 , SLAU cf. (27)

(�v)
MI,		
i+1/2

�		
i+1/2

, �i+1/2 = �L+�R
2 , MI cf. (29)

c		
i+1/2M		

i+1/2 − max{1−σ M2,0}
c		

i+1/2 fc(M0)

[
K p

�pk

�		 + K I�x
( 3vT

i+1/2−4vn
i+1/2+vn−1

i+1/2
2�t

)]
, AUSM-IT cf. (16)

B.2. Prediction step

• p	
i = pk

i• �	
i from

1

2τ

(
3�	

i − 4�n
i + �n−1

i

) +
[
�	

i + 1

2
ψi

(
�k)(�k

i − �k
i−1

)]
vT

i+1/2 −
[
�	

i−1 + 1

2
ψi−1

(
�k)(�k

i−1 − �k
i−2

)]
vT

i−1/2 = 0

• (�v)	i from

1

2τ

[
3(�v)	i − 4(�v)n

i + (�v)n−1
i

] +
[
(�v)	i + 1

2
ψi

(
(�v)k)[(�v)k

i − (�v)k
i−1

]]
vT

i+1/2

−
[
(�v)	i−1 + 1

2
ψi−1

(
(�v)k)[(�v)k

i−1 − (�v)k
i−2

]]
vT

i−1/2 + pk
i+1/2 − pk

i−1/2 = 0

• (�E)	i = pk
i

γ −1 + 1
2

[(�v)	i ]2

�	
i

, (�H)	i = (�E)	i + pk
i

B.3. Correction step

• p′
i from

1

2τ

[
3(�E)k+1

i − 4(�E)n
i + (�E)n−1

i

] + (�v H)k+1
i+1/2 − (�v H)k+1

i−1/2 = 0 (30)

where

(�v H)k+1 = (�H)	 vT + H	 (�v)′ + (�H)′ vT

i+1/2 i+1/2 i+1/2 i+1/2 i+1/2 i+1/2 i+1/2
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(�H)	i+1/2, H	
i+1/2: upwinded in second-order accurate form

(�H)′i+1/2 = γ

γ − 1
p′

i+1/2

p′
i+1/2 = f +

p,3/16

(
M	

i

)
p′

i + f −
p,3/16

(
M	

i+1

)
p′

i+1 (31)

(�v)′i+1/2 = (�v)′i+1/2,Momentum + (�v)′i+1/2,Flux

(�v)′i+1/2,Momentum = −2

3
τ
(

p′
i+1 − p′

i

)
(SIMPLE approximation)

(�v)′i+1/2,Flux = −κi+1/2
(

p′
i+1 − p′

i

)

κi+1/2 =

⎧⎪⎪⎨⎪⎪⎩
K p

�	
i+1/2c	

i+1/2 f (M	
0)

max{1 − (M	
i+1/2)

2σ ,0}�	
L, AUSM+-up cf. (23)

χi+1/2
ci+1/2

, SLAU cf. (27)

0, MI cf. (29) or AUSM-IT cf. (16)

• (�v)′i from

3

2
(�v)′i = −τ

[{
(�v)′i + 1

2
ψi

(
(�v)k)[(�v)′i − (�v)′i−1

]}
vT

i+1/2

−
{
(�v)′i−1 + 1

2
ψi−1

(
(�v)k)[(�v)′i−1 − (�v)′i−2

]}
vT

i−1/2

]
− τ

(
p′

i+1/2 − p′
i−1/2

)
B.4. Updates

• Cell quantities:

pk+1
i = pk

i + p′
i, �k+1

i = �	
i

(
1 + p′

i

pk
i

)
, (�v)k+1

i = (�v)	i + (�v)′i

(�E)k+1
i = (�E)	i + p′

i

γ − 1
, (�H)k+1

i = (�E)k+1
i + pk+1

i

• Cell-face quantities:

pk+1
i+1/2 =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

f +
p,α(Mk+1

L )pk+1
L + f −

p,α(Mk+1
R )pk+1

R − K v f +
p,α(Mk+1

L ) f −
p,α(Mk+1

R )(�k+1
L + �k+1

R ) fc(M0)

× ck+1
i+1/2(vk+1

R − vk+1
L ), AUSM+-up cf. (25)

pk+1
L +pk+1

R
2 + f +

p,0(Mk+1
L )− f −

p,0(Mk+1
R )

2 (pk+1
L − pk+1

R ) +
√

(vk+1
L )2+(vk+1

R )2

2

× ( f +
p,0(Mk+1

L ) + f −
p,0(Mk+1

R ) − 1)�k+1ck+1
i+1/2, SLAU cf. (28)

f +
p,α(Mk+1

L )pk+1
L + f −

p,α(Mk+1
R )pk+1

R , AUSM-IT cf. (17) or MI

For any used numerical flux:

vk+1
i+1/2 = ck+1

i+1/2Mk+1
i+1/2

with c1/2 and M1/2 defined in Appendix A. Note that this cell-face velocity is the AUSM+ cell-face velocity [10].
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