Journal of Computational Physics 413 (2020) 109465

Contents lists available at ScienceDirect Fﬂ;"s':""““"""
CS,

Journal of Computational Physics

www.elsevier.com/locate/jcp

A different approach to dual-scale models ) |

Check for
updates

Richard J. Gowers® ', Paola Carbone P, Nicodemo Di Pasquale ©*

2 College of Engineering and Physical Sciences, University of New Hampshire, Durham, NH, United States of America
b Department of Chemical Engineering & Analytical Science, University of Manchester, Manchester, M13 9PL, UK
€ School of Mathematics and Actuarial Science, University of Leicester, University Rd, Leicester, LE1 7RH, UK

ARTICLE INFO ABSTRACT
Article history: Dual-resolution models which combine atomistic and coarse-grained details are usually
Received 24 June 2019 built sequentially. First, the coarse-grained model is optimized and subsequently atomistic

Received in revised form 20 January 2020
Accepted 8 April 2020
Available online 15 April 2020

regions are introduced. Finally, these two different resolutions are connected together.
Here, we present a methodology for a direct construction of these dual-resolution models
without the inclusion of these two stages. Our model takes advantage of the use of virtual
sites and retain the full atomistic structure of the molecules by coarse-graining only some
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procedure is applied to an All-Atom and United-Atom model. The dual-resolved version of
each atomistic model is able to retain the hydrogen bonding structure and dynamics, with
the united atom model showing slightly better results. Finally, the current computational
performance of such a model is explored and compared against the potential theoretical
performance.

© 2020 Elsevier Inc. All rights reserved.

1. Introduction

Coarse-grained techniques are used to reduce the degrees of freedom of an atomistic model and to access longer length
and time scales in simulations, and have become an established and powerful tool in the modern simulator’s toolbox. There
are two schools of thought in how to derive parameters for these models. The first of these adopts a bottom up approach,
which uses the atomistic interactions to derive the (effective) potentials among beads in a coarse-grained (CG) description of
the molecules [1]. In one of the possible bottom up approaches, a set of reference atomistic probability distributions can be
optimised using the inverse Boltzmann iteration scheme [3-5] and the inverse Monte Carlo method [6], which are based on
the well-known result that there exists a unique potential to reproduce a given pairwise distribution [2]. Alternatively the
potential of mean force between CG sites can directly be targeted using the force matching method [7], or by minimizing
the distance between the CG configurational distribution and the atomistic one [8].

Complementary to the bottom up, there is the top down approach, where the CG interactions are parametrized without
explicitly considering an underlying atomistic model [9]. A variety of target quantities can be used to optimise CG interac-
tions in top down approach, including density and interfacial tension [10], partition coefficients [11], or a molecular-based
equation of state [12].
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Many of these methods have matured to the stage that in recent years freely distributed software tools have been created
to automate the process of generating potentials such as Martini [13,14], force matching [15], IBI [15,4] and Inverse Monte
Carlo [16].

Despite their successes, CG simulations have some drawbacks. For example, if hydrogen bonds have to be explicitly
accounted for, or we are interested in keeping the information related to the underlying atomistic electrostatic properties,
CG models with additional features need to be considered [17-21]. Secondly, CG methods usually assume that the resulting
bonded degrees of freedom are independent from each other, and it is known to be difficult to find a mapping scheme
where this is strictly true [22,23].

These problems are all related with the loss of the atomistic details in CG models and different ways were devised to
address it. The most straightforward solution is to reintroduce all the atomistic details in the system, in a process known
as backmapping. However, backmapping is still a fundamentally challenging problem even for simple molecules [24,25].
Building upon the strengths of CG models, other approaches proposed to reincorporate only some of the Fine-Grained (FG)
underlying details lost during the coarse-graining procedure. These selected details coming from the fine-grained system are
added to the CG model as supplementary features of the beads, such as in the ELBA water model [26,27]. In this model,
each bead is described as a spherical interaction site, which represents the centre of mass of the replaced group of atoms
and a dipole point. Other approaches include the use of a mixed description of both atoms and beads simultaneously to
selectively choose which details to preserve. These models are usually called hybrid, dual-resolution or dual-resolved models.
However, the term hybrid is now preferred for continuum/discrete coupling and we will not use it in this work. With two
distinct levels of resolution in the system, i.e atoms and beads, the problem of how to describe interactions between them
arises. This can be addressed by introducing extra forcefield parameters between atoms and beads [28], or through the
use of Virtual Sites (VS) to mediate any interactions between the two domains, the atomistic and the coarse-grained one
[29-32,1,33,34]. In particular, the description of the electrostatic interactions at an atomistic level in dual-resolved models
has been proved a good compromise to retain atomistic details [35], including hydrogen bonds [36].

One of the first attempts to derive a dual-resolved model is the AdRess scheme [37-39]. In AdRess, the simulation box
is split into two parts: an atomistic region and a CG region. Molecules can move freely in and out the two regions. If a CG
molecule enters the atomistic region it is remapped to its full atomistic descriptions, whereas the opposite is done when a
full atomistic molecule leaves the atomistic region. This set up requires the modelling of the interactions between molecules
at the full atomistic level and at the CG level simultaneously and is obtained by using an interaction site located on the
centre of mass of each atomistic molecule. The dynamic on-the-fly adjustment of the system degrees of freedom that AdRess
allows is ideal in those situations where the molecules to be coarse-grained are highly mobile such as water.

More recently we proposed a similar procedure to model polymer melts [30,36] which keeps the level of model resolu-
tion fixed during the whole simulations. The scheme we show here is built on this work, but proposes a different approach.
Instead of replacing the atoms with beads, we modify the interactions. While keeping the whole atomistic detail, we re-
place some of the (computationally expensive) atomistic interactions with the cheaper ones derived from CG models. We
apply this methodology to an octanol solution as a test case. The hydroxyl group of the octanol and the hydrogen bonds
that it creates in the system represent a good illustration of the effectiveness of the methodology. Moreover, octanol is
an important tool in drug discovery [40], and therefore good atomistic and CG models describing this compound become
essential.

2. Procedure to develop the dual-scaled model

In this paper we describe a procedure to perform Molecular Dynamics (MD) simulations with a system described si-
multaneously at both fine-grained and at coarse-grained level of detail. Our overall objective is its accurate representation,
while minimising the computational cost of the calculations.

The main difference with other dual-resolution approaches [29,30,36,37] lays in the fact that we do not coarse-grain all
or part of the molecules (i.e. we replace atoms with beads), we coarse-grain only the interactions. In other words, the idea
is to keep the molecules at the atomistic detail, as in a classic atomistic model, and replace some of the original fine-grained
interactions with coarse-grained ones. CG interactions act among specific interactive sites, which we call Virtual Sites, each
of which representing a group of atoms. We will now briefly set out the theory behind such a model and then apply this
to a system of liquid octanol to test its effectiveness.

Performing a MD simulation requires the iterative numerical calculation of the Hamiltonian [41]. The Hamiltonian for a
system of MFC particles in the absence of any external field can be defined as [42]

HY)=K{@) +U @ (1)

where y = (r, p) are the atomistic phase-space variables representing the position r and momentum p of the M*¢ particles,
whereas K and U represents the kinetic and potential energy contributions respectively. The potential energy contribution
can be expressed as a sum of non-bonded (U4y,,) and bonded (Upondeq) terms:

U () = Uponded (T) + Unp (T) (2)
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The most computationally expensive part of any MD simulation is the evaluation of nonbonded interactions [43,44], which
can consume around 90% of the simulation runtime. The computational cost of calculating U4, scales with the number of
interactions that must be calculated, meaning that not only large systems are more expensive to simulate, but also systems
with a higher number density of particles.

Coarse-grained simulations reduce this computational burden by reducing the degrees of freedom of the system. As
discussed, the drawback is that the resulting coarse-grained system suffers of an irreversible loss in detail with respect the
original models. While keeping all the atomistic details is usually not interesting, in some situations the loss of information
is too severe, and the atomistic details is needed (at least) in specific regions of the system. In these latter cases, dual-
resolved models were developed which couple the coarse-grained description with the atomistic one. In this way we can
combine the reduction of the computational burden offered by the coarse-grained models with the detailed description of
the system given by the atomistic ones in those regions where we want a higher level of detail.

The potential energy for a dual-resolved system, /PR (R, r), is usually represented by the sum of three terms, the inter-
actions between beads, the interaction between atoms, and the mixed interactions, M (R, r), between atoms and beads:

UPRR, 1) =) + U R) + UM R, 1) (3)

While the derivation of the CG interactions is well known and documented in literature and a number of models exists
to perform this task, the derivation of the mixed interactions is still under development. If the beads and atoms coexist
within the same molecule, some atoms will be bonded to some beads and vice-versa. Previous attempts at using bonds
directly between fine and coarse particles showed good agreements with fully atomistic models for simple systems like poly-
ethylene and poly-styrene [30], and also for more complicated molecules such as poly-amide, where the double resolution
of the model can satisfactorily capture hydrogen bonds formation and breakage [36].

The non-bonded potential between beads and atoms can instead be described by introducing the concept of Virtual
Sites (VS) [29,30]. Each virtual site represents the position the bead would have in a group of atoms if the atoms are
coarse-grained away. The idea is to have the “real” beads interact with the VS instead of the atoms through the non-bonded
interactions. The force applied to the VS is then distributed on the atoms that compose the VS itself. The VSs act as a proxy,
allowing two groups of atoms to interact through a single pairwise potential. It was shown [1] that the VSs do not represent
an approximation of the non-bonded interactions when a mapping representing the COM of the group of atoms is used,
and they can be justified directly from the theory. The scheme to obtain the mixed interactions just outlined is not very
efficient, since it includes deriving the CG interactions for all the system and from these the specific mixed interactions for
those atoms that are not coarse-grained away. That means that we are wasting time deriving some CG interactions that will
not be used at all in our calculations.

In this work we describe a different path to obtain a dual-resolved model, which considers only the CG interactions
strictly necessary to capture the full behaviour of the system, and most importantly, preserve the atomistic details. The
main idea is to leave the system at the full atomistic details and replace instead some of the atomistic interactions with
CG ones. There is no need to derive a further connection between CG interactions and atomistic description because the VS
automatically provide such a contact.

In order to better explain this new derivation, let us start by describing how the total interaction potential term will look
like in this case. Equation (2) will be our starting point. Interactions in a full atomistic system can be split in bonded and
non-bonded components. Since the formers (either bonds, angles or torsions) are relatively fast to compute, we leave them
at their atomistic level. We focus now our attention on the non-bonded interactions which represent the most computational
demanding part of any MD calculation. We map a specific group of atoms into a bead (a Virtual Site) and we replace the
computational expensive step of calculation of non-bonded interactions between atoms with the cheaper one involving VSs.
The total potential energy for our dual-resolved system, 24P (r), will therefore be:

UPR () == UPRRY3 (1), 1) = Ubondea (r) +ULE (1) +USE RS (1)) (4)

where we used the symbol RVS(r) to emphasise that we are not considering actual beads but virtual sites only, which,
in turn, are functions of the position of the atoms. The number and types of VSs in the system need to be prescribed
in advance, and the latter will define the number of different CG interactions we need to calculate. The additional term
Ll,fbc (r) in eq. (4) represents the fine-grained non-bonded potentials, which can be kept if we need some (non-bonded)
interactions at fine-grained detail. In fact, one of the advantages of this framework is that we can select which non-bonded
interactions have to be coarse-grained away, while leaving the others at their atomistic resolution. As an example, in the
octanol model that we are going to discuss in detail in the next section (see section 2.1), the interactions involving hydroxyl
group of different molecules remain at the atomistic level while the non-bonded interactions involving alkyl groups of the
alkyl chain are described at CG level through the VSs. This ensure an explicit description of the hydrogen bonds without
the need to resort to additional models, as we show in the results section (see section 3). In addition, the intramolecular
non-bonded interactions, i.e. the non-bonded interactions among atoms belonging to the same molecules, are described at
the atomistic detail.

One thing that needs to be avoided is the double counting of interactions. That means that a group of atoms can interact
with other groups of atoms either through atomistic interactions or through the CG interactions mediated by the VS, never
both at the same time.
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Algorithm 1 Step-by-step derivation of the dual-resolved model.

1: procedure DUAL-RESOLVED MODEL IBI VERSION (Input: Configuration of the atomistic system)
Mapping of the atomistic model and definition of the position of the VS
Calculation of target VS-VS RDFs
Derivation of first guess VS-VS potentials
while NOT (convergence criteria fulfilled) do
Run atomistic simulations, with interactions as in eq. (4)
Redefinition of the position of VS and atoms
Re-calculations of the RDFs for the current configuration
Update VS potentials
10: end while
11: end procedure

O 00y Uu A~ WN

Once we have defined the splitting of the interactions as shown in eq. (4) we now need to develop the CG interactions
between virtual sites. These are the VS-VS coarse-grained non-bonded interactions that will be added on top of the existing
atomistic ones. These can be sourced from pre-existing libraries of CG parameters or, as in this work, they can be derived
alongside the dual-resolved model. This represents the central idea of our approach. We use the IBI model to derive the VS
interactions that we need (and only those needed), without coarse-graining the system. The molecules retain their atomistic
identities, with the only difference being that some interactions are mediated by the VS, and these CG interactions are
optimized (in this work) with the IBI technique.

We reported the step-by-step operations needed to obtain the dual-resolved model in Algorithm 1. As shown in the
algorithm reported, the whole process can be fully automatized and possibly included in other packages used to develop
CG models (e.g. VOTCA [45]).

2.1. Dual-resolved octanol

The previously outlined methodology is now applied to liquid octanol. Two separate atomistic models of octanol were
chosen to serve as reference models, an all-atom (AA) model and a united-atom (UA) model. Apart from the number of
interacting sites in each of these models, the main difference between them is the use of partial charges on the atoms. In
the AA model, every atom has a small partial charge, whilst in the UA model the partial charges are located only on the
hydroxyl group and the carbon attached to it, leaving the majority of the molecule uncharged. We will refer to these two
atomistic models as aAA and aUA respectively. To define the VS the same mapping scheme was employed for both atomistic
models, with the nine heavy atoms in octanol split into three equally sized CG sites. This mapping scheme is shown in
Fig. 1, with the three VS being named X, Y and Z, with X including the OH end of the octanol. With each of the three VS in
the molecule representing different types, there are six different pairs of VS interactions. Of these, it was chosen to model
X-X interactions at the finer level (i.e. atomistic), while all other intermolecular interactions are described at the coarse-
grained level. The interactions among atoms within the same molecule, i.e. the intramolecular non-bonded interactions, are
described at the FG level. A representation of the octanol molecule with the mapping scheme we are using in this work is
shown in Fig. 1. We will refer to the two dual resolved models as drUA and drAA, the former being the one obtained from
the atomistic united-atom model, the latter obtained from the atomistic all-atom model. Since X, Y, Z are not real beads we
will refer to them as pseudo-beads.

2.2. Deriving CG potentials

In total, five nonbonded potentials are required for the virtual sites, one for each VS pairing, excluding the self-interaction
between the pseudo-beads X (see Fig. 1). These were derived using the iterative Boltzmann inversion (IBI) method [3]. In
this method, the pairwise nonbonded potentials (/) are initially guessed according to a Boltzmann inversion of the pair
correlation function g.f(r) as:

U(r) ~ —kpT In (grer (1) (5)

Where kp and T are the Boltzmann constant and temperature respectively. Note that the use of Boltzmann inversion makes
the resulting potential tied to a particular thermodynamic point, even if it is not always the case [46]. The structures
generated from these initial potentials are generally quite poor. Therefore, the potentials are iteratively refined by adjusting
them according to the difference between the reference pair distributions and those produced by the previous iteration step

(gi(r):

i(r

Uis1 (r) = Ui (r) + ks T In ( £ ) 6)
Eref (1)

where « is a heuristic prefactor to moderate the change to subsequent potentials; in this work we used a value of @ =0.3.

The potentials can be iterated multiple times using this method, with the correction factor approaching zero as the potential

converges.
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Fig. 1. Mapping scheme for octanol and visualising the level of interaction between two adjacent octanol molecules. Atomistic sites and interactions are
shown in solid black lines while coarse are shown in red and dashed. (For interpretation of the colours in the figure, the reader is referred to the web
version of this article.)

The potentials generated from this method will not reproduce the correct pressure [3], therefore once the forcefield starts
to converge on the target distributions, a pressure correction step is added. The pressure correction to the coarse potentials
takes the form of a linear ramp, [3]:

AU;(r) = (1 - L) Ai (7)

Tcut

The parameter A was chosen by considering the virial expansion of the pressure, for both the current iteration i, P;, defined
as:

p2mp? [ aduwm
PV = T 3w /r ar ®
and the target pressure, Prgrget:
o 2mp? o
PrargecV ~ 5 = 5 / r3a U@ + AUT)) dr 9)

where p is the particle density and V is the volume of the system considered. The parameter A; is then defined as [47]:

Teut

2702
ﬂ/ﬁgi(r)dr Ai=APV. (10)

3reut

This adjustment to the potential corrects the pressure within a few iterations, but also disturbes the convergence of the pair
potentials, requiring extra iterations to be performed.

2.3. Simulation details

All simulations were obtained using version 5.0.4 of Gromacs [48,49]. The system is composed by 4096 molecules of
octanol, simulated inside a cubic volume with length approximately 10 nm and periodic boundary conditions in the three
directions. Parameters for the reference atomistic UA model came from Siwko [50] while parameters for the reference AA
model came from the OPLS-AA forcefield [51] and were found using Lipidbook [52]. The parameters for the CG part of
the dual resolved version of each model were derived using the IBI method detailed above. A nonbonded interaction cutoff
of 0.9 nm was used for the AA atomistic model, 1.2 nm for the UA atomistic model and 1.4 nm for the CG potentials
in both models. In all models electrostatic interactions were calculated using the particle-mesh Ewald (PME) method [53].
Production runs were conducted in an NPT ensemble, with the pressure maintained at 1 bar using an isotropic Berendsen
barostat [54] with a compressibility of 4.5 x 10~ bar~! and a coupling time of 2 ps. The temperature was maintained at
298 K using the velocity rescale thermostat [55] with a coupling time of 0.1 ps. An integration timestep of 1 fs was used
for all simulations, with 50 ns of simulated time.
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Fig. 2. Comparison of pair distributions across the different models tested: atomistic aUA (green dashed line), drUA (green o), aAA (red solid line), drAA
(red o). Different pair distributions have been shifted by two units along the y axis . (For interpretation of the colours in the figure, the reader is referred
to the web version of this article.)

3. Results

Unless otherwise stated, all data were analysed using a combination of the MDAnalysis [56,57] and datreant [58] Python
packages. Plots were created using matplotlib [59].

3.1. Structural results

Overall IBI potentials converge after approximately 25 iterations. The final pair distributions for all VS pair combinations
are shown in Fig. 2. The first thing to notice here is that the IBI method is able to find a solution of the optimization
problem (see eq. (6)) also for a model where only parts of the interactions are coarse-grained and part of them remains at
the atomistic detail.

For the drAA model, the agreement between the reference and final structure is worse, most notably at a distance of 0.4
nm where a small difference with the reference peak can be observed. This could be attributed to the lack of electrostatic
screening caused by the removal of the partial charges in the coarse-grained tail, necessary as these degrees of freedom
were removed.

However, when the distribution of the magnitude of the force on each atom is compared between the atomistic and dual
resolved models, both the mean and also the distribution around the mean is perfectly matched, as shown in the Supporting
Information (see Fig. S1).

3.2. Bonded parameters

To compare the correctness of the atomistic bonds in the dual resolved case, the average C-C-C-C dihedral angle was
measured, as shown in Fig. 3. Both the dual resolution models show good agreement with the atomistic model results,
with the UA model being the worse of the two. The UA model has a slightly lower population of the trans configuration,
indicating that molecules are slightly more coiled compared to the reference atomistic version. The calculated densities are
828(1) kg/m? and 825(1) kg/m3 for drAA and drUA respectively where the number in parenthesis represents the error on
the last digit. Both models satisfactorily reproduce the experimental density of the octanol, 822 kg/m? in the conditions
considered here [60].

3.3. Hydrogen bonding details

The ability for the dual resolved model to represent correctly the atomistic details is paramount in assessing its per-
formance, and the most important atomistic property present in the system is the hydrogen bonding. Hydrogen bonds are
formed between a donor oxygen sharing its bonded hydrogen with an acceptor oxygen. These bonds can be characterised
by their hydrogen-acceptor distance (roy) and the O-H-O angle (6oyo). By giving a probability distribution as a function of
these two quantities: P (0, roy), for the atomistic and the dual resolved version of the model, we can directly compare the
two descriptions. These probabilities are plotted in Fig. 4. Clearly visible in all models is the population of hydrogen bonds
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Fig. 3. Comparison of the backbone dihedral angles across the different models tested: aUA (green dashed line), drUA (green o), aAA (red solid line), drAA
(red ©). 180° represents a trans configuration. Uses same legend as Fig. 2.
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Fig. 4. Comparison of the angle and length of hydrogen bonds in dual resolved and atomistic models for the AA system (left column) and UA system
(right column). The top panels show the atomistic results in red, the dual resolved results are below in blue, while the bottom panels show the difference
between these two. Red areas indicate a higher probability in the atomistic model while blue areas indicate a higher probability in the dual resolved model.
Note that the scale of the UA map in the bottom right plot (Delta) is a tenth of the AA map. (For interpretation of the colours in the figures, the reader is
referred to the web version of this article.)

at just under 0.2 nm and around 170 degrees. At distances larger than 0.4 nm there is a repeating chevron pattern, which
is evidence of the extended structure in the system caused by hydrogen bonding. Considering the differences between the
dual resolved and the atomistic versions of each model (“Delta” panels at bottom of Fig. 4), we can clearly see that the aAA
model has slightly shorter hydrogen bonds than its dual-resolved counterpart. The corresponding dual resolved description
obtained starting from the aUA model is able to more accurately recreate the hydrogen bonding network.

3.4. Analysis of the dynamic properties

The self-diffusivity of molecules, D, as defined according to the Einstein relation can be written as:

_ 2
D= lim (r(t) — r(0))?)

t—-+00 6t (an

where the angular bracket refers to the ensemble average. The squared quantity in previous equation is the Mean Squared
Displacement of a molecule MSD(t) = (r(t) — r(0))? and is plotted in Fig. 5. The measured diffusivities are 0.012, 0.003, 0.47
and 0.53 x 107> cm? s~! for the aAA, drAA, aUA and drUA models respectively. The difference in the diffusion coefficient
between UA and AA was already reported in literature for the octanol with the OPLS force-field [61], where it was shown
that the modification of the partial charges has a significant effect on the dynamics of the molecular models.

Typically, CG particles exhibit much faster diffusion than the corresponding atomistic ones, often by an order of mag-
nitude. This effect is generally attributed to the flatter potential energy landscape the CG particles are moving through.
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Fig. 5. Comparison of the self-diffusivity of octanol molecules across the different models tested: aUA (green dashed line), drUA (green o), aAA (red solid
line), drAA (red ©). (For interpretation of the colours in the figure, the reader is referred to the web version of this article.)
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Fig. 6. On the left: Velocity Autocorrelation Function (VACF) across the different models tested: aUA (green dashed line), drUA (green o), aAA (red solid
line), drAA (red ¢). On the right: detail of the VACF in the region 0.2 — 1 ps. (For interpretation of the colours in the figures, the reader is referred to the
web version of this article.)

Taking as a comparison the diffusion coefficients of the two atomistic models analysed here, our results show that the drUA
model has only a modest increase in the diffusion coefficient, while the drAA model is diffusing nearly four times slower.
In order to have a better understanding of this effect, we look at the rate at which the velocity of the molecules changes,
by calculating the Velocity Autocorrelation Function, (VACF), Cy. Cy is defined as

Cyv(t) = (vem(to +t) - vem(to)) (12)

where vcy is the velocity of the centre of mass of the molecule and the average is with respect many starting time tg. The
VACF was then averaged over all the molecules, and is reported in Fig. 6. The large negative well for the drAA model at
around 0.5 ps is caused by the short-time vibrations backwards and forwards of the atoms and pseudo-beads that reverse
their velocity at the end of each oscillation before diffusing. The drAA model shows the deepest negative well related to
this backscattering. These oscillations are usually more prominent in systems with strong intermolecular interactions and
that diffuse more slowly. If we look at the RDFs reported in Fig. 2 we can notice that the pseudo-beads of the alkyl chain
(Y and Z) are consistently slightly more packed in the drAA model than in the other models (e.g. the first peak of the
corresponding RDFs is slightly shifted at shorter distances and show higher intensity). Moreover, the density of the drAA
model is the highest among the models presented here (see section 3.2). This effect could explain the reduced diffusion of
the drAA model compared to the other ones. However, we want to stress here that the difference in the diffusion coefficients
is not as dramatic as for standard mono-resolved atomistic models.

3.5. Hydrogen bond lifetimes

To evaluate the dynamics on a shorter length-scale, we consider the rate at which hydrogen bonds break, which is
described by the time autocorrelation of the hydrogen bonds, Cp (t). Cy(t) is defined as

> hij(to)hij(to +£)
Cy(t) = ,
no < >ij hij (to)?

where h;j(t) represents the population of hydrogen bonds at time t. For the continuous definition of lifetime, once a given
hydrogen bond has broken it cannot later reform. Hydrogen bonds were geometrically defined between a donor oxygen, its
hydrogen and an acceptor oxygen when, i) the hydrogen had a distance of less than 0.3 nm from the acceptor, ii) the O-H-O
angle was greater than 130 degrees [62].

The time evolution of hydrogen population was extracted by using trajectories of 250 ps, with trajectory frames being
saved every 0.01 ps. The lifetimes of hydrogen bonds were then measured and plotted in Fig. 7 and from the latter hydrogen
bond lifetime, 7y, can then be calculated through numerical integration as:

(13)
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Fig. 7. Comparison of the continuous hydrogen bond lifetime correlation across the different models tested: aUA (green dashed line), drUA (green o), aAA
(red solid line), drAA (red ¢). Note that the y axis is log scaled . (For interpretation of the colours in the figure, the reader is referred to the web version of
this article.)
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Fig. 8. Comparison of the estimated number of nonbonded pairs in each model with the full atomistic model (left) and the full coarse-grained model (right).
Atomistic interactions are shown on top in blue, coarse interactions below in green and finally intramolecular atomistic pairs in orange . (For interpretation
of the colours in the figure, the reader is referred to the web version of this article.)

TH:f(CH(t)—CH(t—> 00)) dt. (14)
0

This yields a value of lifetimes of 4.26 and 4.32 ps for aAA and drAA models respectively, and 2.93 and 2.97 ps for
aUA and drUA models respectively. Unlike our previous work [36] where both the small and large scale dynamics had been
affected by the coarse-graining of an atomistic model, here the lifetimes show no significant difference.

4. Computational cost of dual resolved models

Now that the ability of these models to recreate atomistic results has been discussed, our attention can be turned to
their computational performance. As stated in the introduction of this paper, one of the main motivations of building this
type of models is to reduce the computational cost of performing simulations.

The computational performances of a coarse-grained model was investigated in [63] where the authors consider three
contributions: the ratio between atomistic and coarse-grained number of pair interactions, the speed up of the dynamics
in coarse-grained models and the increase in the time step achievable in CG simulations. These three effects must be
considered carefully in dual-resolved models because: i) the time step in a dual-resolved model is the same of the atomistic
one (i.e. the smallest degree of freedom is still the vibration of atoms), ii) the speed-up of the dynamics is reduced with
respect to full CG simulations due again to the presence of the atoms, which slows down the dynamics of the beads [31].
Therefore, in our case the gain in computational time is dominated only by the reduction of the number of pair interactions
in the system. Thus, the most straightforward metric to estimate the difference in computational cost is to evaluate the
difference between the total number of pairwise interactions, Npgirs, that must be considered in both simulations. This
latter quantity can be estimated as

4
Npairs ~ 37 (MFG;OFGr?ut,FG + Mvspvsrfur,vs) + Nintra- (15)

We note that this equation reduces to the relation considered in Eq. 8 in [63], when a single “type” of particle is considered,
i.e. when there is a single cut-off in the system. In eq. (15), M refers to the number of particles of each scale in the system,
p refers to the number density, r¢y is the interaction cutoff and Njprq is the number of intramolecular pairwise interactions.
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Here, we assume that the distribution of particles in the system is uniform. With pairwise interactions taking the majority
of time in performing simulations [43], Npgirs can act as a rough estimate of the computational cost of a model. The result
of eq. (15) is shown in Fig. 8, and immediately becomes clear the reduced computational cost of the dual resolved versions
for both the all-atoms and united-atoms models. The intramolecular pairs are only visible in the drAA model, and represent
6.2% and 2.6% of the total number of pairs for the AA and UA models respectively. Finally, the right panel of Fig. 8 makes
a comparison against a pure CG model, showing that the AA and UA models are roughly three times more computational
expensive.

The better performances of dual resolved models with respect their fine-grained versions, in terms of theoretical scaling
behaviour, come from the obvious fact that the former has less pair interactions than the latter. However, the performances
of dual resolved models can be increased even further. Once the position of the virtual sites has been determined, the
pairwise interactions in the fine and coarse-grained domains can be solved independently. This opens up extra possibilities
for parallelisation through solving the two domains on different compute nodes, similar to how PME electrostatics are
treated [64]. Some care is required however, as depending on the relative numbers of coarse and fine interactions, this
may result in load imbalance between the two domains. Another possibility is the use of a multiple time step scheme
[65,66], where the interactions between VS could be evaluated at a reduced frequency, and indeed this has been shown to
be possible for dual resolved models [32].

It is important to point out that the analysis on the speed-up should also take into account other aspects than com-
putational cost, as the reduction in the number of degrees of freedom improves also the efficiency in exploring the
conformational space as shown in [36]. However, the analysis presented here represents a good estimate as a lower bound
evaluation of the computational efficiency.

5. Conclusions

We have presented a framework for constructing mixed resolution models to be simulated with the Gromacs molecular
dynamics package but that can be easily extended to other molecular simulation packages which could handle virtual
sites. The procedure was applied to two atomistic models of the octanol, united and all-atom. The interactions between
the Virtual Sites are obtained through the IBI procedure, which was conducted including the pressure correction iterations.
Overall, the resulting structural agreement between the dual resolved and atomistic versions of each model were satisfactory.
The hydrogen bonding structures were also quite well represented in the dual resolved models, with the drUA showing
better agreement with its corresponding fine grained version. The structural results are really promising, showing that
the combination of the IBI and the atomistic description can be easily obtained, paving the way for applications in more
complicated systems. Short scale dynamic behaviour was correctly captured in both models, however bulk diffusion was
well reproduced only for one of the dual-resolved model. The hybrid model developed from the all atoms force field showed
smaller diffusion coefficient that the fully atomistic counterpart. This (fairly small) discrepancy was attributed to the higher
density of the drAA system.

Overall the procedure proposed here is relatively easy (the coarse-grained interactions are developed directly using the
atomistic model) and preserves the full atomistic structure of the system (including structure and dynamics of the hydrogen
bond network) saving in computational cost at least 50% of the computational time.
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