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Martin Schechter ∗

Department of Mathematics, University of California,

Irvine, CA 92697-3875, U.S.A.

January 26, 2015

Abstract

We consider periodic solutions for superlinear second order non-autonomous
dynamical systems including both kinetic and potential terms. We study
the existence of nontrivial and ground state solutions.

1 Introduction

We consider the following problem. One wishes to solve

(1) −ẍ(t) = B(t)x(t) +∇xV (t, x(t)),

where

(2) x(t) = (x1(t), · · · , xn(t))

is a map from I = [0, T ] to R
n such that each component xj(t) is a periodic

function in H1 with period T, and the function V (t, x) = V (t, x1, · · · , xn) is
continuous from R

n+1 to R, continuously differentiable with respect to the xj

with

(3) ∇xV (t, x) = (∂V/∂x1, · · · , ∂V/∂xn) ∈ C(Rn+1,Rn).

For each x ∈ R
n, the function V (t, x) is periodic in t with period T.

We shall study this problem under several sets of assumptions. The elements
of the symmetric matrix B(t) are to be real-valued functions bjk(t) = bkj(t).
Our assumption on B(t) is

∗Mathematics Subject Classification (2000): Primary 35J20, 35J25, 35J60, 35Q55, 35J65,
47J30, 49B27, 49J40, 58E05. Key words and phrases: Critical points, linking, dynamical
systems, periodic solutions.
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(B1) Each component of B(t) is an integrable function on I, i.e., for each j
and k, bjk(t) ∈ L1(I).

This assumption implies that there is an extension D of the operator

D0x = −ẍ(t)−B(t)x(t)

having a discrete, countable spectrum consisting of isolated eigenvalues of finite
multiplicity with a finite lower bound −L

(4) −∞ < −L ≤ λ0 < λ1 < λ2 < . . . < λl < . . . .

Let λl be the first positive eigenvalue of D. We allow λl−1 = 0. Let H be
the set of vector functions x(t) described above. It is a Hilbert space with norm
satisfying

‖x‖2H =
n∑

j=1

‖xj‖2H1 .

We also write

‖x‖2 =

n∑
j=1

‖xj‖2,

where ‖ · ‖ is the L2(I) norm. Define the subspaces M and N of H as,

N =
⊕
k< l

E(λk) , M = N⊥ , H = M ⊕N ,

where E(λk) is the eigenspace of λk. Let

(5) G(x) = d(x)− 2

∫
I

V (t, x) dt,

where d(x) = (Dx, x) (cf. the next section). Let

x(t) = w(t) + v(t), w(t) ∈ M, v(t) ∈ N.

We write

(6) Gλ(x) = λd(w) + d(v)− 2

∫
I

V (t, x) dt, 0 < λ < ∞.

We let Dλ be the operator corresponding to dλ(x) = λd(w) + d(v). We have

Theorem 1.1. Assume

1.
2V (t, x) ≥ λl−1|x|2, t ∈ I, x ∈ R

n.
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2.
V (t, x)/|x|2 → ∞, as |x| → ∞.

3. There are positive constants μ and m such that

2V (t, x) ≤ μ|x|2, |x| ≤ m, x ∈ R
n.

Then the system

(7) Dλx(t) = ∇xV (t, x(t))

has a nontrivial solution for almost all values of λ satisfying λ ∈ [μ/λl,∞).

We now add an assumption which changes ‘almost all’ to ‘all.’

Theorem 1.2. Assume

1.
2V (t, x) ≥ λl−1|x|2, t ∈ I, x ∈ R

n.

2.
V (t, x)/|x|2 → ∞, as |x| → ∞.

3. There are positive constants μ and m such that

2V (t, x) ≤ μ|x|2, |x| ≤ m, x ∈ R
n.

4.

2V (t, x+ y)− 2V (t, x)− (2ry − (r − 1)2x) · ∇xV (t, x)(8)

≥ −W (t), t ∈ I, x, y ∈ R
n, r ∈ [0, 1],

where W (t) ∈ L1(I). Then the system (7) has a nontrivial solution for all values
of λ satisfying λ ∈ [μ/λl,∞).

Let M be the set of all solutions of (7). A solution x is called a “ground
state solution” if it minimizes the functional

(9) Gλ(x) = dλ(x)− 2

∫
I

V (t, x) dt

over the set M.

We have
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Theorem 1.3. Under the hypotheses of Theorem 1.2, system (7) has a ground
state solution for each λ ∈ [μ/λl,∞).

The periodic non-autonomous problem

(10) ẍ(t) = ∇xV (t, x(t)),

has an extensive history in the case of singular systems (cf., e.g., Ambrosetti-
Coti Zelati [1]). The first to consider it for potentials satisfying (3) were Berger
and the author [5] in 1977. We proved the existence of solutions to (7) under
the condition that

V (t, x) → ∞ as |x| → ∞
uniformly for a.e. t ∈ I. Subsequently, Willem [54], Mawhin [25], Mawhin-
Willem [27], Tang [47, 48], Tang-Wu [51, 52], Wu-Tang [55] and others proved
existence under various conditions (cf. the references given in these publica-
tions).

Most previous work considered the case when B(t) = 0. Ding and Girardi
[11] considered the case of (1) when the potential oscillates in magnitude and
sign,

(11) −ẍ(t) = B(t)x(t) + b(t)∇W (x(t)) ,

and found conditions for solutions when the matrix B(t) is symmetric and neg-
ative definite and the function W (x) grows superquadratically and satisfies a
homogeneity condition. Antonacci [3, 4] gave conditions for existence of solu-
tions with stronger constraints on the potential but without the homogeneity
condition, and without the negative definite condition on the matrix. General-
izations of the above results are given by Antonacci and Magrone [2], Barletta
and Livrea [6], Guo and Xu [16], Li and Zou [24], Faraci and Livrea [15], Bo-
nanno and Livrea [7, 8], Jiang [21, 22], Shilgba [39, 40], Faraci and Iannizzotto
[14] and Tang and Xiao [53].

Some authors considered the second order system (1) where the potential
function V (t, x) is quadratically bounded as |x| → ∞. Berger and Schechter
[5] considered the case of (1) where B(t) is a constant symmetric matrix that
is positive definite, and showed existence of solutions when the magnitude of
∇xV (t, x) is uniformly bounded, the potential is strictly convex, and if y(t) is a
T -periodic solutions of the linear system −ÿ = Ay, then there exists a function
x(t) which is weakly differentiable with ẋ ∈ L2(R,Rn) and satisfies

∫ T

0

〈∇xV (t, x(t)), y(t) 〉I dt = 0 .

Han [17] gave conditions for existence of solutions when B(t) was a multiple
of the identity matrix, the system satisfies the resonance condition, and the
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potential has upper and lower subquadratic bounds. Li and Zou [24] considered
the case where B(t) is continuous and nonconstant and the system satisfies the
resonance condition, and showed existence of solutions when the potential is
even and grows no faster than linearly. Tang and Wu [49] required the function
that satisfies the resonance condition to pass through the zero vector, and gave
upper and lower conditions for subquadratic growth of the magnitude of V (t, x)
without the requirement that the potential be even. Faraci [13] considered
the case where for each t ∈ I, B(t) is negative definite with elements that
are bounded but not necessarily continuous and the potential has an upper
quadratic bound as |x| → ∞, showing existence of a solution when the gradient
of the potential is bounded near the origin and exceeds the matrix product in
at least one direction.

The operator D is constructed in Section2. We shall prove Theorem 1.1 in
Section 5 and Theorems 1.2, 1.3 in Section 7. We use linking and sandwich
methods of critical point theory and then apply the monotonicity trick intro-
duced by Struwe in [42, 43] for minimization problems. (This trick was also used
by others to solve Landesman-Lazer type problems, for bifurcation problems,
for Hamiltonian systems and Schrödinger equations.)

The theory of sandwich pairs began in [41] and [34, 35] and was developed
in subsequent publications such as [36, 37].

2 The operator D
In proving our theorems we shall make use of the following considerations.

We define a bilinear form a(·, ·) on the set L2(I,Rn)× L2(I,Rn),

(12) a(u, v ) = ( u̇, v̇ ) + (u, v ).

The domain of the bilinear form is the set D(a) = H, cosisting of those periodic
x(t) = (x1(t), · · · , xn(t)) ∈ L2(I,Rn) having weak derivatives in L2(I,Rn). H
is a dense subset of L2(I,Rn). Note that H is a Hilbert space. Thus we can
define an operator A such that u ∈ D(A) if and only if u ∈ D(a) and there
exists g ∈ L2(I,Rn) such that

(13) a(u, v ) = ( g, v ), v ∈ D(a).

If u and g satisfy this condition we say Au = g.

Lemma 2.1. The operator A is a self-adjoint operator from L2(I,Rn) to L2(I,Rn).
It is one-to-one and onto.

Proof. Let f ∈ L2(I,Rn). Then

(v, f) ≤ ‖v‖ · ‖f‖ ≤ ‖v‖H‖f‖, v ∈ H.
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Thus (v, f) is a bounded linear functional on H. Since H is complete, there is a
u ∈ H such that

(u, v)H = (f, v), v ∈ H.

Consequently, u ∈ D(A) and Au = f. Moreover, if Au = 0, then

(u, v)H = 0, v ∈ H.

Thus, u = 0. Hence, A is one-to-one and onto.

For any two functions x, y ∈ D(A),

(14) (Ax, y ) = ( ẋ, ẏ ) + (x, y ) = (x,Ay ) .

Thus, A is symmetric. It is now easy to show that D(A) ⊂ D(a) is also a dense
subset of L2(I,Rn). In fact, if f ∈ L2(I,Rn) satisfies (f, v) = 0 ∀v ∈ D(A),
then w = A−1f satisfies (w,Av) = (Aw, v) = 0 ∀ v ∈ D(A). Since A is onto,
w = 0. Hence , f = Aw = 0.

Next, we show that A is self-adjoint. Consider any u, f ∈ L2(I,Rn), and
suppose for any v ∈ D(A),

(15) (u,Av ) = ( f, v ) .

Since A is onto and f ∈ L2(I,Rn), there exists w ∈ D(A) such that Aw = f .
Then using (14),

(u− w,Av ) = ( f, v ) − (Aw, v ) = 0 .

Since u− w ∈ L2(I,Rn), we can find a v ∈ D(A) such that Av = u− w, and

‖u − w‖2 = 0.

This implies u = w in the space L2(I,Rn), and therefore u ∈ D(A). Hence,
Au = Aw = f.

Lemma 2.2. The essential spectrum of A is the null set.

Proof. By Lemma 2.1, A is linear, self-adjoint, and onto L2(I,Rn).
Next, we note that

‖A−1f ‖ ≤ ‖f‖ .

To see this, let f = Au. Then u = A−1f, and

(u, v)H = (f, v), v ∈ H.

Thus,
‖u‖2H ≤ ‖f‖ · ‖u‖ ≤ ‖f‖ · ‖u‖H .

Hence, ‖u‖ ≤ ‖f‖.
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Now we show that the inverse operator A−1 is compact on L2(I,Rn). Let
(uk) be a bounded sequence in L2(I,Rn), and let C > 0 satisfy for each k,
‖uk‖ ≤ C. By applying the inverse operator, let (xk) be the sequence such that
for each k, Axk = uk. From the above statements, for each k, ‖xk‖ ≤ C. From
the definition of the operator A, for any x ∈ D(A),

(Ax, x ) = ( ẋ, ẋ ) + (x, x ) = ‖x‖2H ≥ 0 .

Hence, K = A−1 is a positive compact operator, and the eigenvalues μk of K
are denumerable and have 0 as their only possible limit point. The eigenfunc-
tions φk of K are also eigenfunctions of K−1 = A and satisfy

Aφk =
1

μk
φk .

Since the values μk are bounded and have no limit point except 0, there are
no limit points of the set (1/μk) and the essential spectrum of A is the null
set.

We will use two theorems of Schechter [30] on bilinear forms to prove Lemma
2.5.

Theorem 2.3. Let a(·, ·) be a closed Hermitian bilinear form with dense domain
in L2(I,Rn). If for some real number N ,

(16) a(u, u ) + N‖u‖2 ≥ 0 ,

then the operator A associated with a(·, ·) is self-adjoint and σ(A) ⊂ [−N,∞).

Theorem 2.4. Suppose a(·, ·) is a bilinear form satisfying the hypotheses of
Theorem 2.3. Let b(·, ·) be a Hermitian bilinear form such that D(a) ⊂ D(b)
and for some positive real number K, for any u ∈ D(a),

(17) |b(u, u )| ≤ Ka(u, u ) .

Assume that every sequence (uk) ⊂ D(a) which satisfies

(18) ‖uk‖2 + a(uk, uk ) ≤ C

has a subsequence (vj) such that

(19) b( vj − vk, vj − vk ) → 0 .

Assume also that if (18),(19) hold and vj → 0 in the L2(I,Rn) norm, then
b( vj , vj ) → 0. Set

(20) c(u, v ) = a(u, v ) + b(u, v ) .

and let A, C be the operators associated with a, c, respectively. Then

σe(A) = σe(C) .
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Let

(21) b(u, v ) = −
n∑

j=1

n∑
k=1

∫ T

0

(bjk(t) + δjk)uk(t)vj(t) dt

and

(22) d(u, v) = a(u, v) + b(u, v).

We shall prove

Lemma 2.5. The operator D associated with the bilinear form d(·, ·) under
assumption (B1) is self-adjoint. Its essential spectrum is the null set and there
exists a finite real value L such that σ(D) ⊂ [−L,∞). D has a discrete, countable
spectrum consisting of isolated eigenvalues of finite multiplicity with a finite
lower bound -L

(23) −∞ < −L ≤ λ0 < λ1 < λ2 < . . . < λl < . . . .

To show that the bilinear form b(·, ·) is Hermitian, we can use the symmetry
of the matrix B(t) + I to rearrange the order of the finite summation,

b(u, v ) = −
n∑

j=1

n∑
k=1

∫ T

0

(bjk(t) + δjk)uk(t)vj(t) dt

= −
n∑

k=1

n∑
j=1

∫ T

0

(bjk(t) + δjk) vj(t)uk(t) dt

= −
n∑

k=1

n∑
j=1

∫ T

0

(bkj(t) + δkj) vj(t)uk(t) dt

= b( v, u ) .

Also the magnitude of b(u) = b(u, u) is bounded by a multiple of the bilinear
form a(·, ·) and satisfies (17),

|b(u )| ≤ KB‖u‖2L∞(I,Rn)

≤ KB (M‖u‖H)
2

≤ KB ·M2‖u‖2H = Ka(u ) .(24)

Consider a sequence (xk) ⊂ D(A) which is bounded by a constant C in the
H norm. Then each term of the sequence satisfies

‖xk‖2 + a(xk ) = 2(xk, xk ) + ( ẋk, ẋk ) ≤ 2‖xk‖2H ≤ 4C2 .

Since,

(25) ‖u‖L∞(I,Rn) ≤ C‖u‖H , u ∈ H,
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we can find a subsequence (xk̄) which converges weakly in H and strongly in
L∞(I,Rn) and L2(I,Rn) to some function x ∈ H. Because the subsequence is
convergent in L∞(I,Rn) it is also Cauchy under this norm. As j̄, k̄ → ∞ we
can apply (24) to show this subsequence satisfies (19),

(26) |b(xj̄ − xk̄ )| ≤ KB‖xj̄ − xk̄‖2L∞(I,Rn) → 0 .

If in addition the subsequence (xk̄) converges to zero in L2(I,Rn), the sub-
sequence must also converge in L∞(I,Rn) to the zero function, and

b(xk̄ ) → 0 .

Then the bilinear forms a(·, ·) and b(·, ·) satisfy the conditions of Theorem
2.4. The bilinear form d(·, ·) is the sum of these two bilinear forms as in (20).
By this theorem, the operator D associated with this bilinear form has the
same essential spectrum as the operator A associated with the bilinear form
a(·, ·).Now we show that for any constant ε > 0 there exists a positive constant
Kε such that

(27) | b(x ) | ≤ ε‖ẋ‖2 + Kε‖x‖2 x ∈ D(A).

We can use (24) to find a constant KB , and for any ε > 0, let ξ = ε/KB . Then
there is a constant Cξ which satisfies

| b(x ) | ≤ KB‖x‖2L∞(I,Rn)

≤ KB

(
ε

KB
‖ẋ‖2 + Cξ‖x‖2

)

≤ ε‖ẋ‖2 +
(
KB · Cξ‖x‖2

)
.

Setting Kε = KB · Cξ gives the stated inequality.To show d(·, ·) is closed, first
apply (27) with ε = 1/2. Thus there is a constant C0 such that

(28) | b(u ) | ≤ 1

2
a(u ) + C0‖u‖2 .

Now suppose a sequence (uk) ⊂ D(d) satisfies

(29) d(uj − uk ) → 0 ,

and (uk) → u in L2(I,Rn). The sequence is Cauchy in L2(I,Rn) and as j, k
increase

‖uj − uk ‖2 → 0 .

Suppose that u /∈ D(d). Because the domains of d(·, ·) and a(·, ·) are the same,
u /∈ D(a). We have shown above that a(·, ·) is closed, so the sequence cannot
be Cauchy and as j, k increase a(uj −uk ) does not approach zero. But by (29),

a(uj − uk ) + b(uj − uk ) → 0 .
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Applying the inequality in (28) bounds the magnitude of each b(·, ·) term, and
since a(u, u) ≥ 0, the following inequality is satisfied,

a(uj − uk ) + b(uj − uk ) ≥ 1
2a(uj − uk ) − C0‖uj − uk‖2 .

Adding the last term to both sides leaves only the positive bilinear form on the
right side,

a(uj − uk )+ b(uj − uk ) + C0‖uj − uk‖2
≥ 1

2a(uj − uk )

≥ 0 .

As j, k increase the left side of this equation approaches zero so the center term
must also approach zero, a contradiction to the statement above. Therefore,
u ∈ D(a) = D(d), and d(·, ·) is also a closed bilinear form.

Next we show that there exists a positive constant N such that for any
x ∈ D(a),

(30) d(x ) + N‖x‖2 ≥ 0 .

For any positive constant ε > 0 we can find Kε which satisfies (27) and thereby
find a lower bound for b(x , x ),

a(x ) + b(x ) + N‖x‖2 ≥ a(x ) − ε‖ẋ‖2 − Kε‖x‖2.

We have shown that d(·, ·) is closed, and as the sum of two Hermitian bilinear
forms, d(·, ·) is clearly Hermitian. Its domain is dense in L2(I,Rn) and the N in
(30) satisfies the conditions of Theorem 2.3, so the operator D associated with
this bilinear form is self-adjoint and has its spectrum bounded below by −N .
We have shown that the essential spectrum of this operator is the null set, so
the spectrum is discrete and we can number the eigenvalues in increasing order,
and each eigenvalue is of finite multiplicity.

3 Linking

In proving the theorems, we shall make use of the following results of linking.
Let E be a Banach space. The set Φ of mappings Γ(t) ∈ C(E × [0, 1], E) is to
have following properties:

a) for each t ∈ [0, 1),Γ(t) is a homeomorphism of E onto itself and Γ(t)−1 is
continuous on E × [0, 1)

b) Γ(0) = I

c) for each Γ(t) ∈ Φ there is a u0 ∈ E such that Γ(1)u = u0 for all u ∈ E and
Γ(t)u → u0 as t → 1 uniformly on bounded subsets of E.
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d) For each t0 ∈ [0, 1) and each bounded set A ⊂ E we have

sup
0≤t≤t0
u∈A

{‖Γ(t)u‖+ ‖Γ−1(t)u‖} < ∞.

A subset A of E links a subset B of E if A ∩ B = φ and, for each Γ(t) ∈ Φ,
there is a t ∈ (0, 1] such that Γ(t)A ∩B �= φ.

Theorem 2.1.1 of [31] states:

Theorem 3.1. Let G be a C1-functional on E, and let A,B be subsets of E
such that A links B and

a0 := sup
A

G ≤ b0 := inf
B

G.

Assume that
a := inf

Γ∈Φ
sup

0≤s≤1
u∈A

G(Γ(s)u)

is finite. Then there is a sequence {uk} ⊂ E such that

G(uk) → a, G′(uk) → 0.

If a = b0, then we can also require that

d(uk, B) → 0.

In our case
a = a(λ) := inf

Γ∈Φ
sup

0≤s≤1
u∈A

Gλ(Γ(s)u).

4 The parameter problem

Let E be a reflexive Banach space with norm ‖ · ‖. Suppose that G ∈ C1(E,R)
is of the form: G(u) := I(u)−J(u), u ∈ E, where I, J ∈ C1(E,R) map bounded
sets to bounded sets. Define

Gλ(u) = λI(u)− J(u), λ ∈ Λ,

where Λ is an open interval contained in (0,+∞). Assume one of the following
alternatives holds.

(H1) I(u) ≥ 0 for all u ∈ E and I(u) + |J(u)| → ∞ as ‖u‖ → ∞.

(H2) I(u) ≤ 0 for all u ∈ E and |I(u)|+ |J(u)| → ∞ as ‖u‖ → ∞.
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(H3) There are sets A,B such that A links B and

(31) a0 := sup
A

Gλ ≤ b0 := inf
B

Gλ

for each λ ∈ Λ. a(λ) := infΓ∈Φ sup 0≤s≤1
u∈A

Gλ(Γ(s)u) is finite for each λ ∈ Λ.

Theorem 4.1. Assume that (H1)( or (H2)) and (H3) hold. Then we have
For almost all λ ∈ Λ there exists a bounded sequence uk(λ) ∈ E such that

‖G′
λ(uk)‖ → 0, Gλ(uk) → a(λ) := inf

Γ∈Φ
sup

0≤s≤1
u∈A

Gλ(Γ(s)u) as k → ∞.

5 Proof of Theorem 1.1

We now give the proof of Theorem 1.1. Let

I(x) = d(w), J(x) = −d(v) + 2

∫
I

V (t, x(t)) dt.

Thus,

(32) Gλ(x) = λI(x)− J(x), x ∈ H.

We claim that
I(x) + J(x) → ∞ as ‖x‖H → ∞.

This says

d(w)− d(v) + 2

∫
I

V (t, x) → ∞, ‖x‖H → ∞.

To see this, let ‖xn‖H → ∞ and x̃n = xn/‖xn‖H . Then there is a renamed
subsequence such that x̃n → x̃ weakly in H, strongly in L∞(I) and a.e. in I.
Let Ω0 be the set where x̃ �= 0. Then |xn(t)| → ∞ for t ∈ Ω0. If Ω0 has positive
measure, we have ∫

I

2V (t, xn)

‖xn‖2H
dt =

∫
I

2V (t, xn)

x2
n

|x̃n|2dt

≥
∫
Ω0

2V (t, xn)

x2
n

|x̃n|2dt+ λl−1

∫
I\Ω0

|x̃n|2 dt → ∞.

On the other hand, if the measure of Ω0 is 0, then x̃ = 0 a.e. in L∞(I). Hence,
x̃n → 0 in L∞(I). Since

‖x̃n‖2H = d(w̃n)− d(ṽn) + ‖g̃n‖2 = 1,

where g̃n is the projection of x̃n into E(0) when λl−1 = 0, and d(ṽn) → 0,
‖g̃n‖2 → 0, we have d(w̃n) → 1. In this case,∫

I

2V (t, xn)

‖xn‖2H
dt =

∫
I

2V (t, xn)

x2
n

|x̃n|2dt ≥ λl−1

∫
I

|x̃n|2 dt → 0.
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Thus,

lim inf [d(w̃)− d(ṽ) +

∫
I

2V (t, x)

‖x‖2H
dt] ≥ 1, ‖x‖H → ∞.

Let λ > μ/λl and take γ > λλl, γ > λl−1. Then there is a K > 0 such that

2V (t, x) ≥ γ|x|2, |x| > K.

Thus,

2

∫
I

V (t, x(t)) ≥ γ

∫
|x(t)|>K

|x(t)|2 + λl−1

∫
|x(t)|<K

|x(t)|2

= γ

∫
I

|x(t)|2 − (γ − λl−1)

∫
|x(t)|<K

|x(t)|2.

Consequently,

2

∫
I

V (t, x(t)) ≥ γ‖x‖2 −Q,

where
Q = (γ − λl−1)K

2T.

Note that there is a positive ρ > 0 such that

|x(t)| < m

when ‖x‖H = ρ. In fact, we have |x(t)| ≤ c0‖x‖H . If x ∈ M, then

Gλ(x) = dλ(x)− 2

∫
I

V (t, x) dt ≥ d(x)[λ− μ‖x‖2
d(x)

] > ε > 0.

Let
y(t) = v + sw0,

where v ∈ N, s ≥ 0, and w0 ∈ M is an eigenfunction of D corresponding to λl.
Consequently,

Gλ(y) = s2λd(w0) + d(v)− 2

∫
I

V (t, y(t)) dt

≤ λλls
2‖w0‖2 + λl−1‖v‖2 − γ‖y‖2 +Q

≤ (λl−1 − γ)‖v‖2 + (λλl − γ)s2‖w0‖2 +Q

→ −∞ as s2 + |v|2 → ∞.

On the other hand, if s = 0, we have

Gλ(v) ≤ λl−1‖v‖2 − 2

∫
I

V (t, v(t)) ≤ 0.

13



Take

A = {v ∈ N : ‖v‖H ≤ R} ∪ {sw0 + v : v ∈ N, s ≥ 0, ‖sw0 + v‖H = R},
B = ∂Bρ ∩M, 0 < ρ < R.

By Example 3, p.38, of [31], A links B. Moreover, if R is sufficiently large,

(33) sup
A

Gλ ≤ 0 < ε ≤ inf
B

Gλ.

We may now apply Theorem 4.1 to conclude that that for almost all λ ∈
[μ/λl, γ/λl] there is a bounded sequence {x(k)} ⊂ H such that

(34) Gλ(x
(k)) = dλ(x

(k))− 2

∫
I

V (t, x(k)(t)) dt → c ≥ ε > 0,

(35) (G′
λ(x

(k)), z)/2 = dλ(x
(k), z)−

∫
I

∇xV (t, x(k)) · z(t) dt → 0, z ∈ H

and

(36) (G′
λ(x

(k)), x(k))/2 = dλ(x
(k))−

∫
I

∇xV (t, x(k)) · x(k) dt → 0.

Since
ρk = ‖x(k)‖H ≤ C,

there is a renamed subsequence such that x(k) converges to a limit x ∈ H weakly
in H and uniformly on I. From (35) we see that

(G′
λ(x), z)/2 = dλ(x, z)−

∫
I

∇xV (t, x(t)) · z(t) dt = 0, z ∈ H,

from which we conclude easily that x is a solution of (7). Moreover, (36) implies

(37) dλ(x
(k)) →

∫
I

∇xV (t, x) · x dt = dλ(x).

Consequently,

(38) x(k) → x

strongly in H. This means that

(39) Gλ(x) = dλ(x)− 2

∫
I

V (t, x) dt = c ≥ ε > 0.

But

Gλ(0) = −2

∫
I

V (t, 0) dt ≤ 0.

Hence, x(t) �= 0.
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6 Some lemmas

Before proving Theorems 1.2 and 1.3, we shall prove a few lemmas.

Lemma 6.1.
∫
I

[V (t, u)− V (t, rw)+(r2w − 1 + r2

2
u) · ∇xV (t, u)] ≤ C,

u ∈ H, w ∈ M, r ∈ [0, 1], ‖w‖H ≤ ‖u‖H ,

where the constant C does not depend on u,w, r.

Proof. This follows from (8) if we take t = u, and s = rw − u.

Lemma 6.2. If u satisfies G′
λ(u) = 0 for some λ > 0, then there is a constant

C independent of u, λ, r such that

(40) Gλ(rw)− r2(Dv, v)−Gλ(u) ≤ C

for all r ∈ [0, 1], where w,v are the projections of u onto M, N, respectively.

Proof. For such u, let u = v + w, where v ∈ N, w ∈ M. Then

(G′
λ(u), g)/2 = λ(Dw, g1) + (Dv, g2)−

∫
g · ∇xV (t, u) = 0

for every g ∈ H, where g1, g2 are the projections of g onto M,N, respectively.
Take

g = (r2 + 1)v − (r2 − 1)w = (r2 + 1)u− 2r2w.

Then we have

Gλ(rw)− r2(Dv, v)−Gλ(u) = λ(r2 − 1)(Dw,w)− (Dv, v)

+λ(Dw, g1) + (Dv, g2)− r2(Dv, v)

+

∫
I

[2V (t, u)− 2V (t, rw)− g · ∇xV (t, u)] dx

=

∫
I

[2V (t, u)− 2V (t, rw)− ((r2 + 1)u− 2r2w) · ∇xV (t, u)] dx

≤ C

by Lemma 6.1.

Lemma 6.3. For each K > λ0 = μ/λl, there exists constants C1 > η > 0 such
that η ≤ a(λ) ≤ C1 for λ0 ≤ λ ≤ K.

Proof. Cf. the proof of Theorem 1.1.
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7 The remaining proofs

Proof of Theorem 1.2. Let λ0 = μ/λl and ν < ∞. By Theorem 1.1, for a.e.
λ ∈ (λ0, ν), there exists uλ such that G′

λ(uλ) = 0, Gλ(uλ) = a(λ) ≥ a(λ0).
Let λ satisfy λ0 ≤ λ < ν. Choose λn → λ, λn > λ such that there exists xn

satisfying
G′

λn
(xn) = 0, Gλn(xn) = a(λn) ≥ a(λ0).

Therefore, ∫
I

2V (t, xn)

‖xn‖2H
dt ≤ C.

Now we prove that {xn} is bounded. If ‖xn‖H → ∞, let x̃n = xn/‖xn‖H . Then
there is a renamed subsequence such that x̃n → x̃ weakly in H, strongly in
L∞(I) and a.e. in I. Let Ω0 be the set where x̃ �= 0. Then |xn(t)| → ∞ for
t ∈ Ω0. If Ω0 had positive measure, then we would have

C ≥
∫
I

2V (t, xn)

‖xn‖2H
dt =

∫
I

2V (t, xn)

x2
n

|x̃n|2dt

≥
∫
Ω0

2V (t, xn)

x2
n

|x̃n|2dt+ λl−1

∫
I\Ω0

|x̃n|2 dt → ∞,

showing that x̃ = 0 a.e. in L∞(I). Hence, x̃n → 0 in L∞(I). Since

‖x̃n‖2H = d(w̃n)− d(ṽn) + ‖g̃n‖2 = 1,

where g̃n is the projection of x̃n into E(0) when λl−1 = 0, and d(ṽn) → 0,
‖g̃n‖2 → 0, we have d(w̃n) → 1. For any s > 0 and hn = sx̃n, we have

(41)

∫
I

V (t, hn) dt →
∫
I

V (t, 0) dt = 0.

Take rn = s/‖xn‖H → 0. By Lemma 6.2

(42) Gλn(rnwn)− r2n(Dvn, vn)−Gλn(xn) ≤ C.

Hence,

(43) Gλn(sw̃n)− s2(Dṽn, ṽn) ≤ C ′.

But

Gλn(sw̃n)− s2(Dṽn, ṽn) = λns
2(Dw̃n, w̃n)− s2(Dṽn, ṽn)

−2

∫
I

V (t, sw̃n)

≥ s2(λd(w̃n)− d(ṽn))− 2

∫
I

V (t, sw̃n)

→ λs2
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by (41). This implies

Gλn(sw̃n)− s2(Dṽn, ṽn) → ∞ as s → ∞,

contrary to (43).
This contradiction shows that ‖xn‖H ≤ C. Then there is a renamed subse-

quence such that xn → x weakly in H, strongly in L∞(I) and a.e. in I. It now
follows that for the bounded renamed subsequence,

G′
λ(xn) → 0, Gλ(xn) → a(λ) ≥ a(λ0).

We can now apply Theorem 3.4.1 in [31, p. 64] to obtain the desired solution.

Proof of Theorem 1.3. We may assume λ = 1. By the previous proof, M �= φ.
Let

α = inf
M

G(x).

There is a sequence {x(k)} ∈ M such that

(44) G(x(k)) = d(x(k))− 2

∫
I

V (t, x(k)(t)) dt → α,

(45) (G′(x(k)), z)/2 = d(x(k), z)−
∫
I

∇xV (t, x(k)) · z(t) dt = 0, z ∈ H

and

(46) (G′(x(k)), x(k))/2 = d(x(k))−
∫
I

∇xV (t, x(k)) · x(k) dt = 0.

By the previous proof, there is a renamed subsequence such that

ρk = ‖x(k)‖H ≤ C.

Hence, there is a renamed subsequence such that x(k) converges to a limit x ∈ H
weakly in H and uniformly on I. From (44) and (45) we see that

(47) G(x) = d(x)− 2

∫
I

V (t, x(t)) dt ≤ α,

and

(G′(x), z)/2 = d(x, z)−
∫
I

∇xV (t, x(t)) · z(t) dt = 0, z ∈ H,

from which we conclude easily that x is a solution of (1). Hence, x ∈ M and
G(x) = α. This completes the proof.
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