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Abstract. Polynomial sequence { P, },,>0 is g-logarithmically concave if P2 —
P41 Pn—1 is a polynomial with nonnegative coeflicients for any m > 1. We
introduce an analogue of this notion for formal power series whose coefficients
are nonnegative continuous functions of parameter. Four types of such power
series are considered where parameter dependence is expressed by a ratio of
gamma functions. We prove six theorems stating various forms of g-logarithmic
concavity and convexity of these series. The main motivating examples for
these investigations are hypergeometric functions. In the last section of the
paper we present new inequalities for the Kummer function, the ratio of the
Gauss functions and the generalized hypergeometric function obtained as direct
applications of the general theorems.
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1. Introduction. We adopt the standard notation N for the set of positive integers, Ny := NU{0},
R will stand for reals and R for nonnegative reals. The gamma function I'(x) was introduced by
Leonard Euler who also demonstrated that its second logarithmic derivative is positive for positive
values of z. In modern language this means that I'(x) is logarithmically convex (i.e. its logarithm
is a convex function). A sum of log-convex functions can be shown to be log-convex using Hélder
inequality or a theorem of Montel [21, Theorem 1.4.5.2]. Additivity implies then that the (finite
or infinite) sum f(u;z) := 3. fil (1 + k)z* is logarithmically convex function of u for fixed x > 0
once the coefficients fi are assumed to be nonnegative. It is not difficult to see that much more
is true [17, Theorem 2]: the formal power series f(u;z)f(u+ o+ G;x) — f(u+ o5 2) f(u + B )
has nonnegative coefficients at all powers of x if a, 3 > 0. In [14] we considered a similar problem
for the series g(u;x) := > gp{I'(1 + k)} ~'2¥. Here each term is log-concave function of u, so
that lack of additivity of logarithmic concavity does not allow to draw any immediate conclusions
about the sum. We have demonstrated, however, that the sequence {g(u; )} en is log-concave
for fixed x > 0 if the sequence of coefficients {gx}ren is log-concave. Moreover, in this case
g(u;x)g(p + o+ B;2) — g(p + a;x)g(p + B; ) has nonnegative coefficients at all powers of x if
a, 3 € N. The two sums above can be generalized naturally to series in product ratios of gamma
function having the form (3) below. Several known questions in financial mathematics [5, 6],
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multidimensional statistics [30], probability [24] and special functions [3, 4, 12] reduce to or depend
on log-convexity or log-concavity of special cases of such generalized series. Similar coeflicient-wise
positivity of product differences is also important in combinatorics. The following definition is
attributed to Richard Stanley [28, p.795]. A sequence of polynomials {P,,(q)}m>0 is said to be
g-log-concave if

Pm(‘])2 — Pry1(q) Pr-1(q)

is a polynomial with nonnegative coefficients for any m > 1. It is strongly g-log-concave if

Pr(@)Pa(q) — Pm1(q) Pr—1(q)

is a polynomial with nonnegative coefficients for all m > n > 1. The latter notion was introduced
by Sagan [28]. Many sequences of combinatorial polynomials especially those related to g-calculus
possess these properties (see [8, 28] for details and references). We will need extensions of these
notions to families of formal power series. To be consistent with the standard definitions of log-
concavity and Wright log-concavity [22, Chapter 1.4], [26, Section 1.1] and to make our formulations
more compact, we found it reasonable to change the combinatorial terminology slightly. We decided
to keep the letter ”’¢” in our definitions to retain a connection to combinatorial terminology, while
the argument is changed to x to avoid confusion with g-calculus. Suppose

Flusz) =" fulp)a® (1)
k=0

is a formal power series with nonnegative coefficients which depend continuously on a nonnegative
parameter .
Definition. The family {f(u;x)},>0 is Wright g-log-concave if formal power series

bule, Bix) = f(p+ s x) f(p+ Bx) — f(us o) f(p+ o+ 55 x) (2)

has nonnegative coefficients at all powers of x for all pu,, 8 > 0. If this property only holds for
a € N and all p1, 8 > 0 we will say that {f(u; x)},>0 is discrete Wright ¢-log-concave. Finally,
{f(w; x)},>0 is discrete g-log-concave if ¢, (o, §; ) has nonnegative coefficients at all powers of
zforaeN, 3>a—1andall p>0.

If each function f: Ry — Ry is associated with the family of formal power series { f(u;2)},>0
with fo = f(u) and zero coefficients at all positive powers of x, the above definitions become
consistent with the following standard terminology: p — f(u) is called Wright log-concave on R
if flu+a)f(p+05) > f(p)f(p+a+ ) for all u,a, 5> 0[22, Chapter 1.4], [26, Definition 1.13]; it
is discrete Wright log-concave on R if the above inequality holds for @« € N and all u, 5 > 0 and
discrete log-concave if it holds for « € N, f > o — 1 and p > 0 [14]. For continuous functions Wright
log-concavity is equivalent to log-concavity (i.e. concavity of the logarithm). Discrete Wright log-
concavity implies discrete log-concavity but not vice versa (see details in [14]). All above definitions
also apply if we substitute ”concave” by ”convex”, "non-negative” by "non-positive” and reverse the
sign of all inequalities. In the theory of special functions discrete log-concavity and log-convexity
are also frequently referred to as ”Turan type inequalities” following the classical result of Paul
Turén for Legendre polynomials [31]: [P, (z)]?> > P.—1(7)Py11(z), —1 < @ < 1. Note, however,
that the sequence {P,(x)},>0 is not g-log-concave. General Wright convex functions attracted a
lot of attention recently (see, for instance, [11, 18] and references therein) following a fundamental
result of Ng [23].

If f: Ny — Ry is a sequence, then discrete log-concavity reduces to inequality f,? > fr-1fer1,
k € N. We will additionally require that the sequence {f;}7°, is non-trivial and has no internal
zeros, i.e. fy = 0 implies either fyi; = 0 for all ¢ € Ny or fy—; = 0 for ¢ = 0,1,..., N. Such



sequences are also known as PFy (Pélya frequency sub two) or doubly positive [13]. Clearly, if f
is (Wright) log-concave then 1/f is (Wright) log-convex. Notwithstanding the simplicity of this
relation, several important properties of log-concavity and log-convexity differ. As we already
mentioned above, log-convexity is preserved under addition while log-concavity is not. Further,
log-convexity is a stronger property than convexity whereas log-concavity is weaker than concavity.
Further properties of log-convex and log-concave functions can be found, for instance, in [19, 3E,
16D, 18B], [24, Chapter 2| and [26, Chapter 13].

The questions considered in [14, 17] and in this paper are particular cases of the following
general problem: under what conditions on a nonnegative sequence {f;} and the numbers a;, b;
the series

[l T(ai +p+ek) 4
3
ka T(by + po+ enigh) ®)

is (discrete, Wright) g-log-concave or q—log—convex? Here €, can take value 1 or 0. In particular,
if the ratio fixy1/fx is a rational function of k the series in (3) is hypergeometric (possibly times
some gamma functions) and p represents parameter shift [2, Chapter 2].

The following cases of (3) were treated in [17]: n =1, m =0, =1L, n=m=1,¢ =1,
eg=0,a1=bj;andn=m=1,e1=0,e3=1, a; = by. In [14] we handled n =0, m =1, 1 = 1.
This paper is concerned with the following cases of (3):

(a)n=m=2,e1=1,e0=0,e3=0,e4 =1, a1 = by, ag = bo;

(b)n=m=1,e1 =1, e9 = 1;

(c)n=2,m=1,e1=1,e9=0,e3 =1, ag = by;

(d)nzl,sz, 81:1, 62:0, 63:1, alzbl.

For small values of n and m such as those in (a)-(d) it is easy to determine the conditions
for each term in (3) to be log-convex. By additivity we can then assert the log-convexity of the
function g — f(u;x) when z > 0 is fixed, but not g-log-convexity of any type, i.e. non-positivity
of the Taylor coeflicients of ¢,(«, 3;x) defined in (2) requires a separate proof. If the terms in
(3) are log-concave, even the verification of log-concavity of u — f(u;z) for fixed 2 > 0 becomes
non-trivial. In this paper we verify Wright ¢-log-convexity and discrete g-log-concavity for the
family of power series defined in (3) under restrictions (a)-(d). Our results imply that either
z — ¢u(a, By x) or & — —d,(a, ;) is absolutely monotonic. According to Hardy, Littlewood and
Pélya theorem [24, Proposition 2.3.3] absolute monotonicity of x — ¢, (o, 8;x) implies that this
function is multiplicatively convex:

dula, B2y ) < dula, By 2) (e, Bry)

for A € [0,1]. Curiously, this inequality leads to interesting results even when applied to the simplest
absolutely monotonic function 1 4+ z2. We have

14 220207 < (1422 1+ and 1 420700 < (14 22)172 1 + ).
Multiplying these inequalities and simplifying we obtain
(@02 + @ M? < 2 + 2
which is equivalent to
M (Gr(2,y), Gi-x(2,y)) < Ma(z,y), 2,y >0, 0<A<,

where My (a,b) = /(a2 + b?)/2 is quadratic mean, G (a,b) = a*b' = is weighted geometric mean.

The paper is organized as follows: in section 2 we collect several lemmas repeatedly used in the
proofs; section 3 comprises six theorems constituting the main content of the paper; in section 4
we present several applications and relate them to some known results.



2. Preliminaries. We will need several lemmas which we prove in this section.

Lemma 1 Suppose {f(w;x)}u>0 and {g(p; x)}u>o0 are (discrete, Wright) q-log-concave. Then
{f(p;2)g(p; )} >0 is (discrete, Wright) q-log-concave.

Remark. Lemma 1 holds, in particular, if 4 — g(u) is a log-concave function independent of x.
Proof. We have

flu+asz)g(p+ o5 2) f(p+ Bs2)g(p + B x) — f(s2)g(s ) f (0 + o+ Biz)g(p + o+ Bz) =
g(p+a;z)g(p+ B o) (f(n+ s 2) f(n+ B5z) — f(u; o) f(p + a+ ;7))
+ f( ) f(p+ o+ Bi2)(g(p + a;2)g(p + B52) — g(p; 2)g(p + a + B;2)).

This formula implies the claim of the lemma. [
Lemma 2 Let f be a nonnegative-valued function defined on Ry. Suppose
Pule, B) = fp+ o) fu+B) — f(u)fp+B+a) 20 fora=1 and all p,3 > 0.
Then ¢, (a, ) >0 for allo € N and p, 8 > 0, i.e. p— f(u) is discrete Wright log-concave on Ry.

Proof. The assumptions of the lemma written for the pairs {u, 8}, {u+ 1,5}, {u, 5+ 1} take the
form

flp+Df(p+6) > f(u) flp+ 6+ 1), (4)
flu+2)f(p+B+1) > flp+1)f(p+ 68 +2), (5)
fu+Df(p+B+1) > f()f(p+B+2). (6)

The product of (4) and (5) reads

flu+D)f(u+B8+0)(f(u+B8)f(u+2) — f(u)f(u+B8+2)) >0.

This implies either f(u+ 8)f(1w+2) > f(p)f(p+ B+ 2) which is our claim for a = 2 or f(u+
1)f(p+ B+ 1) = 0 which implies f(p)f(r+ 8+ 2) = 0 according to (6), so that again f(u +
B)f(w+2) > f(pu)f(e+ B +2). Hence, we have demonstrated that ¢,(2,5) > 0. In a similar
fashion ¢, (a, 3) > 0 holds for all @ € N and p, 8 > 0.0

In the above Lemma the function f may or may not be defined by the series (1) - we have not
made any use of the special series structure in the proof. In the next lemma we deal with Wright
g-log-concavity and the series definition becomes important.

Lemma 3 Let f be defined by the series (1) and suppose

bu(L,B52) = f(p+ L) f(n+ Bs2) — f(psx) f(p+ B+ 1)

has nonnegative coefficients at all powers of x for and all pu, 3 > 0. Then ¢, (e, B; x) has nonnegative
coefficients at powers of x for alla € N, 8> a —1 and p > 0.

Proof. Define
Yua(a,b) = f(v;2)° = f(v —a;2) f(v + by @),
By assumptions of the lemma the difference
Gra(@,8) = Gyala = 1,b— 1) = (v — at L) f(v+b— L;2) - f(v - a;2)f(v + biz)
=T M L) f(utatb— L) = f(me) f(p+at )



has nonnegative power series coefficients when v > a, a +b — 1 > 0. Further, for a positive integer
k

flutkiz)f(p+Biz)— f(u) f(p+B+kix) = fv—at+kiz) fv+b—kyz)— f(v—a;2) f(v+b; 2)
= wu,x(aa b) - 1/11/,90(@ - k7 b— k) = (wu,z(av b) - wu,x(a - 17 b— 1))+
(Ypa(a—1,0—1) =Py (a—2,0—2))+ -+ (Ypola—k+1,0—k+1) =t z(a—k,b—k)),
where p =v —a, p+ 8 =v+b—k. We must require v > a, a + b — 1 > 0 for the first parentheses
to have nonnegative power series coefficients, v > a — 1, a + b — 3 > 0 for the second parentheses
to have nonnegative power series coefficients, and soonuptorv >a—-k+1,a+b—2k+1> 0.

These inequalities reduce to u >0 and 6>k —1. O
The next lemma is implied by a much stronger result of Alzer [1, Theorem 10].

Lemma 4 Suppose 0 < min(ay, ag) < min(f1, f2) and ay + as < B1 + P2. Then the function

_ Iz + o)l (z+ ag)

is strictly monotone decreasing on (0,00), except when the sets {a1,as} and {f1, B2} are equal.
Next, we formulate an elementary inequality we will repeatedly use below.
Lemma 5 Suppose u,v,r,s > 0, u = max(u,v,r,s) and uv >rs. Then u+v > 1+ s.

Lemma 5 is a particular case of a much more general result on logarithmic majorization - see
[19, 2.A.b]. See also [14, Lemma 1] for a direct proof.

In the next lemma we say that a sequence has no more than one change of sign if it has the
pattern (— —--- — —00---00 4 +--- + +), where zeros and minus signs may be missing.

Lemma 6 Suppose {fx}7_, has no internal zeros and f2 > fr—1fet1, k= 1,2,...,n—1. If
the real sequence Ao, A1, ..., A, 9 satisfying A, g0 >0 and Y7 Ap > 0 has no more than one
0<k<n/2
change of sign, then
> fefoorAr = 0. (7)

0<k<n/2

Equality is only attained if fr = foo®, a >0, and . Ay = 0.
0<k<n/2

A proof of this lemma is given in [14, Lemma 2].
The generalized hypergeometric function is defined by the series

A
pFQ<B

where we write A = (a1,a2,...,ap), B = (b1,bs,...,b,) for brevity and (a)o = 1, (a), = a(a +
1)---(a+n—1), n > 1, denotes the rising factorial. The series (8) converges in the entire complex
plane if p < ¢ and in the unit disk if p = ¢ + 1. In the latter case its sum can be extended
analytically to the whole complex plane cut along the ray [1,00) [2, Chapter 2]. The series (8) is a
particular case of (3) because (a) =I'(a + k)/I'(a).

The next identity for the Kummer function 1 F} is believed to be new and may be of independent
interest.

_ CBs) — (a)n(az)n - (ap)n
z) =,F, (A;B;z) := Z 0 (b2l (bq)nnlz , (8)

n=0



Lemma 7 The Kummer function I satisfies the following identity:

1Fila+pse+psz)1 Fi(a+ e+ Liz) — 1 Fila+p+ e+ p+ L x)1 Fi(a; ¢ x)

(c—a)x
= 1 F 1; 2; F 1; 1;
c(c+1)(c+u)(c+u+1) [(C+M)(C+M+ )1 1(a+ ;¢ + 7x)1 1(a+,u+ ye+ p+ ,.1‘)

—c(c+ 11 Fi(a+ e+ Lz Fifa+p+ e+ p+2;2)]. (9)

Proof. Apply the easily verifiable contiguous relations
ar
clc+1)
(c—a)x
(c+p)(c+p+1)

1Fi(a;c0) =1 Fi(a;c+ 1) + 1Fi(a+Lic+252),

1Fila+pwe+pz)=1Fi(a+p+1c+p+1;2) — 1Fila+p+ e+ p+2;2)

and
T

c+1

to the corresponding functions on the left hand side of (9). Expanding and collecting similar terms
we can then rewrite the left-hand side of (9) as

1Fi(a+ e+ 1;x) = 1 Fi(a;e+ 1;2) + 1Fi(a+1;¢+2;m)

(c—a)x
cle+1)(c+p)(c+p+1)
—c((c+ 11 Fi(a;e+ Liz)+xFi(a+ Lie+252) 1 Fila+p+ e+ p+2;2)).

(c+p)ctp+nFi(a+ e+ 2ZzhFi(a+p+ et p+ 1)

Finally, applying here the contiguous relation
(c+1)1Fi(a;c+ Lix)+ 1 Fi(a+ 1,4+ 252) = (e+ 1)1 Fi(a+ 1, ¢+ 15 2),

yields the right hand-side of (9). O
The next lemma has been proved using some ideas borrowed from [7].

Lemma 8 The inequality

O~ (@(at i (m
2 B (b Jom =250 =0 (10

holds for each integer m > 1 and all u >0 ifb>a >0 ora>b> 1.
Proof. Denote
_ (a)kla+ p)m—s
kO + ek
If a = b or a = 0 the claim is obvious. Suppose first that b > a > 0. Then z — (a + z)/(b + z)
increasing so that for k < m — k

Up > U since (a+u+k)”'(a+“+m_k_1)>(a+k‘)“‘(a+m—k—1)
* i ol (b+ﬂ+k)“‘(b+u+m—k—1) (b‘f'k)"'(b—i—m—k‘—l)'

It follows that

(T;)uk(m—%—Fu)-F (m”z k>umk(2k—m+ﬂ) — (7{?) [(m—2K) (uk, — wm—k) + p(ug + tm—g)] > 0



for each £ < m — k which proves the lemma for all b > a > 0. If ¢ > b > 1 things become more
complicated. In this case we will apply Abel’s lemma (summation by parts) in the form [7]

D (ki1 —ar)Be = > arp1(Br — Br1) + Umt1Bmi1 — aofo-
k=0 k=0

Gosper’s algorithm [9], [27, Chapter 5] produces the following antidifference which is easy to verify
directly:

(b—=1D)(b -1+ p)(@)k(a+ Wmi1k

Ck=0,1,....m+1.
(a=b0+1)(b—1)k(b— 1+ pwWmt1-k

up(m—2k+ p) = agy1 — ag, where ay, =
Next, setting B = (ZL) we immediately obtain
B — By = m\ ([ m \_2k+1-m/im+1
PP R k+1)  m+1 \k+1)

Hence, an application of Abel’s lemma yields (we use the fact that f_; = Bp4+1 = 0):

Z < >“k m — 2k + p) Zakﬂ(ﬂk — Bry1) — aofo
—0 k=0

_(b—l)(b—1+ﬂ) i (@)r+1(a+ Wm—k 2k‘+1—m<m+1>_ (a+ p)ms
a (a_b+1) k:o(b_l) (b_1+umk m+1 k+1 (b_1+,u)m+1

)
:(b—nw—1+u){ié (@)is1(a+ p)m—r 2k+1—m<m+1>}
( (

(a—b+1) = b— p1(b—14p)mip m+1 E+1

n

_-1b=1+m) (@ylat sy ()
~ (a—b+1)n Z(b—l) (b_l‘}'ﬂ)n](')(z] ) (>

where j=k+1,n=m+1. lfa>b>1and 0 <j <n—j we have

(@j@+pwn—y  _ (@ujla+p);
(0—1)j(b=14mwhny  (b—=1)nj(b—1+p);

(a+p+j)(a+p+n—j-—1) (a+j)--(a+n—7—-1)
b—1+p+j)-b+p+n—3j—2) (b—-1+j4)---(b+n—j—2)

since © — (a + x)/(b+ x) is decreasing. Hence,

n

@30+ Wy
S )@

- (@)n—s(a + 1) @ylatmug N\ (", s
- <(b—1)n—j(b—1+u) (b—1); (b—1+u)n]> <j>(" 2j)>0.0

0<j<n/2

Remark. With more effort one can show that (10) remains valid if a > b > 1/2, but we will not
use this fact in the present paper.



3. Main results. In this section we prove six general theorems for series in ratios of rising
factorials and gamma functions. The power series expansions in this section are understood as
formal, so that no questions of convergence are discussed. In applications the radii of convergence
will usually be apparent. The results of this section are exemplified by concrete special functions
in the subsequent section. The first two theorems deal with the class of series defined by

TL

fac u; T an 7 (11>

’VL

Since

fa,c(ﬂ + o x)fa,c(ﬂ + B3 x) - fa,c(ﬂ? x)fa,c(,u +a+ 5 x)
= fzz—&—,u,c—o—,u(a; x)fa—l—u,c—i—u(ﬁ; J}) - fa—(—,u,c—‘—,u(o; x)fa—O—,LL,C-l—,u(a + 53 .’I)),

there is no loss of generality in considering the product difference (2) in the form

¢a,C(M7V§ I’) = fa,c(/“ m)fa,c(V; x) fzz c(O x)fac u+v; w Z d)mx (12)

Logarithmic concavity or convexity of pu +— fq .(1; ) depends on the interrelation between a and c.

Theorem 1 Suppose ¢ > a > 0 and {f,}°°, is a nonnegative log-concave sequence without
internal zeros. Then the function p w— fq(p;x) is discrete Wright log-concave on [0,00) for
each fized x > 0. Moreover, the family { foc(p; x)}u>0 is discrete g-log-concave, i.e. the function
x — ¢gc(p,v;x) has nonnegative power series coefficients for all v € N and p > v — 1 so that
T — a.c(p, v;x) is absolutely monotonic and multiplicatively convex on (0,00).

Remark. It easy to see from the proof of the theorem that ¢, > 0 for all m > 1 if f,, > 0 for all
n>0,c>aand p>0.

Proof. If ¢ = a the claim is obvious. Suppose ¢ > a > 0. According to Lemmas 2 and 3 it is
sufficient to consider the case v = 1. For a fixed integer m > 1 we have by the Cauchy product
and Gauss summation:

m [m/2]
_ (a+1)k(a+ )m—rk B (@)r(a+p+ Dmp
¢m‘kzzofkfmk<<c+ S et e ) 2 SifnoiMi

Ng

where My = Nj + Ny, for k < m/2 and My, = Ny, for k = m/2. We aim to apply Lemma 6 to
prove that ¢,,, > 0. First, we need to show that

[m/2]

ZMk_ZNk>O (13)

Since, clearly,

o0 m
meZNk Fila+pe+pa)hFi(a+ e+ Lix) —1Fi(a+p+ et p+12)1 Fi(a; ¢ o),
m=1 k=0



we are in the position to apply formula (9) from Lemma 7 which, after equating power series
coefficients on both sides, yields:

3

_l’_

(c-a)
M= e DT mlerpr D)

(]

k=0

OM3

<c+/t (c+p+Da+Dylatp+Dug  cletD(a+Dplat gt Dmes )

(c+2)p(c+ p+1)pm_ikl(m — k)! (c+ Dplc+ p+2)m_pkl(m — k)!
Uk Tk
[m/Q]/
= (U + Uk—m, — Tk — Thk—mm)-
k=0

Here the prime at the summation sign means that the term with k¥ = m/2 (which only happens for
even m) has multiplier 1/2. This last term is positive since (I = m/2)

(ctp)lctp+1)
(c+2(c+p+1)

clc+1)
(c+1)ilc+p+2)

(c+p)c+p+l+1)

1.
cle+1+1) ~

U >nr <

We claim that all other terms in the rightmost sum above are also positive by Lemma 5 with
U= Uk, V= Um—k, T =Tk, S = I'm_g. Lo verify the assumptions of Lemma 5 we need to show that
Up > Uk—m, Uk > Tk, Uk > Tk aNd UpUg_pm > TETE—m. We have

FNae+14+x)c+p+1+2x)

Uk > Uk—m =

Flc+2+2)Ma+p+1+2)|,4

FNa+14+x)Nc+p+1+x)
Fec+24+x)Na+p+1+x)

M
rz=m—k

since the gamma quotient is decreasing by Lemma 4 and k < m — k by assumption. Next,

up>1p < (c+p)lctpu+l+m—k)>clc+1+k),

which is true by ¢ > 0 and k < m — k. The inequality ux > r,,_; reduces to

(c+p)c+p+Ek+D)Il(a+1+2)(c+p+1+2x)

cle+k+Da+p+1+2)l(c+1l+2) -

FNa+14+x)Nc+p+1+x)
Fla+p+1+2)l(c+1+a)| s

m—k

which is true because the gamma quotient is decreasing by Lemma 4 while (¢ 4+ p)(c+ p + k +

1)/[e(c+k +1)] = 1. Finally,

Ul > TETk—m & (c+p)(c+p+k+D(ctp+m—k+1)>c?

which proves inequality (13).

Next, we need to demonstrate that the sequence {Mk}gi/oﬂ

To this end introduce the following notation

((a+Dgla+ pw)m—k

(c+k+1D(c+m—k+1),

changes sign not more than once.

—r(a+ )k

(C + l)k(c + H)mfk

* (c+1)m—

k(c+ pk

TV
=Ty,

v (@)rla+p+ Dmt

Mk:k!(m—k)!Mk: -

=Up—k

(a)m—k(a + u+ 1)k

9

(c+ Dmya(c+ 1)m)2

, k<m/2

@rlcH+p+Dmr  ()m-r(c+p+ 1) ™/
:Fk :;:mfk

(0 Vo0 + s (@ola i D

(mpalctp+1)p°



Suppose that Mk < 0 for some 0 < k < m/2. Then we claim that Mk_l < 0. Indeed, Mk_l can be
written in the following form

—~ (c+k)a+p+m—k) . (a+14+m—k)(c+p+k—1)_
My = (7 Upn—k—
(a+E)(c+p+m—Ek) (c+1+m—k)a+p+k—1)

=1 =I>

(e+k-D(a+p+14+m— k)r _(a—i—m—k)(c—i—u—i—k)? B
C(a+k—D(c+p+1l+m—k) (c+m—Fk)a+p+k)
=I3 =1y

= 11 (ﬁk+ﬁm_k—?k —?m_k)-f—(fl —Ig)(?k—ﬂm_k) +(.[2 —Ig)(ﬂm_k _?m—k)'*‘(ll +]2 —13 _14)77m—k-

The first term is non-positive since Mk < 0. We will demonstrate now that all other terms are

B+
a-+x

negative. The function z — B > a, is strictly decreasing on (0,00) which leads to the

following inequalities

(c+k)a+p+m—k) - (c+k=1)(a+p+1+m—k)
(a+k)(c+p+m—Fk) (a+k—1)(c+p+1+m—k)

L<I3&

(a+14+m—Fk)c+p+k—1) - (c+k—=1)(a+p+1+m—k)
(c+14+m—k)a+p+k—-1)  (a+k=1)(c+p+1+m—k)’
(a+m—k)(c+p+k) (a+l4+m—k)c+p+k—1)
(c+m—Fk)a+p+k) (c+l+m—Fk)a+p+k—1)

valid for 0 < k < m/2 and p > 0. Hence, I3 = max (11, I3, I3, 14). Further, I3y > 111, is equivalent
to

L <3

<&

(a+p+k—1(c+p+k)(ctp+m—Fk)a+p+1+m-—k)
(c+tp+k-—L(a+p+k)a+p+m—Fk)(at+p+1+m—Ek)
The last inequality holds because Hj(u) is increasing on (0, 00). Indeed, by straightforward calcu-
lation

Hi(p) = > H1(0).

CZL log(Hi (1)) = (¢ — a)(Ha(22 + 1) — Ha(22) — (Ha(21 + 1) — Ha(z1))),

where 0 < z1=k—-—1<2z=m—Fk and

1
(a+p+z)(ctp+z)

HQ(Z) =

is convex on [0, 00) implying Ha (22 + 1) — Ha(22) > Ha(21 +1) — Ha(21). Thus we have proved that
131y > 1115 so that by Lemma 5 we get I1 + Iy — I3 — Iy < 0. To demonstrate that M;_; < 0 it
remains to show that w,—; > Ton—i and 75 > Uy,—i. We have

@+ Dmwlat+p  (@m-ilatpt+De  (atm=kc (a+ptk)(ctnp)
e+ Dmilctme = (©milctp+Di  alctm—k) " (at+p)lctptk)
1)
+k)

ﬂm—k > ?m—k A

W+M+M(
(a+p)(c+

Since p — is strictly decreasing on [0, co)
(

w+k)(c+p) (a+/<:)c<(a+m—k)c
(

plc+p+k) alec+k) alc+m—k)

a—+
a—+

10



where the rightmost inequality clearly holds for 0 < k < m/2. Finally, in order to show that
Tk > Um—k it suffices to prove that wuy > 7, . Indeed, U, > 7} and the preceding inequality
imply that My > 0 contradicting our hypothesis. The validity of u, > 7,,_j follows from

(a+ i@+ wm-r _ (@)m-
—k(c+p+ 1k

Up > Tk <
" (c+ Drlc+ 1)m—t

)
)

C)m

(
Ala+1+kla+pu+m—k)  (c+pl(c+1+Ek)T(c+p+m—k)
alla+m—-Ka+p+1+k) " (a+p)l(c+m—KkEl(c+pu+1+k)
It is easy to see that conditions of Lemma 4 are satisfied for the gamma ratio for all 0 < k < m/2
and g > 0, while clearly ¢/a > (¢ + p)/(a+ p). O

Corollary 1 Suppose ¢ > a > 0 and the series in (11) converges for all x > 0. Then for all
veNand p > v —1 the function y — ¢qc(p,v;1/y) is completely monotonic and log-convex on
[0,00) so that there exists a nonnegative measure T supported on [0,00) such that

bac(p,v;x) = / €_t/xd7'(t).
[0,00)

Proof. According to [20, Theorem 3] a convergent series of completely monotonic functions with
nonnegative coefficients is again completely monotonic. This implies that y — ¢q (1, v;1/y) is
completely monotonic, so that the above integral representation follows by Bernstein’s theorem
[29, Theorem 1.4]. Log-convexity follows from complete monotonicity according to [24, Exersice
2.1(6)]. O

Corollary 2 Under the hypotheses and notation of Theorem 1 and for allv e N, p > v —1
and x >0

fofrzpv(c—a)(2e+ p+v)
cle+p)(c+v)(c+p+v)

Jae(tt; 2) fa.c (Vs ) = fae(0;0) foclp +viz) >
with equality only at x =0 if ¢ — a, w,v # 0.

Proof. Indeed, the claimed inequality is just ¢q (¢, v;x) > ¢12 which is true by Theorem 1. [

There is virtually no doubt that the discrete g-log-concavity demonstrated in Theorem 1 results
from our method of proof so that the adjective ”discrete” is redundant. In other words, we propose
the following conjecture.

Conjecture 1 Under the hypotheses of Theorem 1 the family { fa.c(; )} >0 is Wright g-log-
concave for all ¢ > a > 0.

Next theorem handles the case a > ¢ > 0. As it turns out frequently, the log-convexity case is
simpler.

Theorem 2 Suppose a > ¢ > 0, {f,}°%, is any nonnegative sequence and the functions
fac(psx) and ¢qc(p,v;x) are defined by (11) and (12), respectively. Then the function p —
fa,e(p; ) is strictly log-convex on [0,00) for each fizred x > 0. Moreover, the family { fa,c(1t; )} >0
is Wright g-log-convez, i.e. the function x — ¢q (1, v;x) has non-positive power series coefficients
50 that © — —¢q c(p, v; ) is absolutely monotonic and multiplicatively convex on (0,00).

11



Proof. If a = ¢ the claim is obvious. Suppose a > ¢ > 0. Combining the Cauchy product with
the Gauss summation as in the proof of Theorem 1, the problem reduces to the inequality

[m/2]
_ JrSm—k
—bm = ka > 0, (14)
k=0
where
L @kat et s (@it v (0t ot Ve (@t pogla o)
k= + - -

ket pu+V)mrt  (m-ilctpu+v)e  (c+prlc+v)mip (e+p)mrlc+v)k

=0 =Uu =r =S

for k < m/2 and

My — (@rla+p+V)mi  (a+pkl@a+v)mg for k = m/2

@rlc+p+Vmr (e pr(c+V)mt

(this term is missing for odd values of m). We will show that M}, > 0 for each k = 1,2,...,m/2.
We will need the following fact [17, Lemma 2 and Remark 7]: the function

i (x + a1)(r + a2)
(x+ B1)(x + B2)’

041,0[2,,81752 > 07

is increasing on [0, 0o) iff
P  PrthFe

ol T oo a2 T

It follows that this function is bounded by 1 for all £ > 0 since its value at infinity is 1. If any
of the above inequalities is strict the function is strictly increasing. This implies that My > 0 if
k =m/2 for

(@la+p+v)e _ (rlct+p+v)y

(a+pwrla+v)s = (c+prlc+v),

Indeed, both sides of this inequality represent a product of the terms

(x+i)(x+p+v+i)
(x4+p+i)(x+v+1)

Since (u+1)(v+1) > i(pu+ v + 1) for each nonnegative integer ¢, this function is increasing and its
value at = a is greater then its value at z = ¢ < a.
Further, we will show that My > 0 for 0 < k < m/2 using Lemma 5. We have

Fec+kI(a+p+v+k) Tle+m—-kIl(a+p+v+m—k)
Pla+k)(c+p+v+k) Tla+m—-kT(c+p+v+m—k)

u > v since

by Lemma 4 applicable in view of ¢ > ¢ > 0 and k < m — k;

(c+v)ila+pu+v) - ()m—tla+ p)m—r

u > s since
(a+v)ilctp+v)r (@)m—k(c+ W)m—k

which is valid by the fact above because

(c+v+i)a+p+v+i) - (c+1i)(a+ p+1i)

. : . ) fori=0,1,... k1,
(a+v+i)c+p+v+i)  (a+i)(c+p+1) ort

12



and 0 < (c+id)(a+p+1i)/[(a+i)(c+u+i) <1lfori=k,...,m—k—1; Next, u > r by exactly
the same argument with p and v interchanged; finally,

(@rla+v+pe (@mrkla+v+p)mri _ (©rlctv+pr (m-ilc+V+ 1)m—k
(@a+v)e(a+pr (a+v)m-rla+mwmri  (c+velc+mr (c+V)milc+m)mr’

UV >rs <=

where the first multiplier on the left is bigger than the first multiplier on the right and the second
multiplier on the left is bigger than the second multiplier on the right due to the increase of x —
(z+i)(z+v+p+i)/[(a+v+i)(a+p+i)] for each i > 0. Hence, by Lemma 5 My = u+v—r—s > 0.
O

The following two corollaries are similar to Corollaries 1 and 2.

Corollary 3 Under the hypotheses and notation of Theorem 2 and for all p,v,x > 0

fofizpv(a —¢)(2c+ p+v)
cle+p)c+v)(c+p+v)

fa,e(0;2) fae(p +v52) — fac(p; ) fac(v;z) >
with equality only at x =0 if a — ¢, w, v # 0.
Corollary 4 Suppose a > ¢ > 0 and the series in (11) converges for all x > 0. Then for all

v, it > 0 the function y — —¢q.c(pt, v;1/y) is completely monotonic and log-convez on [0,00) so that
there exists a nonnegative measure T supported on [0,00) such that

¢a,c(,UJ7 v l‘) = = / e_t/xdT(t)'
[0’00)

The next two theorems deal with the class of series defined by

(a+n+ ,u)

a,c 9 n 0 15
p— o Zg Fletnip)n (15)

and their product differences
Vae(it, V3 ) = Ga,c(152)9a,c (V5 T) = Ga,c(0; ) gac(pt + v 7) Z V™. (16)

If we set g, = f, we obtain
. Tla+p)
gaﬁ(/’L? x) - F(C—f—u) fa C( )

where fq o(p;2) is defined in (11). It is then tempting to derive the properties of g, .(p;z) from
Theorems 1 and 2 using Lemma 1. However, when a > ¢ the gamma ratio in front of f, .(i; )
is log-concave while p — f,c(p; ) is log-convex, so that Lemma 1 cannot be applied. Similar
situation holds for ¢ > a. Hence, the properties of g, .(u; z) require an independent proof.

Theorem 3 Suppose ¢ > a > 0, {gn}22, is any nonnegative sequence. Then the function p —
Ga,c(pt; ) is Wright log-convex on [0,00) for each fixed x > 0. Moreover, the family {ga.(1t; )} >0
is Wright g-log-convez, i.e. the function x — g (1, v; x) has non-positive power series coefficients

for all p,v >0 so that x — —a.c(p, v;x) is absolutely monotonic and multiplicatively convezr on
(0, 00).

13



Proof. The Cauchy product and the Gauss summation yield

_ _m gkgm—r [Tl@a+k)(a+v+p+m—k) Tle+v+k)l(a+p+m—k)
m_kzok:!(m—k:)! Flc+ k) (c+v+p+m—k) Tle+v+Ek)T(c+p+m—k)
v 4 9k9m—k
— _JRIM=E_ ar
Bl(m— k)
k=0
where

Fa+ k) (a+v+p+m—k) Tla+m—kT(a+v+pu+k)
Flc+ k) (c+v+p+m—k) Tle+m—kT(c+v+pu+k)

~~

=Uu =v

FNa+v+Ek)T(a+pu+m—k) Te+v+m—kT(a+up+k)

S Tle4+v+kT(c+p+m—k) Tlc+v+m—kD(c+p+k)

My =

for k < m/2, and

Fla+ k)T (a+v+p+m—k) T(le+v+k)l(a+p+m-—k)
My, = - for k=m/2
Flc+ k) (c+v+p+m—k) Tle+v+k)(c+p+m—k)

(this term is missing for odd values of m). We aim to demonstrate that M} > 0 using Lemma 5.
We have

FNa+k)(c+v+p+k)  Tla+m—k)(c+v+p+m—k)

u>v since e+ kT(a+v+pu+k)” Te+m—kl(a+v+p+m—k)

where the last inequality holds by Lemma 4 with oy = ¢+ v + p, ag = a, f1 = max(c,a + v + u),
B2 =min(c,a + v+ p), x1 = k, xg = m — k in view of k < m — k. Further,

Fla+k)(a+v+p+m—Fk) T(c+k)(c+v+p+m—k)

U S T Ml atptm—k) Tletvihctptm—k)

where the last inequality holds by Lemma 4 on setting oy = v+ pu+m—k, ao = k, 1 =
max(v + k,u+m —k), fo = min(v + k,u+m — k), 21 = a and 29 = ¢. In a similar fashion one
can demonstrate that v > s. Finally, uv > rs by multiplication of the following two inequalities

Fa+k)(a+v+p+k) Tle+k)(c+v+p+k)
FNa+v+k)l(a+pn+k) Tle+v+k)(c+p+k)

and
Fla+m—-k)(a+v+pu+m—k) T(c+m-—KkTl(c+v+upu+m—Ek)

Ta+p+m—-—~KkTa+v+m—k) T(c+p+m—-kT(lc+v+m—k)
each of them holds by Lemma 4. Hence, we are in the position to apply Lemma 5 completing the
proof. [
Again we have two corollaries similar to Corollaries 1 and 2.

Corollary 5 Under the hypotheses and notation of Theorem 3 and for all p,v,x >0

(@l (a+p+v) T(at+v)l(a+p) }
Fl(c+p+v) Tle+v)l(ctp)

ga,cm; m)ga,C(M +vix) — ga,C(M; m)ga,C(W x) 298 {

with equality only ot x =0 if ¢ — a, w,v # 0.
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Corollary 6 Suppose a > ¢ > 0 and the series in (15) converges for all x > 0. Then for all
v, it > 0 the function y — —q.c(p, v;1/y) is completely monotonic and log-convex on [0,00) so that
there exists a nonnegative measure T supported on [0,00) such that

Vaslpvia) == [ e teare),
[0,00)
Next, we can combine Theorem 1 and Theorem 3 to get

Corollary 7 Under the hypotheses and notation of Theorem 1

(C+.U)u(a)u fa,c(0§$)fa,c(ﬂ+y§$)
@ 00Dy~ faci ) fagli)

forallv e N, 4 >0 and x > 0.

Proof. The estimate from above is a restatement of ¢ (p, v;2) > 0 valid by Theorem 1. To
demonstrate the estimate from below set in Theorem 3
I'(a+p)
Jac(p1; ) = mfa,c(ﬂ7x)-
In view of (a) =I'(a + k)/I'(a) the required inequality is a restatement of g (1, v;2) < 0. O
Further, combining Corollary 2 with Corollary 7 we obtain the following two-sided bounds for
the Turdnian:

2z fo frv*(c — a)
clc+v)(c+2v)

(a+v)u(c)y = (c+v)u(a)

< fa,c(V; x>2 - fa,c(o;m)fa,c(2y; .iL') < V(C)V(a + V)y

Vfa,c(l/;a:)2. (17)

This holds for v € N, ¢ > a > 0, z > 0 and a log-concave sequence { fy, },>0 without internal zeros.
Indeed setting p = v in Corollary 2 we get the lower bound, while setting u = v in Corollary 7
multiplying throughout by fg .(v; r)? and subtracting the same expression we get the upper bound.

Theorem 4 Suppose either (a) c+1 > a > ¢ > 0 and {gn}22, is an arbitrary nonnegative
sequence or (b) a>c+1>1 and {g,}72 is a nonnegative log-concave sequence without internal
zeros. Then p— gq.c(p; x) is discrete Wright log-concave on [0, 00) for each fized x > 0. Moreover,
the family {ga,c(1; x)}u>0 is discrete g-log-concave, i.e. the function x — q.c(p,v; ) has nonneg-
ative power series coefficients for all v € N and p > v — 1 so that © — 4.(p, v;x) is absolutely
monotonic and multiplicatively convex on (0, 00).
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Proof. According to Lemmas 2 and 3 it is sufficient to consider the case v = 1. For a fixed
integer m > 1 we have by the Cauchy product and the Gauss summation:

= GkImk [Dla+1)(a+Dpl(a+ p)(a+
=2 g [rw+w@+JMNo+mw+

(
= kl(m — k) -t L()(al(c+p+1)(c+ p+1)m—t
_D(@T(a+p) S~ kgt [a(aﬂ)k(aw)mk (@)r(a+p)(a+p+1)m ]
L(T(c+ p) = ki(m = k) [clc+ Dplc+ wm-r  (ulc+ p)le+ p+ Dmos
_T@P(a+p) N~ GkGmk wnm+u»hkr k) (a+ﬂ+m—kq
D(c)D(c+ p) &= ki (m — k) ()i(c + mk [(c+k)  (c+p+m—k)

_ L@@t 1) ¥ gigner_(ailat o (0= )(m =2k + p)
D(e)T(e+ 1) & Kl(m = K)! (©ule+ s (¢ + K)(c+p+m—F)

_ (a—l(@Tl(a+ 1) <= Gegm—r(@)r(a+ @)m—k (m -
= Flc+1)I'(e+ p+ 1)m! pd (c+ Dplc+ 1+ f)ms (k:) (m — 2k + p)

[m/2]
_ _(a=ol(a) a—l—,u

where

(@)m—r(a+ p)k
(c+1)pm_pr(c+1+ ,u)kJ

_ (@)kla+ w)m—r B B
My = (c+ 1)k(c+1+u)m,k(m 2k p)

(m —2k —p)

=Vi =Vm—k

for k < m/2 and
(@)r(a+ p)m—kp
(c+Drlc+ 1+ pm)m—r

M, =

for k = m/2. Lemma 8 shows that

Z <T£>Mk >0

0<k<m,/2

for all a > ¢ > 0. Moreover, the proof of Lemma 8 for the case ¢+ 1 = b > a > 0 implies that
My, > 0 for all k =0,2,...,[m/2]. This proves the first part of the theorem. In order to prove the
second part pertaining to a > ¢+ 1 we will apply Lemma 6. Setting Ay = (’:) M, we only need to
demonstrate that that sequence Mo, M, ..., M, 5 changes sign not more than once. Indeed, for
k =m — k it is clear that My > 0. If K < m — k then

(a+p+k)--(a+p+m—Fk—1) - (a+k)---(a+m—Fk—1)
(c+1+p+k)(c+l4+p+m—-k—-1) (c+14+k)---(c+1+m—-k-1)

Vi < V_i since

which is true bacause x — (a + x)/(c+ 1 + z) is decreasing. Assume that M}, < 0 for some k. We
will demonstrate that Mj;_; < 0. We have

My—1 = Vi R()(m — 2k + pp+ 2) = Vi g S() (m — 2k — pu + 2),

where

(a+0+m—Fk)(c+k)
(c+140+m—Fk)la+k—1)

(c+d+k)a+m—k)

R(5) = (a—140+k)(c+1+m—k)

S(5) =

16

Wm—k _ Ta)(@)el(a+p+1)(a+p+1)mk
!

|



It follows from R(0) = S(0) and Vj, < Vj,,—j that
VieR(0)(m — 2k +p+2) — Vi 1S(0)(m — 2k — p+ 2) = R(0) (Mg + 2(Vi, — Vi—i)) < 0.

Next, R(0) is decreasing, while S(J) is increasing on (0, c0) because a > ¢+ 1, and m —2k —p >0
because M}, < 0 so that

My = VeR(u)(m — 2k + 1) — Vin xS () (m — 2k — ) + 2(Vi R(12) — Vi (1))
< RO) (Mg +2(Vy — Vi) < 0. O
Again we have the following corollaries.

Corollary 8 Suppose v € N and u > v — 1. Under the hypotheses of Theorem / the func-
tion y — a.c(p,v;1/y) is completely monotonic and log-conver on [0,00) so that there exists a
nonnegative measure T supported on [0,00) such that

Vaolpts vi ) = / e~ dr(t).
[0,00)

Corollary 9 Under the hypotheses and notation of Theorem 4 and for allv € N, p > v —1,
x>0

o 0500900(075) — 0 )+ i) 2. { et A0 ) Ll )

with equality only at x =0 if a — ¢, w, v # 0.
Corollary 10 Under the hypotheses and notation of Theorem 4

(CL + M)u(c)u < ga7c(0; $)9a7c(ﬂ + v, $)

(C + M)y(a)u - ga,c(V§ x)Qa,c(N? x) =1

forallv e N, 4 >0 and x > 0.

Combining corollaries 9 and 10 we obtain the following two-sided bounds for the Turanian:

,T(a)” [(a)ﬁ _ (@)

DTE? (@2~ (@O

(c+v)u(a)y — (a+v)u(c)y
(a)u(c+v)y

Jac(v; ).

(18)
These bounds are valid for v € N, a > ¢ > 0 and assuming that {g, }»>0 is a nonnegative sequence
which is also log-concave and without internal zeros if a > ¢+ 1.
There is virtually no doubt that the discrete Wright log-concavity demonstrated in Theorem 4
results from our method of proof so that the adjective ”discrete” is redundant. In other words, we
propose the following conjecture.

:| <ga C(V 33) - ga,c(();x)ga,c(ZV;x) <

Conjecture 2 Under the hypotheses of Theorem 4 the family {ga,c(p; )} >0 is Wright g-log-
concave for all a > ¢ > 0.

Our next theorem deals with the class of series defined by
(0.0

(a+pw)n z"
Mﬁhacﬂa Z c+u+n)n' (19)
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and their product differences
Aa,c(p V3 @) = hac(1; @) hac(V; ) = hae(0; @) hac(v + p; @ Z Ama™. (20)

Here we have the following result on the g-logarithmic concavity of hy (p; z) for all nonnegative
values of a and c.

Theorem 5 Suppose either (a) ¢+ 1> a > ¢ > 0 and {hy,}22, is an arbitrary nonnegative
sequence or (b) ¢ >0, a € (0,¢) U (c+ 1,00) and {h,}32 is a nonnegative log-concave sequence
without internal zeros. Then p— hq(p;x) is discrete Wright log-concave on [0, 00) for each fized
x > 0. Moreover, the family {hq.(1;x)}u>0 is discrete q-log-concave, i.e. * — g c(p,v;x) has
nonnegative power series coefficients for v € N, p > v —1 so that x — Ag (s, v;x) is absolutely
monotonic and multiplicatively convex on (0, 00).

Proof. Suppose a > ¢ > 0. We have

hac(p; ) = )ga,c(u;:r),

I'(a+p
where gq (p; ) is defined in (15) and g,, = hy,. The claims of the theorem for a > ¢ > 0 then follow
from Theorem 4 and Lemma 1.

If ¢ > a > 0 write .
h . — .
a,c(/l,x) F(C—{—,U) fa,C(/j/)l‘)7

where fq o(p; ) is defined in (11) and f,, = hy,. The claims of the theorem for ¢ > a > 0 then follow
from Theorem 1 and Lemma 1. [

Corollary 11 Under the hypotheses of Theorem 5 and assuming the series in (19) converges
for all x > 0 the function y — \g.c(1t, v; 1/y) is completely monotonic and log-convex on [0,00) for
allv € N and pp > v —1 so that there exists a nonnegative measure T supported on [0, 00) such that

Aa,c(p, viz) = / e *dr(t).

[0,00)
Corollary 12 Under hypotheses of Theorem 5 and for allv e N, py>v—1 and x>0

hgl(e + 1)y — (c)y]

. 4 _ . . >
ha,C(#a l')ha,C(Va 1’) ha,C(Oa x)ha,C(M“‘ v 33) = F(c—l— V)F(c—l—,u T 1/)

with equality only at x =0 if p,v # 0.

Finally, we consider the class of series defined by

[o¢]
I'la+p+n)x”
= Gae(pi) = angf (21)

|
2 et ol

and their product differences
[e.e]
Pt V3 ) = ac(tt; 2)a.c(V5 2) = Gac(0; ) gac (v + p;2) = D pa™ (22)
m=0

Here we have the following result on the g-logarithmic convexity of g, .(; z) for all nonnegative
values of a and c.
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Theorem 6 Suppose a,c >0, {g,}5°, is any nonnegative sequence and the functions qq c(p; )
and pq.c(p, v;x) are defined by (21) and (22), respectively. Then the function p — qqc(p;x) is
strictly log-convex on [0,00) for each fizred x > 0. Moreover, the family {qa.(1; x)}u>0 is Wright
q-log-concave, i.e. the function x — pg.c(p, v;x) has non-positive power series coefficients for all
w,v >0 so that the function x — —pg (p, v; x) is absolutely monotonic and multiplicatively convex
on (0,00).

Proof. Suppose a > ¢ > 0. We have
Ga,c(p;2) = T(a + p) fae(ps ),

where f, o(u; ) is defined in (11) and f,, = g,. The claims of the theorem for a > ¢ > 0 then follow
from Theorem 2 and Lemma 1.
If ¢ > a > 0 write
Ga,c(p; ©) = T(c + p1)gac(; @),

where gq(p; ) is defined in (15) and g, = ¢,,. The claims of the theorem for ¢ > a > 0 then follow
from Theorem 3 and Lemma 1. [

Corollary 13 Under the hypotheses of Theorem 6 and for all x > 0
Ga.c(0; ) qac(p + V5 %) = Gac(1; 7)o e (v; ©) > g5 {T(@)T(a + p + v) = T(a+ p)l(a +v)}
with equality only at x =0 if p,v # 0.

Corollary 14 Under the hypotheses of Theorem 6 and assuming the series in (21) converges
for all x > 0 the function y — —pa.c(p,v;1/y) is completely monotonic and log-convez on [0, 00)
for all u,v > 0 so that there exists a nonnegative measure T supported on [0,00) such that

Pac(p; v;x) = — / et dr(t),
[0,00)
Corollary 15 Under the hypotheses and notation of Theorem 5

(a)y(c)y ha,c(0; 2)hg (@ + v; )
@t et @y = haei Dhaeliz)

forveN, z,u>0.
Combining corollaries 12 and 15 we obtain the following two-sided bounds for the Turdnian:

h[z)[(c +v)y — (¢)u]
I(c+v)I'(c+2v)

IN

hao(V;2)? — hae(0;2)ha e (2v;2) < <1 " _{}Z?:E?j_ V)u) hao(v;z)?. (23)

The bounds are valid for v € N, a,c > 0 and assuming that {h,},>0 is a nonnegative sequence
which is also log-concave and without internal zeros if a € (0,¢) U (¢ + 1, 00).
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4. Applications and relation to other work. In this section we will demonstrate how The-
orems 1 to 6 and their corollaries lead to various new inequalities for the Kummer, Gauss and
generalized hypergeometric functions and their ratios and logarithmic derivatives.

Example 1. The first very natural candidate to apply the theory presented in the previous
section is the Kummer function ; Fi(a; c; ). Indeed, setting

I'(a+p)
—1Fi(a+ psc+ p; ),
I‘(c—i—u)l 1( I s @)

fae(psz) = 1F1(a+ pie+ p52),  gaelpz) =

hac(p; ) = 1F1(a+ e+ pyr) and qoe(p;v) = (e + p)i1Fi(a+ p; e+ p; o)

I'(c+p)
we obtain examples of functions defined by (11), (15), (19) and (21), respectively, and satisfying
the corresponding theorems and corollaries. These facts extend and refine some previous results
due to Baricz [3, Theorem 2] and the second author [15]. In particular, we obtain the following
bounds for the Turanian:

20 (c — _
M < 1F1(a—|—1;c+1;x)2—1F1(a; )1 Fi(a+2;c+22) < QlFl(a—i—l;c—l—l;a:F (24)

(c)s cla+1)
if ¢>a >0 and
a—c a a+1 a—c
< F e+ 1;2)° — Fi(a;c;z) F 2c+2:0)<— 1 F e+ 1;2)?
C(C+1)_c1 a+1c+1;2) 1! 1(a;c; )1 Fi(a+2;c+ ,x)_c(c+1)1 1(a+1;¢+1;x)

(25)
if a > ¢ > 0. Simple rearrangements of the righthand side of (24) and the lefthand side of (25) give
<0, ¢c>2a>0,

1Fi(a;ca)iFi(a+25c+ 25 2) (26)
>0, a>c>0.

a+1
c+1

SR+ 1e+ 1) -
C

Substituting the contiguous relation

(c+1)(z—¢)
(a+ 1z

cle+1)
(a+ 1Dz

1Fi(a+25c+22) = 1Fi(a+ e+ Lz) + 1Fi(a;c; ) (27)

into (26) we get after some algebra:

<0, c>2a>0,
>0, a>c>0.

zy? 4+ (c—x)y —a {

where
1Fl(az)  aiFi(a+1c4 1)

1 Fi(aaz) aFi(acn)

In a similar fashion writing (26) with @ — a + 1, ¢ — ¢+ 1 we obtain:

<0, ¢c>2a>0,
>0, a>c>0.

+ 2
+ 2

a+1
c+1

1Fi(a+2;c+252)° - e 1tFi(a+ e+ Lix) 1 Fi(a+35¢+ 35 2) {
C

Using contiguous relation (27) twice this leads to

>0, ¢c>a>0,

2 2
ar + c —alr—c+1y—a
( )y~ — a( )y {go, 0> e,
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Solving the two quadratics we obtain

z—c+1++/(z—c+1)2+4dax +4c < 1FY (a; ¢; ) P kchs (x —¢)? + dax
2z +2c/a ~ 1Fi(a;e ) T 2z

ife>a>0and

z—c+1++/(z—c+1)2+4ax+4c
2z 4 2c/a

x—c+/(z—c)? 4+ dax < 1FY (a; ¢; )

<
2x ~1F(acz) T

if @ > ¢ > 0. Note that for a = ¢ both bounds reduce to 1. It is also easy to check that both
bounds give correct value 1 at © = oo and correct value a/c at x = 0. Moreover, the upper bound
in the first inequality has a correct term of order O(1/x) around infinity, while the lower bound
has a correct term of order O(z) around zero. Note that related albeit different bounds have been
obtained in our recent paper [14].

Integrating these bound from 0 to  we obtain

Bi(z) <1 Fi(a;¢;x) < Ba(x) if ¢ > a > 0; Ba(x) <1Fi(a;¢2) < Bi(z) ifa > ¢ >0,

where (we set b = (a + 1)(a — ¢) for brevity)

(2 4+ 20)~Y/2c@0/2(1 4 20 — ¢+ x+ /(@ — c + 1)2 + daz + 4c) D/

Pite) = (@—b)/2a ¢
(62(a+1>+a_c+(a2+b)x+(a2_b)\/($—6+1)2+4ax+46)
e _ 2
xexp{x c 1+\/(3? c+1) +4ax+4c}
2
/2 (9 — o2+ 4 _ Na—c/2 — 2 B
Bo(z) = (4ac)a (2a 4+ +/(x — )2 + dax +x —¢) exp (z—c)?+dar+x—c
(20)* (2az/c+ /(z — ¢)? + dax — (x — c))/? 9

All the above bounds can be easily extended to x < 0 using the Kummer identity 1 Fi(a;c;z) =
e’1Fi(c — a;¢;—x).
Example 2. The ratio
oFi(a+1,bic+ 15a)
r(z) =
2F1(a, b; ¢ x)

was first developed into continued fraction by Euler. Later, Gauss found a different continued
fraction for r(z) which became more popular than the original fraction of Euler, see [2, paragraph
2.5] for details and references. Here we will derive bounds for this ratio under some restrictions on
parameters which are related in some way (see below) to the continued fraction of Euler. According
to [2, formula (2.5.3)]

a+1 c+(a—b+ 1)z c
F; 2,b;c+2;2) = F Lbje+l2)— ————
c+1° i{at2 bict+2ia) (c—b+ )z ° iatlbiet i) (c=b+1)x

2F1(a,b;c;x). (28)

Further, setting g, = (b),, in (15) we get

I'(a+p)

—oFi(a+p,byc+ pyx).
T(et ) 1(a+p 14; )

Yac(p; ) =
Then it follows from Corollary 5 (with p = v =1 and using gy > 0) that

a+1
F Lbce+1;2))2 <
(2 1(a+ ) 7C+ ,.Z‘)) 7C+1

4 SFi(abiciz)oFi(a+2,bje+2;2), 0<z<1, (29)
C
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if ¢ > a > 0. Substituting (28) here we obtain

c+(a—b+ 1)z c(oF1(a, b; c;1))?

g(2F1(a +1,b;¢+ 1; 33))2 < oF i (a,b;c;z)oF 1 (a+ 1,b;¢+ 1;2) —
c

(c=b+ 1)z (c—=b+ 1)z
or, after division by (2F}(a, b;c;x))?,
a o cH+(a—b+1)x c
&r(z)? - ¢ <y
Cr(x) (c=b+ 1)z r@) + (c—b+1)x —
Solving this quadratic inequality for c —b+4+1 <0 and ¢ — b+ 1 > 0 we arrive at
ct+(a—b+1x—/(c+(a—b+1)x)2—4da(c—b+ 1)z |
< f 1<b
rw) < 2(a/e)(c=b+ 1)z y e L<h
—b+1)x — —b+1)z)?2 —4alc—b+1
ro)» CE@Zbt Do o ylerlazbr Do ~dale b Doy gy

2(a/c)(c—b+ 1)z

Note that for ¢ = b+ 1 both inequalities turn into correct equality r(z) = ¢/(c— (¢ —a)x). It is also
easy to verify that 7(0) = 1 coincides with the value of the bound at x = 0. Using rather standard
techniques the expression on the right of the two formulas above can be developed into continued
fraction:

ct(a—b+1)z—/(c+(a—b+1)z)?—4da(c—b+ 1)z c 5 alb—c—1)z
2(a/c)(c—b+ 1)z Calb—c—Dzn=0c+(a—b+ 1)z

which is interesting to compare with the continued fraction of Euler:

c o (a+n)(b—c—n)x
alb—c)zn=0c+n+(a—b+n+1)z

r(z) =
Here, we employed the usual notation

0 Ay aq

n:OE:b_{_ aq
T+

If the last fraction for r(x) is made 1-periodic starting from n = 0,

c 00 ab—cz  ct+(a—b+1)z—/(c+(a—b+1)z)?—4da(c— bz
alb—c)zn=0c+ (a—b+ 1)z 2(a/c)(c—b)x ’

we get an approximation which, by numerical tests, underestimates r(z) and is less precise then our
bound above. We can obtain a sequence of improving approximations to r(z) by continued fractions
which are 1-periodic starting from n = N, N = 1,2,.... Each approximation in this sequence is a
rational function of x and square root of some quadratic of x and is easily computable.

We note the the above bounds can be extended to negative values of the argument by an
application of Pfaff’s transformation [2, formula (2.2.6)]

oF i (a,b;c;2) = (1 —x) %9 Fy(a,c — byc;x/(x — 1)).

Example 3. The application of Theorems 1 to 6 to generalized hypergeometric function is
largely based on the following lemma.

22



Lemma 9 Denote by ey(x1,...,z4) the k-th elementary symmetric polynomial,

eo(1,...,2q) =1, ex(z1,...,29) = Z Tj Ty, T, k>1
1<j1<j2-<jk<q
Suppose that ¢ > 1 and 0 < r < q are integers, a; >0,i=1,...,q—r, b;>0,i=1,...,q, and

eq(bl,...,bq) < eqfl(bl,...,bq) <...< €r+1(b1,...,bq)
eqfr(ala'--aaqfr) n eqfrfl(alaﬂ-yaqfr) o o el(alw-'aaqfr)

S er(bl,...,bq). (30)

Then the sequence of hypergeometric terms (if r = q the numerator is 1),

(a1)n-- (aq—r)n
(bl)n e (bq)n ’

is log-concave, i.e. fn_1fur1 < f2, n=1,2,... It is strictly log-concave unless r = 0 and a; = b;,
1=1,...,q.

fn:

The proof of this lemma for r = 0 follows from [10, Theorem 4.4]. For general r see [17, Lemma 2]
and the last paragraph of that paper.
We note that it has been demonstrated in [16, Lemma 2] that (30) is true for r = 0 if majorization

conditions
k k
i< a for k=1,2,...,¢,
i=1 i=1

hold, where
O<a1§a2§---§aq’ 0<b1§b2§---§bq.

Consider the following functions (p,q > 1):

fac(psz) = pFyla+ p,az,...,ap;c+ p,c,. .., Cq5 ),

I'a+p
Gac(p;x) = FEC——F,L%}?F(J(G—’_M’ ag,...,0p;C+ [,C, ..., Cq5T),

ha,c(u;x) = qu(a+/j’7a27' . '7ap;c+,u'7027' "7Cq;x)

INGEST)
and
Q(z,c(,u; 1‘) = F(a + u)qu(a + :ua a?a cey a‘p; c + /-Lv 027 s 7cq5 l’)

Assuming all parameters are positive these functions satisfy Theorems 2, 3, 4(a), 5(a), 6 and their
corollaries without any further restrictions. If, in addition, p < ¢ and the vectors (ag,...,ap)
and (b, ...,by) satisfy Lemma 9 with r = ¢ — p then f, (1;2), gac(p;x) and hqo(p; x) satisfy
Theorems 1, 4(b) and 5(b), respectively. These facts imply a number of presumably new inequalities
for the generalized hypergeometric function. In particular, if » € N, > 0 and under conditions
(30) the function f, .(p; ) defined above satisfies (17) for ¢ > a > 0, gqc(p; x) satisfies (18) for
a>c¢> 0 and hg(p;x) satisfies (23) for all a,c > 0.
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