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We consider the approximation of martensitic microstructure for a class
of martensitic transformations. We model such microstructures by multi-well
energy minimization problems with general homogeneous boundary data. Under
our assumptions on such boundary data, the underlying microstructure can be
nonunique. We first show that any energy-minimizing sequence converges strongly
to a unique macroscopic deformation that is precisely the homogeneous defor-
mation in the boundary condition. We then prove a series of estimates for the
approximation of admissible deformations to the unique macroscopic deforma-
tion of the microstructure and for the closeness of the gradients of admissible
deformations to the energy wells.  2002 Elsevier Science (USA)
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1. INTRODUCTION

Martensitic microstructure is fine-scale mixture of coherent phases or
phase variants of a martensitic crystal such as a shape-memory alloy. The
geometrically nonlinear theory of martensite predicts such microstructure
by minimizing sequences of an elastic energy functional with a rotation-
ally invariant, multi-well energy density of the underlying crystal [4, 5].
Such energy-minimizing sequences have been extensively studied via the
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notion of Young measures. However, it is practically interesting to under-
stand how well individual deformations with low energy can approximate
a microstructure, and to seek general statements valid for all approximate
energy minimizers. Along this line of thinking, a theory of approximation of
a simply laminated microstructure was first developed in [18] for a two-well
energy density, and then extended in [9, 10, 16, 17] for other multi-well
energy densities. As realized in [9], such a theory of approximation results
from the uniqueness of the underlying microstructure.

In this work, we generalize the theory of approximation of a simply
laminated microstructure to that of a more general class of martensitic
microstructures. Specifically, we consider multi-well energy minimiza-
tion problems in the framework of the geometrically nonlinear theory of
martensite. We assume that the transformation matrices—those symmet-
ric positive definite parts of the energy wells—satisfy certain conditions of
variant reduction. To study stationary properties of the underlying crystal,
we impose the Dirichlet boundary condition with a general homogeneous
deformation whose gradient is in the quasiconvex hull of the energy wells.
Nonhomogeneous boundary data can be possibly treated as in [5] using
covering techniques.

Our main contributions are as follows.

1. The identification of conditions on the Dirichlet boundary data
that are sufficient for the corresponding homogeneous deformation to be
the unique macroscopic deformation of all microstructures and for the pos-
sible reduction of martensitic variants in these microstructures; cf. the con-
ditions F1–F3 in Section 2 and Theorem 3.1 in Section 3.

2. The derivation of a series of estimates for the approximation of
admissible deformations to the unique macroscopic deformation of the
microstructure and for the closeness of the gradients of admissible defor-
mations to the energy wells; cf. Theorems 4.1–4.4 in Section 4.

3. The justification of the fact that a widely used projection from
the gradient space to the union of energy wells is well defined and Borel
measurable; cf. the Appendix.

Our idea of identifying unified conditions on the boundary data stems
from [12]. See the maximality condition in [6, 7, 13]. Independently, we
formulate such conditions, slightly more general, based on our work [9] on
the simply laminated microstructure modeled by a six-well problem. Exam-
ples of microstructures that satisfy our conditions can be found in [5–7,
9, 10]. For energy-minimizing sequences, our estimates in Section 4 lead
to the reduction of martensitic variants in any of the limiting microstruc-
tures, the strong convergence of certain directional derivatives of deforma-
tions, the strong convergence of deformations, and the weak convergence of
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deformation gradients. Notice that our results can be applied to the study
of the finite element analysis of microstructure [9, 14–17, 19].

In Section 2, we describe the multi-well energy minimization problem
and state our assumptions on the energy density and the boundary data.
In Section 3, we show some properties of the Young measure solutions
of our energy minimization problems. In Section 4, we derive a series of
estimates for all the admissible deformations for the approximation of the
microstructure. Finally, in the Appendix, we prove that the projection from
the gradient space to the energy wells is Borel measurable.

2. MULTI-WELL ENERGY MINIMIZATION PROBLEMS AND
CONSTITUTIVE ASSUMPTIONS

We denote by � ⊂ �3 the reference configuration of an underlying
martensitic crystal which is taken to be the homogeneous austenite around
the transformation temperature. We assume that � is a bounded domain
with a Lipschitz continuous boundary ∂�. We denote by y� � → �3 a
deformation of the crystal and by ∇y� � → �3×3 the deformation gradient,
where �3×3 denotes the set of all 3 × 3 real matrices. We also denote by
φ� �3×3 → � the free energy density per unit volume of the reference con-
figuration of the crystal at a fixed temperature below the transformation
temperature. We consider the variational problem of infimizing the total
free energy functional

��y� �=
∫
�

φ�∇y�x��dx (2.1)

over a set of admissible deformations �. Throughout the paper, we use the
notation A �= B to indicate that A is defined to be B.

We assume that the free energy density φ� �3×3 → � is continuous and
satisfies the following properties φ1–φ3 [5, 9, 18].

φ1. Frame indifference:

φ�RF� = φ�F� ∀F ∈ �3×3 ∀R ∈ SO�3��
where SO(3) is the set of all real 3 × 3 rotation matrices.

φ2. Absolute minimizers:

φ�F� ≥ 0 ∀F ∈ �3×3�

φ�F� = 0 if and only if F ∈ � �= �1 ∪ · · · ∪�N�
(2.2)

where N ≥ 1 is an integer,

�i �= SO�3�Ui �= �RUi� R ∈ SO�3��� 1 ≤ i ≤ N�
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and U1� � � � � UN ∈ �3×3 are the distinct transformation matrices, always
assumed to be symmetric positive definite, for the underlying martensitic
crystal.

φ3. Growth condition:

φ�F� ≥ κ�dist�F����2 ∀F ∈ �3×3� (2.3)

where κ > 0 is a constant and

dist�F��� �= inf
G∈�

�F − G��

where �F� �=
√∑3

i� j=1 F2
ij is the Frobenius norm of a matrix F = �Fij� ∈

�3×3.

We define the set of admissible deformations to be

� = �y ∈ W 1�∞����3�� y�x� = y0�x�� x ∈ ∂��� (2.4)

where the boundary value is understood in the sense of trace and y0� � →
�3 is a homogeneous deformation defined for a given F0 ∈ �3×3 by

y0�x� = F0x ∀x ∈ �� (2.5)

Except as otherwise stated, we always assume that the boundary data F0 ∈
�3×3 satisfies the following conditions F1–F3.

F1. Energy-minimizing microstructure: F0 ∈ �qc, the quasiconvex hull
of �, i.e.,

inf
y∈�

��y� = 0�

F2. Uniqueness of macroscopic deformation: there exist a permutation
�i1 · · · iN� of �1 · · ·N�, an integer s with 1 ≤ s ≤ N , and a unit vector e0 ∈ �3

such that

�F0e0� = �Ui1
e0� = · · · = �Uis

e0�� (2.6)

F3. Variant reduction: if s < N , then, for each j ∈ �s + 1� � � � � N�,
either there exists a unit vector aj ∈ �3 such that

�F0aj� = �Ui1
aj� = · · · = �Uis

aj� ≥ max
s+1≤k≤N

�Uik
aj��

�F0aj� �= �Uij
aj��

(2.7)

or there exists a unit vector bj ∈ �3 such that

��Cof F0�bj� = ��Cof Ui1
�bj� = · · · = ��Cof Uis

�bj�
≥ max

s+1≤k≤N
��Cof Uik

�bj�� (2.8)

��Cof F0�bj� �= ��Cof Uij
�bj��

where Cof F ∈ �3×3 is the cofactor matrix of F ∈ �3×3.
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If all the transformation matrices U1� � � � � UN have the same determinant
and a same pair of eigenvalue and eigenvector, then one has the explicit
formula for the quasiconvex hull �qc [5, 7]. In this case, any F0 ∈ �qc

satisfies F1–F3 with s = N [5, 7]. Examples of such martensitic transfor-
mations include the tetragonal to orthorhombic or orthorhombic to mono-
clinic transformation modeled by a two-well problem and the tetragonal to
monoclinic transformation modeled by a four-well problem. If the bound-
ary data F0 ∈ �qc satisfy certain conditions that can lead to the reduction of
variants, then they also satisfy our conditions. Examples of such reduction
include that from a three-well, four-well, or six-well to a two-well problem
and that from a twelve-well to a four-well problem [5, 6, 9, 10].

3. PROPERTIES OF YOUNG MEASURE SOLUTIONS

The following theorem summarizes the main properties of the Young
measure solutions of our energy minimization problem.

Theorem 3.1. Let the continuous energy density φ� �3×3 → � and the
boundary data F0 ∈ �3×3 satisfy the conditions φ1–φ3 and F1–F3, respec-
tively. Let �yk� be a W 1�∞����3�-bounded, energy-minimizing sequence in �
such that the corresponding sequence of gradients �∇yk� generates a family of
Young measures �νx� x ∈ ��. Then, we have the reduction of variants

supp νx ⊆ � �= �i1
∪ · · · ∪�is

a.e. x ∈ �� (3.1)

where �i1� � � � � is� is defined in the condition F2. We also have the strong
convergence

∇yke0 → ∇y0e0 and yk → y0 in Lp����3� (3.2)

for any p ∈ �1�∞�, where y0 is the homogeneous deformation in the boundary
condition, and e0 ∈ �3 is the unit vector satisfying (2.6), and the weak-∗
convergence

yk

∗
⇀ y0 in W 1�∞����3�� (3.3)

Finally, we have∫
�

G dνx�G� = F0 and
∫
�

Cof G dνx�G� = Cof F0 a.e. x ∈ �� (3.4)

Proof. It follows from the continuity of φ� �3×3 → �, the assumptions
φ2, φ3, and F1 that [5]

supp νx ⊆ � a.e. x ∈ �� (3.5)
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If s = N in the condition F2, then (3.1) follows from (3.5). Suppose s < N .
Define the volume fraction

τi �=
1

meas �

∫
�

νx��i�dx ≥ 0� i = 1� � � � � N�

Fix j ∈ �s + 1� � � � � N�. If (2.7) holds true for some unit vector aj ∈ �3, then
it follows from the fact that yk = y0 on ∂� for all k ≥ 1, the Divergence
Theorem, and the fundamental theorem for Young measures [2] that

F0 = lim
k→∞

1
meas �

∫
�
∇yk�x�dx = 1

meas �

∫
�

∫
�

G dνx�G�dx� (3.6)

Consequently,

�F0aj� ≤
1

meas �

∫
�

∫
�
�Gaj�dνx�G�dx =

N∑
l=1

τil
�Uil

aj��

leading to τij
= 0 by (2.7) and the fact that

∑N
l=1 τil

= 1. If, instead, (2.8)
holds true for some unit vector bj ∈ �3, then a similar argument using the
cofactor of gradient leads to the same result. Thus, (3.1) is proved.

It follows from the fundamental theorem for Young measures [2], (3.6),
(3.1), and (2.6) that as k → ∞,

1
meas �

∫
�
��∇yk�x� − F0�e0�2 dx

→ 1
meas �

∫
�

∫
�
��G − F0�e0�2 dνx�G�dx

= 1
meas �

∫
�

∫
�

(�Ge0�2 + �F0e0�2 − 2Ge0 · F0e0
)
dνx�G�dx

= 1
meas �

∫
�

∫
�

(�Ge0�2 − �F0e0�2
)
dνx�G�dx

= 1
meas �

s∑
l=1

∫
�

∫
�il

(�Ge0�2 − �F0e0�2
)
dνx�G�dx

=
s∑

l=1

τil

(�Uil
e0�2 − �F0e0�2

)
= 0�

This, together with an application of the Poincaré inequality [9, 18],∫
�
�y�x� − F0x�2 dx ≤ C

∫
�
��∇y�x� − F0�e0�2 dx ∀ y ∈ �� (3.7)

where C > 0 is a constant, implies (3.2) for p = 2. It now follows that any
subsequences of �∇yke0� and �yk� have further subsequences that converge
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almost everywhere in � to ∇y0e0 and y0, respectively. By the Lebesgue
Dominated Convergence Theorem, these further subsequences converge in
Lp-norm to ∇y0e0 and y0, respectively, leading to (3.2) for any p ∈ �1�∞�.
Since �yk� is bounded in W 1�∞����3�, any subsequence of �yk� has a
further subsequence that converges weakly-∗ in W 1�∞����3�. By (3.2), the
weak-∗ limit is y0. This proves (3.3). Finally, (3.4) follows from (3.3) and
the minors relations [5, 8].

4. APPROXIMATION OF MICROSTRUCTURE

We define a projection π� �3×3 → � by

�F − π�F�� = dist�F���� F ∈ �3×3�

In the Appendix, we show that, with a possible modification of its defi-
nition on a subset of �3×3 of Lebesgue measure zero, this projection is
well defined and Borel measurable. The following lemma is a direct con-
sequence of the definition of the projection π� �3×3 → � and the growth
condition (2.3).

Lemma 4.1. We have∫
�
�∇y�x� − π�∇y�x���2 dx ≤ κ−1��y� ∀ y ∈ W 1�∞����3��

We shall frequently use the following well-known result that a subdeter-
minant of the gradient is a null Lagrangian [1, 11].

Lemma 4.2. We have for any y ∈ � that∫
�
∇y�x�dx =

∫
�

F0 dx�∫
�

Cof ∇y�x�dx =
∫
�

Cof F0 dx�

In what follows, we denote by C a generic positive constant which is
always assumed to be independent of admissible deformations y ∈ �.

Lemma 4.3. Let the continuous energy density φ� �3×3 → � and the
boundary data F0 ∈ �3×3 satisfy the conditions φ1–φ3 and F1–F3, respec-
tively. We have for any y ∈ � and any unit vector w ∈ �3 that∫

�
��π�∇y�x�� − F0�w�2 dx −

∫
�
��π�∇y�x��w�2 − �F0w�2�dx ≤ C��y�1/2

(4.1)
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and∫
�
��Cofπ�∇y�x��−CofF0�w�2dx

−
∫
�
���Cofπ�∇y�x���w�2−��CofF0�w�2�dx≤C���y�1/2+��y��� (4.2)

Proof. Fix y ∈ � and w ∈ �3 with �w� = 1. We have by Lemma 4.2 that∫
�
��π�∇y�x�� − F0�w�2 dx

=
∫
�
��π�∇y�x��w�2 + �F0w�2 − 2π�∇y�x��w · F0w�dx

=
∫
�
��π�∇y�x��w�2 + �F0w�2 − 2∇y�x�w · F0w�dx

+
∫
�
�2∇y�x�w · F0w − 2π�∇y�x��w · F0w�dx

=
∫
�
��π�∇y�x��w�2 − �F0w�2�dx + 2

∫
�
�∇y�x� − π�∇y�x���w · F0w dx�

Consequently, we have by the Cauchy–Schwarz inequality and Lemma 4.1
that ∫

�
��π�∇y�x�� − F0�w�2 dx −

∫
�
��π�∇y�x��w�2 − �F0w�2�dx

= 2
∫
�
�∇y�x� − π�∇y�x���w · F0w dx

≤ 2�F0�
∫
�
�∇y�x� − π�∇y�x���dx

≤ 2�F0��meas ��1/2
[∫

�
�∇y�x� − π�∇y�x���2 dx

]1/2

≤ 2�F0��meas ��1/2κ−1/2��y�1/2�

proving (4.1).
A similar argument leads to∫

�
��Cof π�∇y�x�� − Cof F0�w�2 dx

−
∫
�
���Cof π�∇y�x���w�2 − ��Cof F0�w�2�dx

= 2
∫
�
�Cof ∇y�x� − Cof π�∇y�x���w · F0w dx

≤ 2�F0�
∫
�
�Cof ∇y�x� − Cof π�∇y�x���dx� (4.3)
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Setting V �x� = �Vij�x�� = ∇y�x� ∈ �3×3 and W �x� = �Wij�x�� =
π�∇y�x�� ∈ � for x ∈ �, we have that both V and W are in L∞����3×3�
and that the L∞-norm of W is bounded uniformly for all y ∈ �. Moreover,

VijVkl − WijWkl = �Vij − Wij�Wkl + Wij�Vkl − Wkl� + �Vij − Wij��Vkl − Wkl�
for any i� j� k� l ∈ �1� 2� 3�. Consequently, it follows from the definition of
cofactor matrix, the Cauchy–Schwarz inequality, and Lemma 4.1 that∫

�
�Cof ∇y�x� − Cof π�∇y�x���dx

≤ C
∫
�
��∇y�x� − π�∇y�x��� + �∇y�x� − π�∇y�x���2�dx

≤ C

{[∫
�
�∇y�x� − π�∇y�x���2 dx

]1/2
+
∫
�
�∇y�x� − π�∇y�x���2 dx

}

≤ C���y�1/2 + ��y���
This, together with (4.3), leads to (4.2).

The following theorem gives an estimate on the reduction of martensitic
variants. See (3.1) in Theorem 3.1 for its Young measure version.

Theorem 4.1. Let the continuous energy density φ� �3×3 → � and the
boundary data F0 ∈ �3×3 satisfy the conditions φ1–φ3 and F1–F3 with
s < N , respectively. We have

meas�x ∈ �� π�∇y�x�� /∈ � � ≤ C���y�1/2 + ��y�� ∀ y ∈ ��

Proof. Fix y ∈ � and denote

�i�y� �= �x ∈ �� π�∇y�x�� ∈ �i�� i = 1� � � � � N� (4.4)

Notice that all �i�y� �i = 1� � � � � N� are pairwise disjoint. Fix j ∈
�s + 1� � � � � N�. If (2.7) holds true for some aj ∈ �3, then we have by
(4.1) with w = aj that

C��y�1/2 ≥
∫
�
��F0aj�2 − �π�∇y�x��aj�2�dx

=
N∑

i=1

∫
�i�y�

���F0aj�2 − π�∇y�x��aj�2�dx

=
N∑

i=1

meas �i�y���F0aj�2 − �Uiaj�2�

≥ meas �ij
�y���F0aj�2 − �Uij

aj�2��
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which, together with (2.7), leads to

meas �ij
�y� ≤ C��y�1/2� (4.5)

If, instead, (2.8) holds true for some bj ∈ �3, then we have by (4.2) with
w = bj that

C���y�1/2 + ��y�� ≥
∫
�
���Cof F0�bj�2 − ��Cof π�∇y�x���bj�2�dx

=
N∑

i=1

∫
�i�y�

���Cof F0�bj�2 − ��Cof π�∇y�x���bj�2�dx

=
N∑

i=1

meas �ij
�y����Cof F0�bj�2 − ��Cof Uij

�bj�2�

≥ meas �ij
�y����Cof F0�bj�2 − ��Cof Uij

�bj�2��
which, together with (2.8), leads to

meas �ij
�y� ≤ C���y�1/2 + ��y��� (4.6)

Now, the estimates (4.5) and (4.6), together with the fact that

�x ∈ �� π�∇y�x�� /∈ � � =
N⋃

j=s+1

�ij
�y�� (4.7)

imply the desired estimate.

Recall from Theorem 3.1 that F0 = ∇y0 is the gradient of the unique
macroscopic deformation y0 which coincides with the boundary data. The
following result gives an estimate for the approximation of certain direc-
tional derivatives of admissible deformations to that of the deformation y0.
It implies immediately the strong convergence of the directional derivative
for any energy-minimizing sequence; cf. (3.2) with p = 2 in Theorem 3.1.

Theorem 4.2. Let the continuous energy density φ� �3×3 → � and the
boundary data F0 ∈ �3×3 satisfy the conditions φ1–φ3 and F1–F3, respec-
tively. We have for the unit vector e0 ∈ �3 satisfying (2.6) that∫

�
��∇y�x� − F0�e0�2 dx ≤ C���y�1/2 + ��y�� ∀ y ∈ ��

Proof. We have for any y ∈ � that∫
�
��∇y�x� − F0�e0�2 dx ≤ 2

∫
�
��∇y�x� − π�∇y�x���e0�2 dx

+ 2
∫
�
��π�∇y�x�� − F0�e0�2 dx� (4.8)
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Since �e0� = 1, we have by Lemma 4.1 that∫
�
��∇y�x� − π�∇y�x���e0�2 dx ≤

∫
�
�∇y�x� − π�∇y�x���2 dx

≤ κ−1��y�� (4.9)

In view of (4.1) with w = e0, (2.6), (4.7), and Theorem 4.1, we have∫
�
��π�∇y�x�� − F0�e0�2 dx

≤ C��y�1/2 +
∫
�
��π�∇y�x��e0�2 − �F0e0�2�dx

= C��y�1/2 +
∫
�x∈�� π�∇y�x��∈� �

��π�∇y�x��e0�2 − �F0e0�2�dx

+
∫
�x∈�� π�∇y�x��/∈� �

��π�∇y�x��e0�2 − �F0e0�2�dx

≤ C��y�1/2 +
s∑

j=1

meas �ij
��Uij

e0�2 − �F0e0�2�

+ C meas�x ∈ �� π�∇y�x�� /∈ � �
≤ C���y�1/2 + ��y��� (4.10)

where �i�y� �1 ≤ i ≤ N� is defined in (4.4). The assertion of the theorem
now follows from (4.8)–(4.10).

The following result gives an L2 estimate for the approximation of any
admissible deformation to the unique macroscopic deformation y0. Apply-
ing this estimate to an energy-minimizing sequence, we can immediately
obtain the strong convergence of such a sequence to the unique macro-
scopic deformation y0; cf. (3.2) with p = 2 in Theorem 3.1.

Theorem 4.3. Let the continuous energy density φ� �3×3 → � and the
boundary data F0 ∈ �3×3 satisfy the conditions φ1–φ3 and F1–F3, respec-
tively. We have∫

�
�y�x� − y0�x��2 dx ≤ C���y�1/2 + ��y�� ∀ y ∈ ��

Proof. This follows the Poincaré inequality (3.7) and Theorem 4.2.

Corollary 4.1 (cf. [3]). Let the continuous energy density φ� �3×3 → �
and the boundary data F0 ∈ �3×3 satisfy the conditions φ1–φ3 and F1–F3,
respectively. If F0 /∈ �, then there does not exist any y ∈ � such that

��y� = min
z∈�

��z��



462 bo li

Proof. If y ∈ � was a minimizer, then we would have that ��y� = 0
by the assumption F1. Hence, y = y0 by Theorem 4.3. Thus, ∇y�x� =
∇y0�x� = F0 for a.e. x ∈ �. But, the assumption that F0 /∈ � implies that
φ�F0� > 0 by (2.2). Therefore,

0 = ��y� = �meas ��φ�F0� > 0�

which is a contradiction.

The following result leads to the weak convergence of any energy-
minimizing sequence of admissible deformations in �; cf. (3.3) in
Theorem 3.1.

Theorem 4.4. Let the continuous energy density φ� �3×3 → � and the
boundary data F0 ∈ �3×3 satisfy the conditions φ1–φ3 and F1–F3, respec-
tively. Then, for any Lipschitz domain ω ⊆ �, there exists a constant C =
C�ω� > 0 depending on ω such that∥∥∥∫

ω
�∇y�x� − ∇y0�x��dx

∥∥∥ ≤ C���y�1/8 + ��y�1/2� ∀ y ∈ ��

Proof. Fix y ∈ �. It follows from the Divergence Theorem and the
Cauchy–Schwarz inequality that∥∥∥∫

ω
�∇y�x� − ∇y0�x��dx

∥∥∥
=
∥∥∥∫

∂ω
�y�x� − y0�x�� ⊗ ν dS

∥∥∥
≤
∫
∂ω

�y�x� − y0�x��dS

≤ �meas2 ∂ω�1/2
(∫

∂ω
�y�x� − y0�x��2dS

)1/2

� (4.11)

where ν is the unit exterior normal to ∂ω and meas2 ∂ω is the surface
area of ∂ω. By the trace theorem and the Cauchy–Schwarz inequality, we
obtain that∫

∂ω
�y�x� − y0�x��2 dS

≤ C
{∫

ω
�y�x� − y0�x��2 dx +

∫
ω
�∇��y�x� − y0�x��2��dx

}

≤ C
[∫

ω
�y�x� − y0�x��2 dx +

(∫
ω
�y�x� − y0�x��2 dx

)1/2

×
(∫

ω
�∇y�x� − ∇y0�x��2 dx

)1/2]
� (4.12)
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Further, we have by the triangle inequality and Lemma 4.1 that(∫
ω
�∇y�x� − ∇y0�x��2 dx

)1/2
≤
(∫

ω
�∇y�x� − π�∇y�x���2 dx

)1/2

+
(∫

ω
�π�∇y�x�� − ∇y0�x��2 dx

)1/2

≤ C���y�1/2 + 1�� (4.13)

It now follows from (4.12), (4.13), Theorem 4.3, and the fact

0 ≤ ��y�p ≤ max���y����y�1/4� ≤ ��y� + ��y�1/4

for any p ∈ �1/4� 1� that∫
∂ω

�y�x� − y0�x��2 dS ≤ C���y�1/4 + ��y���

This, together with (4.11), leads to the desired estimate.

APPENDIX
THE PROJECTION π� �3×3 → �

We recall for any F ∈ �3×3 that the projection π�F� ∈ � is defined by

�F − π�F�� = dist�F����
where � = �1 ∪ · · · ∪ �N , �i = SO�3�Ui �i = 1� � � � � N�, and all
U1� � � � � UN ∈ �3×3 are distinct and symmetric positive definite.

Proposition A.1. There exists a closed subset � ⊂ �3×3 of zero Lebesgue
measure such that there exists a unique π�F� ∈ � for any F ∈ �3×3\�
and that π� �3×3\� → � is continuous. Moreover, with any value π�F�
assigned to any F ∈ �, the projection π� �3×3 → � is well defined and Borel
measurable.

Proof. Since � ⊂ �3×3 is compact, the distance dist�F��� is a contin-
uous function of F ∈ �3×3. A projection π�F� ∈ � thus exists for any
F ∈ �3×3, although it may not be unique. Let � be the subset of �3×3 that
consists of all matrices F ∈ �3×3 such that det F = 0, or det F < 0 but the
smallest eigenvalue of FU2

i FT for some i ∈ �1� � � � � N� is a repeated eigen-
value, or dist�F��i� = dist�F��j� for some i and j with 1 ≤ i� j ≤ N and
i �= j. It is easy to see that � is a lower dimensional smooth and closed man-
ifold, and hence a closed subset of �3×3 with zero Lebesgue measure. By
Proposition A.2 below, the projection π�F� is unique for any F ∈ �3×3\�.
Moreover, π� �3×3\� → � is a continuous mapping. Consequently, with
a suitable modification of the definition of π�F� for F ∈ �, the projection
π� �3×3 → � is well defined and Borel measurable.
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The following result is of its own interest.

Proposition A.2. Let U ∈ �3×3 be a symmetric positive definite matrix.
For any F ∈ �3×3, there exists a projection π0�F� ∈ SO�3�U �= �RU � R ∈
SO�3�� such that

�F − π0�F�� = dist�F� SO�3�U� �= inf
G∈SO�3�U

�F − G�� (A.1)

If det F > 0, then the projection is unique and given by

π0�F� = (
FU2FT

)1/2(
UFT

)−1
U� (A.2)

If det F < 0 and the smallest eigenvalue of the symmetric positive definite
matrix �FU2FT �1/2 is not a repeated eigenvalue, then the projection is unique
and given by

π0�F� = �I − 2v1 ⊗ v1�
(
FU2FT

)1/2(
UFT

)−1
U� (A.3)

where I ∈ �3×3 is the identity matrix and v1 is a unit eigenvector corresponding
to the smallest eigenvalue of the matrix �FU2FT �1/2.
If det F < 0 and the smallest eigenvalue of the matrix �FU2FT �1/2 is

a repeated eigenvalue, then there are infinitely many projections π0�F� ∈
SO�3�U .

Proof. Fix F ∈ �3×3. The existence of a projection π0�F� ∈ SO�3�U
follows from the compactness of the set SO�3�U and the continuity of the
distance function defined in (A.1).

Notice that any matrix in SO�3�U is of the form RU with R ∈ SO�3�.
Moreover,

�F − RU�2 = �F�2 − 2�F� RU� + �RU�2 = �F�2 − 2 tr
(
RUFT

)+ �U�2�

where �A� B� �= tr�AT B� = tr�BAT � is the matrix inner product of A� B ∈
�3×3 and tr A = ∑3

i=1 Aii is the trace of A = �Aij� ∈ �3×3. Hence, the
infimum in (A.1) is attained by π0�F� = R0U ∈ SO�3�U with R0 ∈ SO�3�
such that

tr
(
R0UFT

) = max
R∈SO�3�

tr
(
RUFT

)
�

Suppose det F �= 0. Let UFT = QV be the unique polar decomposition
of UFT with V = �FU2FT �1/2 ∈ �3×3 symmetric positive definite and Q =
UFT V −1 = UFT �FU2FT �−1/2 ∈ �3×3 orthogonal. Let V = ∑3

i=1 λivi ⊗ vi

be the canonical decomposition of the matrix V with λi �i = 1� 2� 3� its
eigenvalues such that 0 < λ1 ≤ λ2 ≤ λ3 and vi ∈ �3 �i = 1� 2� 3� its corre-
sponding orthonormal eigenvectors. We have for any R ∈ SO�3� that

tr
(
RUFT

) = tr�RQV � = tr

(
3∑

i=1

λiRQvi ⊗ vi

)
=

3∑
i=1

λiRQvi · vi� (A.4)
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Assume first det F > 0. Then, the orthogonal matrix Q is in fact a
proper rotation. Hence, RQ ∈ SO�3�. Notice for each i �1 ≤ i ≤ 3� that
RQvi · vi ≤ 1 and RQvi · vi = 1 if and only if RQvi = vi. Hence, tr�RUFT �
is maximized if and only if RQ = I, i.e., R = Q−1. Therefore, in this case,
the projection π0�F� = Q−1U ∈ SO�3�U is unique, and is given by (A.2).

Assume now det F < 0. Then, −Q ∈ SO�3� and hence −RQ ∈ SO�3� if
R ∈ SO�3�. Let w ∈ �3 with �w� = 1 and θ ∈ �0� π� be the axis and angle
of the proper rotation −RQ, respectively. Denote w3 = w and choose unit
vectors w1� w2 ∈ �3 so that w1� w2� w3 form a right-handed orthonormal
basis of �3. We have by a direct calculation that

−RQw1 · w1 = −RQw2 · w2 = cos θ�

−RQw1 · w2 = −�−RQw2 · w1� = − sin θ�

−RQwi · w3 = −RQw3 · wi = 0� i = 1� 2�

−RQw3 · w3 = 1�

Consequently,

3∑
i=1

λiRQvi · vi = −
3∑

i=1

λi�−RQ�
[

3∑
j=1

�vi · wj�wj

]
·
[

3∑
k=1

�vi · wk�wk

]

= −
3∑

i=1

λi

{[�vi · w1�2 + �vi · w2�2] cos θ + �vi · w3�2}

≤
3∑

i=1

λi

[�vi · w1�2 + �vi · w2�2 − �vi · w3�2]

=
3∑

i=1

λi

[
1 − 2�vi · w3�2]

= tr�V � − 2
3∑

i=1

λi�vi · w�2� (A.5)

where we use the fact that a =∑3
i=1�a · wi�wi and

∑3
i=1�a · wi�2 = �a�2 = 1

for any unit vector a ∈ �3. The inequality in (A.5) becomes equality if and
only if cos θ = −1, i.e., θ = π. In this case, −RQ is a 180◦ rotation about
the axis w = w3.

Now, the trace in (A.4) is maximized in this case if and only if the last
sum in (A.5),

∑3
i=1 λi�vi · w�2, is minimized. Since 0 < λ1 ≤ λ2 ≤ λ3, we

have that
3∑

i=1

λi�vi · w�2 ≥ λ1

3∑
i=1

�vi · w�2 = λ1�
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with the equality holding true if and only if

�λ2 − λ1��v2 · w�2 = �λ3 − λ1��v3 · w�2 = 0�

Therefore, if λ1 is not a repeated eigenvalue, the axis of the 180◦ rotation
−RQ with R ∈ SO�3� maximizing the trace in (A.4) is w = ±v1, and −RQ is
the unique 180◦ rotation about v1, i.e., −RQ = −I + 2w ⊗w = −I + 2v1 ⊗
v1. Consequently, the unique projection is π0�F� = −�−I + 2v1 ⊗ v1�Q−1 ∈
SO�3�U in this case, and is given by (A.3).

If, however, λ1 is a repeated eigenvalue, then there are infinitely many
rotations −RQ with R ∈ SO�3� that can maximize the trace in (A.4). The
axis of such a rotation can be any unit vector w ∈ �3 such that w · v3 = 0
if 0 < λ1 = λ2 < λ3, or any unit vector in �3 if 0 < λ1 = λ2 = λ3. In
both cases, there are infinitely many projections π0�F� ∈ SO�3�U satisfying
(A.1).
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