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1. Introduction

We consider n-th order autonomous systems of differential equations of the following form

i _ b, i=1.2....n 1)
dt - 1 ’ I N ]
where X = (x1,X2,...,%,) € D CR" (or C"), P; : D — R (or C), P;j € Coo(D) and t € R (or C). Associated to system (1) there is
the differential operator

. 3
L= ZP"(X>7,.~ ()
i=1

Sometimes, the vector field of system (1) will be denoted simply by P = (P1, P2, ..., Py). The divergence of the vector field
P is defined by

n
dP;
div(P) =div(P1, Py, ..., Pp) = % —.
0X;

i=1

Differential equations are mainly used to describe the change of quantities or the behavior of certain systems in the time,
such as those systems governed by Newton’s laws in physics. Usually, explicit solutions of the differential equations cannot
be found, so we must look for other methods to study properties of the systems. Some of the most interesting questions
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are related to the so-called qualitative properties and the integrability [1-3]. Among them, the inverse integrating factors
play some important roles. A real (complex) C! function (1, X, ..., xz) € D, that satisfies the equation

n n
I aP;
Py == —
l;a)‘l M(; 8X1>

or
Lyt = ndiv P,

is called an inverse integrating factor of system (1). Obviously, if w(x1,x2,...,%;) is an inverse integrating factor of sys-
tem (1), then % (u #0) is an integrating factor of system (1), and

1 1
Ly— = ——divP.
nooon

Inverse integrating factors of a differential equations system can reveal some qualitative properties of the system [4,5].
Some elegant results on integrating factors for polynomial differential systems are presented in [6,7], and the relation
between Darboux first integrals of the system and the inverse integrating factors is showed. In [8], the integrability of
planar quasihomogeneous systems is considered, and a method for calculating the inverse integrating factors of such a
system is proposed. In [9,10], we show methods to get inverse integrating factors of some system by Lie group or invariant
manifolds of the system. As we know, searching for first integrals and integrating factors (inverse integrating factors) of a
system plays a very important role for integrating system. By using the Jacobi Theorem [11], an n-th order autonomous
system can be integrated if one can get an integrating factor under knowing n — 2 first integrals. For a second order
autonomous system, we can get an integrating factor if we know a one-parameter Lie group admitted by the system [2].
For n-th order autonomous systems, in order to obtain integrating factors, a multiple-parameter Lie group admitted by the
systems is required in the traditional theory of Lie group [2]. But, it is difficult to obtain a multiple-parameter Lie group
admitted by the systems. In [12], the spacial structure spanned by generators of one-parameter Lie groups admitted by a
higher order autonomous system is studied. But, how to obtain integrating factors concretely when one has known more
one-parameter Lie groups admitted by the system is still an issue needing to study. We have considered to get an inverse
integrating factor by generators of one-parameter Lie groups admitted by 3-rd order autonomous systems in [13]. In this
paper, we still consider the issue concretely for n-order autonomous systems, and give the approach to obtaining inverse
integrating factors by using the generators of one-parameter Lie groups admitted by the systems.

2. Obtaining an inverse integrating factor using one-parameter Lie groups

Now, we consider system (1), and let
n ) 8
vi=Zs;<x1,xz,...,xn)W (i=1.2,...,n—1)
j=1 J

be the generators of n — 1 independent one-parameter Lie groups G; (i=1,2,...,n— 1) admitted by system (1). System (1)
admits n — 1 independent one-parameter Lie groups G; (i=1,2,...,n — 1), that is, the transformations of G; leave system
(1) invariant.
Lemma 1. (See [12].) If there exist functions A;j(x1,X2,...,Xn) € Coo (i=1,2,...,n — 1) satisfying

[Vi,Lil=Ailx (i=1,2,...,n—-1),

then system (1) admits the Lie groups G; (i=1,2,...,n—1) generated by V; (i=1,2,...,n—1).

We can construct a function @ (x1,x3, ..., X;) of the following determinant form,
P Py, ... Py
g & . gl
(X1, X2, ..., X)) =| | ) ) .
-1 -1 _
g7 g7 g

Since V; (i=1,2,...,n—1) are independent, ®(x1,X2,...,Xn) # 0 holds.

Theorem 1. w(x1, X2, ..., Xp) is an inverse integrating factor of system (1).
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Proof.
9Py 9P, P
W I o P ! P 2 P;I
n 1 1 1 & I3
8/1/ g‘l 52 n 1 2 n
Lyt = Pi— =P +---+P
xM ; i % 1 1 : : :
E?—l &_g—l n—1 azln_l 3?_1 3%’11_1
n X1 X1 X1
P Py JaP
9x2 0x2 W; Pll P12 P;l
511 %’21 r} 51 ;5_2 ‘i:n
+ P; . +--+ P2 . N
n—1 gn—1 n—1 oef ! a5y gy !
g S2 n X dX) X2
9Py 3P, aP,
T 9% FE P]1 P12 P,11
s} & & 5005 n
+ Pn ; |+ P .
S" 1ognt n—1 g g g
2 n 0Xn dXn dXn
From the above determinants, one can get the following formulas,
Pq P, Py
Py Py Py 1 1 1
8§ 5 p 35 np 0% g 5 "
Z' 1 ' axl Zi:l i axl Zi:l Pld_xl Zn Pﬁ Zn Pﬁ Z 3§n
L o= %_2 52 %_2 + i=1"179x; i=1"19x; i= 1 L9x;
XM= 1 2 n
. . . & & &
n—1 n—1 n—1 . .
;5_1 ’52 n n—1 n—1 n—1
1 ‘5_2 n
P1 Pa Pn T ap,
&‘_11 521 Er‘,l X1 EES) 9X1
1 1 1
+ : . : +P gl g:2 n
. . . 1 . .
-2 -2 _ : :
i_—“ 53 ,111 2 . 1 . : .
p.? n o p g I &5 & i
Zz 1 i ax, 2ic i Tx 2 9%
Py 9Py aPy dPy 9Py 9Py
X2 X2 X2 JIXn IxXn dXn
08 & s% & 3
+ Py ) |t Pa| ) ) (3)
-1 -1 - 1 -1 _
gt L gl s” gt gt
Because system (1) admits the independent Lie groups G; (i=1,2,...,n— 1) generated by V; (i=1,2,...,n—1)

respectively, there exist functions A;(x1, X2, ..., X,) to satisfy
[P,Vi]=AP (i=1,2,...,n—1)
that is,
PVi=ViP+A;P (i=1,2,...,n—1).
By the property of the differential operator, one can get the following formula from the above equations,

O
: Jax Xk

n

Z i 9Pk 0 D =12 -1 k=1.2.....n)
‘ ]ax] 8X k — Ly by ey — L4y, .

Xy
So

n
9 P ‘
2P Jaik ZS k+APk (i=1,2,....n—=1 (k=1,2,....n).

j=1
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Substituting this equation to the ahead n — 1 determinants of (3), the following formula is easy to be obtained,

Pq Py Py
S G AP XS5 R APy L Y E G ArPy
grl 52 &2
. e .
Pq P, Py
& & b
Y16 G+ AP XS 8RR APy L Y& + APy
* £3 £ g3 A
Er'_] 55,'_1 n”.‘]
P4 Py Py
g £ g
+ : E : : (4)
Sn—z En—z n-2
2115"10P1+An 1P; Z]1§n1aP2+An Py leénlap"-i-/\n \Py
By the properties of the determinant, (4) can be changed to the following expression,
Py P, P M F P
Y- 15}%1,;1 P 15}%’2}2 D 3 15}%57 s izapl s Ezgzapz s Sngzapn
5 5 5 n Jj=15j 9x; Jj=15j 9x; - j=15]j 8x;j 4.
! ? : ! & & &
g g it Sf._l 55.4 3;1
Pq Py P,
& £ &
+ : : : :
5"72 gnfz -2
Y& ]%1;; Y& 1?,5]2 v XS E l%i:
Pq P, ... Py Pq P, ... Py
aPy 3Py Py 3P 3Py P,
X Xy X T x
=gl | & & ... & |+&l| & &g ... & |+
g gt g g g
Py P, ... Py Pq P, ... Py
W e . 2
+&! 512 & o &8 |+o4gn! Do
S N2 gn-2 | gh-2
s” g g I T

Substituting the above formula to the ahead n — 1 determinants of (3), we have
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P P, ... Py P P, ... P,
9Py 3Py 9Py by 3Py 9Py
X1 X1 X1 EES) EES) o 0Xp
2 2 2 2 2 2
Ly =] | & & & |+& | & & o & |+
n-1 gn—1 n—1 n—1  ¢n—1 n—1
§ 0 & n &5 & n
P Py, ... Py P Py
P P dP 1 1
T 0% O & &
2 2 2 _ .
+§,} & & ... & + & 1 :
. . . . n—2 n—2
: . . . é:1 g:2
n—1 n—1 n—1 dPq Py
& & . & W 0%
aP; 9P, 3Py aP1 APy 3P,
X1 X1 tee X1 EES) EES) e 0Xp
A g & ..o
+P1| ) + P3
n—1 -1 n—1 n—1 n—1 n—1
;5_1 ;5_2 -+ Sp 51 52 n
Py dPy 9Py
0Xn 0Xn ot dXn
1 1 1
.§] Sz .o &
+ Pn . . . .
n—1 n—1 n—1
sl é:2 n

Simplifying the first determinant of every classes of the above determinants, we can get the following formula,

Pq Py, ... Py Pq Py, ... Py
1 1 1 1 1
Lo — aPq & & - Sr} aPy 3 & o &
ARETTH IR 2
5{1—1 E;—] n—1 511—1 53—1 n—1
n n
= pdiv(P),
that is
Lyt = udiv(P).
So m(x1,X2,...,Xp) is an inverse integrating factor of system (1). O

P,
0Xn

Pq Py
gl g
gt gl

n

n—1
n
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(5)

(6)

Actually, Theorem 1 provides a method of obtaining an inverse integrating factor of system (1). But we need previously

know n — 1 independent one-parameter Lie groups admitted by system (1).

Example 1. Consider the following autonomous system,

dx 2 2
- = z°,
a- VT

dy 2.2
— =—xy —izy /x> + y> + 22,
dt y +y+

d
d—f:—xz—i—iy,/xz—i—yz—i—zz,

du_
dat

Its corresponding operator is

0.

— (v2 23 XV —i 2 2 zi — i 2 2 zi
Le=(y +Z)8x+( Xy —izy/x2 +y +Z)8y+( Xz +iy /X2 +y +Z)az'

It is easy to check that this system admits Lie groups with the following generators,

(7)
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Vi =Zi —yi,
ay 9z
Va —x +yi +zi,
dax ay 0z
0
=0
Based on Theorem 1,

yI4+z22 —xy—izy®+y2+22 —xz+iy/x2+y2+22 0

Vs

0 - 0
N ; Zy o :(y2+zz)(x2+y2+zz)
0 0 0 1

is an inverse integrating factor of system (7).

3. The properties of inverse integrating factors

From system (1), without loss of generality, assume P{(xq1, X2, ..., Xn) # 0, then system (1) can be rewritten as
dx;  Pi(x1,x2,...,X .
_IZM, l=27._',n' (8)
dx1 P1(x1,%2,...,%n)

The corresponding differential operator is
- 0 Py, 0 P, 9

X _ .. R

o TPhiom T P

Theorem 2. System (8) admits the Lie groups G; (i=1,2,...,n—1) generated by V; (i=1,2,...,n—1) ifand only if the Lie groups
Gi (i=1,2,...,n—1) are admitted by system (1).

Proof. Let V; (i=1,2,...,n—1) be generators of Lie groups admitted by system (1). By using Lemma 1, we get

[Vi,Lx]=AijLy, i=1,2,...,n—1.

Because

~ 1 1 1 1 1
[Viv Lx] = Vi<P—1Lx> - (P_1LX> Vi = (ViP—1>Lx + P—1ViLX - P_1vai

1 1
=——(ViP))Ly+ —AilL
P%( i 1) x + P, ikx

1 1
=(——viPi+ A )| —L
( P! ' 1)(131 X)
= ! ViP1+A; |L
= P] i1 i Xs

system (8) admits Lie group G; (i=1,2,...,n—1) generators by V; (i=1,2,...,n—1) from Lemma 1.
Let Vi (i=1,2,...,n—1) be generators of Lie groups admitted by system (8). Similarly, one have

Vi, Ld=ALy, i=1,2,...,n—1.
Therefore,
[Vi, Lyl = Vi(P1Ly) — P1LyV; = P1Vilx + LyViP1 — P1LyV;
= P1AiLy+ LyV;P;

~ - 1 ~
= Aiple+ F](ViPI)Ple

~ 1
= (A,‘ + P—lviFH)Lx.

So system (1) admits Lie group G; (i=1,2,...,n—1) generators by V; (i=1,2,...,n—1) from Lemma 1. O
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We construct the following determinant,

Py Py
1 P P
1 1 1
. g8 &
W (X1, X2, Xn) = | :
n—1 n—1 n—1
1 £ U .

Thus, we can obtain easily the following result.

Lemma 2. P{u* = .

Theorem 3. u* is an inverse integrating factor of system (8).
Proof. It is easy to finish the proof by using Lemma 2. O

System (8) is equivalent to a system of differential forms

Pidxy — Podx1 =0,
P dX3—P3dX] =0, ( )
. 9

Pqdx, — Ppdx; =0.
For system (9), if there exists a matrix function M, satisfying |M| # 0 for all x € D,

M@ My .. My @
M=| S
M3 P METVE L MG ®)
such that
P1dxy — Pydxq d¢q
M : = |
P1dxy — Ppdxq dén_1
where ¢1, @2, ..., ¢n—1 are n — 1 differentiable functions, then system (9) obviously is integrable.

In [14], there exists the following result about the inverse matrix M~! of matrix M and the generators V; (i =
1,2,...,n—1) of Lie groups admitted by system (8).
Theorem 4. (See [14].) (M~ )E?) x) = E,’}Zlé,f ai, where a;'( is the function ahead dxy, at the left side of i-th equation of system (9).

Based on Theorem 4, we have

a}:—Pz, a%:Ph (1;: =0;

a%:—P3, a%:PL a%:ai:"'zo;

aj=-Ps, a3=P;, GG=a3=---=0;

n—]__P n—l_P n__ ... ._" =0

a; =—Pn, ay =P, ay=--=0a, ;=0

So

&Py +EJPy —E2Py+E2Py ... —EMIP 4+ ENTTP,

. —E1P3+E1Py —E2P3+82P; ... —E] P4 ElPy
—ElPy 4+ &Py —E2Py+E2P1 ... —EMT P 4+ ETP

Theorem 5. [M~!| =PI~ 1%,



624 Y. Hu, C. Xue /J. Math. Anal. Appl. 388 (2012) 617626

Proof. On the one hand, by the properties of the determinant, one has

Py, —&2Py+E2Py ... —EMIPy+EP
| (|Ps —g2P3+£2P . —ElTTPy+ElTPy
’M ‘:_51 . . . .
Pn —&2Py+82P1 ... —E P+ ETP
£ —EiPy+E2P —&17 Py + &7 Py
£1 —&P3+EIPy —& Py + &8Py
+ P . )
£l —EXPn+ &P —&1 Py + £ Py
Py & —&Py+8P &P+ £ Py
L |Ps & g . PPy
=—§P1]| | . . .
Pn & —EPn+& P —&1 7 Pyt &1 Py
£ Py —EPy+EP —&17 P+ £y 7Py
gl Py —£3P3+E3Py ... —EMP34EP,
+ P1(=£D) . . . .
£l Py —E}Pa+E3P1 ... —& P+ £
£ & —&Py+EP .. —& P+ E P
,|8 & —EP3+EP . —ETP3+ETP
+ P ) ) . )
£1 &2 —EPn+E3P1 ... —E TP+ ENTPy
Expanding the above every determinants by the properties of determinants and simplifying them, one can get
Py & & ... & & P2 & ...&!
. LIP3 88 g L& P& g
M~ =& P} 72 . I G 3 Ll I
P, & & ... gl gl Py & ... gl
5 & P& g & &
L8 & P& g Chena |88
+(=&)P S e ETPT T
gE Py & L & & &
& & .. &
1 2 -1
Lt g g2 ... &
1 . .
& & .. &

On the other hand, expanding the determinant p* in the first column of it, we have

Py Py
1 2o B

1 1 1
P"_1,u* _ Pn—] %_1 ;’:2 ce ‘i:n
1 -1 . . . .

n—1 n—1 n—1
& & cee 6p

(10)
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Py Py
P vee P
- & ) &
- . . . - 2
=Pyt : D P EDE ) .
S U )
! gt gt
Py Pn Py Py
P_‘l .. P_’| P_] . P_‘l
1 1 1 1
& ... 1 & ... &
_ 3 - - 2 2
+PIN B2 & L & | P g L 6
gt gt et g2
Multiplying the first low of latter n — 1 determinants by P in their coefficients, we can have the following expressions,
P, ... P
1 1 n
& ... & 522 £2
— — . . . — T n
RS S : D EPITREDE .
S P
m gl g
P, ... Py P, ... Py
& . & L - &
_ 3 3 _ _ 2 2
+PIA )R & & PR & & (11)
_ _ _2 _
g g g2 g

The transposing determinant and the original determinant are equal. Any two columns are interchanged, the sign of the
determinant is changed. So, we can know the right side of the equal sign of (10) and that of (11) being equal, and hence
IM~'| = P"~';u*. This complete the proof. 0

Example 2. Consider the following autonomous system,

{Z—t:y,fj—{:yz,i—f:—zz. (12)
The system admits two Lie groups generated by
vi=2
X
and
ad ad
Vy=x——z—.
X 0z
We have
z -7 1 2 _2
n= { yO 0 |=y2 w=|10 o0 |=22=%
x 0 -z x 0 —z P
and
_ —-yz —Xyz
M~ = 2 —yz4xz? = y*2
Obviously,
M~ = Pip,

4. Conclusion

In this paper, we have considered the relation between one-parameter Lie groups admitted by n-th order autonomous
systems and inverse integrating factors of the systems. From the above investigation, the generators of one-parameter Lie
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groups admitted by n-th order autonomous systems can help us get an inverse integrating factor of the systems. Specially,
we have proposed a method of obtaining an inverse integrating factor of the systems under knowing n — 1 one-parameter
Lie groups admitted by the systems. Moreover, by describing the n-th order autonomous systems with differential form
systems, some properties of inverse integrating factors are presented.
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