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Abstract

In this paper, we consider the fourth-order Neumann boundary value problem u(4)(t) − 2u′′(t) + u(t) = f (t, u(t)) for all
t ∈ [0,1] and subject to u′(0) = u′(1) = u′′′(0) = u′′′(1) = 0. Using the fixed point index and the critical group, we establish
the existence theorem of solutions that guarantees the problem has at least one positive solution and two sign-changing solutions
under certain conditions.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction

It is well known that Neumann boundary value problem for the ordinary differential equations and elliptic equations
is an important kind of boundary value problems. By using fixed point theorems in cone, in [1,10,11], the authors
discussed the existence of positive solutions to ordinary differential equation Neumann boundary value problems.
In [6], the authors discussed 2mth order ordinary differential equation Neumann boundary value problems by using
the critical point theory and the monotone operator principle, and obtained the existence of one nontrivial solution,
infinitely many solutions and a unique solution under certain conditions, respectively. There are also papers which
study nonlinear elliptic equation Neumann boundary value problems, see [5,12]. However, there are few papers which
study fourth-order Neumann boundary value problems by Morse theory. In this paper, motivated by Liu and Sun [8,9],
using the fixed point index and the critical group, we discuss the existence of sign-changing solutions and positive
solutions to the following nonlinear fourth-order Neumann boundary value problem (BVP):{

u(4)(t) − 2u′′(t) + u(t) = f
(
t, u(t)

)
, t ∈ [0,1],

u′(0) = u′(1) = u′′′(0) = u′′′(1) = 0.
(1.1)
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Assumptions on f are listed below.

(f1) f ∈ C1([0,1] × R,R), and f (t, ·) is increasing on R for each t ∈ [0,1];
(f2) f (t,0) = 0 and λk0−1 < f ′

x(t,0) < λk0 for all t ∈ [0,1] and some k0 � 2, where λk = (k2π2 + 1)2 for all
k = 0,1,2, . . . ;

(f3) lim supx→+∞ f (t, x)/x < λ0 uniformly in t ∈ [0,1];
(f4) λ0 < lim infx→−∞ f (t, x)/x � lim supx→−∞ f (t, x)/x < +∞ uniformly in t ∈ [0,1].

The following theorem is the main result of this paper.

Theorem 1.1. Suppose that the conditions (f1)–(f4) hold. Then the BVP (1.1) has at least one positive solution and
two sign-changing solutions.

2. Proof of main result

It is well known that the solution of BVP (1.1) in C4[0,1] is equivalent to the solution of integral equation

u(t) =
1∫

0

G(t, τ )

1∫
0

G(τ, s)f
(
s, u(s)

)
ds dτ, t ∈ [0,1], (2.1)

in C[0,1], where

G(t, s) = 1

sinh 1

{
cosh t · cosh(1 − s), 0 � t � s � 1,

cosh s · cosh(1 − t), 0 � s � t � 1.

Let C[0,1] be the usual real Banach space with norm ‖u‖0 = maxt∈[0,1]|u(t)| for all u ∈ C[0,1] and P =
{u ∈ C[0,1]: u(t) � 0, t ∈ [0,1]}. Then P is a solid cone in C[0,1]. Let L2[0,1] be the usual real Hilbert space
with inner product (u, v) = ∫ 1

0 u(t)v(t) dt for all u,v ∈ L2[0,1], the corresponding norm denoted by ‖ · ‖, and
Q = {u ∈ L2[0,1]: u(t) � 0, a.e. t ∈ [0,1]}. Then Q is a cone in L2[0,1].

We now define operators K on L2[0,1] and f on C[0,1] as follows:

Ku(t) =
1∫

0

G(t, s)u(s) ds, t ∈ [0,1], ∀u ∈ L2[0,1],

fu(t) = f
(
t, u(t)

)
, t ∈ [0,1], ∀u ∈ C[0,1].

Then the solution of integral equation (2.1) in C[0,1] is equivalent to the solution of operator equation

K2fu = u

in C[0,1]. For the linear operator K , it is easy to see that

Lemma 2.1.

(i) K : L2[0,1] → C[0,1] ↪→ L2[0,1] is compact symmetric and strongly increasing;
(ii) Ku � σ‖Ku‖0e0 for all u ∈ Q, where σ = m0/M0,m0 = mint,s∈[0,1] G(t, s), M0 = maxt,s∈[0,1] G(t, s), e0 = 1;

(iii) all the eigenvalues of K are {1/μk}, where μk = k2π2 +1 for all k = 0,1,2, . . . , and corresponding orthonormal
eigenvectors are {ek}, where e0 = 1, ek = √

2 coskπt for all k = 1,2, . . . .

Lemma 2.2.

(i) Let f ∈ C([0,1]×R,R). Then the existence, uniqueness and multiplicity of solution on both equations u = K2fu
in C[0,1] and v = KfKv in L2[0,1] are equivalent, respectively.

(ii) Assume that f ∈ C1([0,1] × R,R), f (t, ·) is increasing on R for each t ∈ [0,1] and f (t,0) = 0 for all t ∈ [0,1].
Then the existence of positive solution, negative solution and sign-changing solution is also equivalent for these
two equations, respectively.
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Proof. The proof of (i) refers to [7, Lemma 3.1]. Now we only prove the equivalence for the sign-changing solution.
The proofs for the positive and negative solution are similar. Let u be a sign-changing solution of the equation u =
K2fu in C[0,1]. Then Kfu = KfK(Kfu), so v = Kfu is a solution of v = KfKv. If v ∈ Q ∪ (−Q), then it follows
from Lemma 2.1 that u = K2fu = Kv lies in P ∪ (−P). This is a contradiction. Therefore, v = Kfu is also a sign-
changing solution of the equation v = KfKv.

On the other hand, let v be a sign-changing solution of the equation v = KfKv in L2[0,1]. Then Kv = K2fKv, so
u = Kv is a solution of u = K2fu in C[0,1]. If u ∈ P ∪ (−P), then it follows from Lemma 2.1 that Kfu = KfKv = v

lies in P ∪ (−P) ⊂ Q ∪ (−Q). This is a contradiction. Therefore, u = Kv is also a sign-changing solution of the
equation u = K2fu. The proof is completed. �

Let F(t, x) = ∫ x

0 f (t, y) dy for all t ∈ [0,1] and x ∈ R. Define the functional on L2[0,1]:

J (u) = 1

2
‖u‖2 −

1∫
0

F
(
t,Ku(t)

)
dt, u ∈ L2[0,1].

Since f ∈ C1([0,1] × R,R), J is Fréchet differentiable on L2[0,1], and J ′ = I − KfK := I − T is continuous on
L2[0,1]. Consequently, the solution of equation u = KfKu is equivalent to the critical point of J in L2[0,1].

In what follows, we always assume that conditions (f1)–(f4) hold.

Lemma 2.3. The equation u = KfKu has a positive solution u∗ ∈ C[0,1] with u∗ ∈ P ◦.

Proof. By the condition (f3), there exist δ ∈ (0,1) and C > 0 such that

f (t, x) � λ0(1 − δ)x + C, t ∈ [0,1], x � 0. (2.2)

We now prove that u 
= tKfKu for all t ∈ [0,1] and u ∈ P with ‖u‖0 = R > R0 := C/(σδ). In fact, if there exist
t0 ∈ [0,1] and u0 ∈ P with ‖u0‖0 = R such that u0 = t0KfKu0, then it follows from (2.2) that

(u0, e0) = t0(KfKu0, e0) � (fKu0,Ke0) � λ0(1 − δ)(Ku0,Ke0) + C

= λ0(1 − δ)
(
u0,K

2e0
) + C = (1 − δ)(u0, e0) + C.

This implies that (u0, e0) � C/δ.
On the other hand, u0 = t0KfKu0 ∈ K(Q), so u0 � σ‖u0‖0e0. This implies that (u0, e0) � σ‖u0‖0 = σR.

Therefore, R � C/(σδ). This is a contradiction. Thus, the fixed point index i(T ,PR,P ) = 1, where PR =
{u ∈ P : ‖u‖0 < R}.

By the condition (f2), there exist δ1 ∈ (0,1) and r0 ∈ (0,R0) such that

f (t, x) � λ0(1 + δ1)x, t ∈ [0,1], x ∈ [0, r0]. (2.3)

We now prove that u 
= KfKu + te0 for all t � 0 and u ∈ P with ‖u‖0 = r < r0. In fact, if there exist t1 � 0 and
u1 ∈ P with ‖u1‖0 = r such that u1 = KfKu1 + t1e0, then we have from (2.3) that

(u1, e0) = (KfKu1, e0) + t1(e0, e0) � (fKu1,Ke0) � λ0(1 + δ1)(Ku1,Ke0) = (1 + δ1)(u1, e0).

This implies that (u1, e0) � 0. This is a contradiction. Thus, the fixed point index i(T ,Pr ,P ) = 0. Therefore,
i(T ,PR \ P̄r ,P ) = 1, and then T has at least a fixed point u∗ ∈ PR \ P̄r , where P̄r = {u ∈ P : ‖u‖ � r}. Obviously,
Lemma 2.1 implies that u∗ = T u∗ ∈ P ◦. The proof is completed. �

We can see from the proof of Lemma 2.3 that if u ∈ P is a fixed point of T , then ‖u‖0 � C/(σδ) := M . Now let
w = Me0. Then u � w. It follows from (2.2) that

T w = KfKw � λ0(1 − δ)Me0 + Ce0 � Me0 = w.

Therefore, w is a super solution of the equation u = T u.
Let X = {u ∈ C[0,1]: u � w}. Then X is a closed convex subset of C[0,1]. Now we consider the auxiliary equation

u = KfKu − te0, (2.4)

where t � 0 is a parameter.
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Lemma 2.4. There exists R > 0 such that if u ∈ X is a solution of Eq. (2.4) with some t � 0 then ‖u‖0 < R.

Proof. Notice that M = ‖w‖0 > 0. By the condition (f4), there exist ε > 0 and C > 0 such that

f (t, x) � (λ0 + ε)x + C, t ∈ [0,1], x � M. (2.5)

Suppose that u ∈ X is a solution of Eq. (2.4) with some t � 0, then u � w, so Lemma 2.1 and the increasing property
of f imply that

v := T w − u = K[fKw − fKu + te0] � σ‖v‖0e0.

Taking the inner product to Eq. (2.4) with e0, we have from (2.5) that

(u, e0) = (KfKu,e0) − t (e0, e0) � (λ0 + ε)(Ku,Ke0) + C(1,Ke0) − t

= (λ0 + ε)
(
u,K2e0

) + C − t � (λ0 + ε)(u, e0) + C.

Consequently, ε(u, e0)+C = ε(T w −v, e0)+C � 0, so that ε(T w, e0)+C � ε(v, e0) � εσ‖v‖0. Therefore, ‖v‖0 �
(ε(T w, e0) + C)/(εσ ). Thus, ‖u‖0 � M + (ε(T w, e0) + C)/(εσ ) := R. The proof is completed. �

By the condition (f2), there exists δ0 > 0 such that f (t, x)/x > λ0 for all t ∈ [0,1] and |x| ∈ (0, δ0]. Then for any
δ ∈ (0, δ0], we have from Lemma 2.1 that

T (δe0) = KfK(δe0) � λ0K(δe0) = δe0,

T (−δe0) = KfK(−δe0) � λ0K(−δe0) = −δe0. (2.6)

By again the condition (f2), 0 is an isolated fixed point of T , i.e., there exists r ∈ (0, δ0/σ) such that 0 is the unique
fixed point of T in B(0, r) := {u ∈ C[0,1]: ‖u‖0 < r}. Therefore, if u ∈ P \ {0} is a fixed point of T , then u �
σ‖u‖0e0 � σre0 = δe0, where δ = σr ∈ (0, δ0], so it follows from (2.6) that u = T u � T (δe0) � δe0. Similarly, if
u ∈ −P \ {0} is a fixed point of T , then u � −δe0.

For any given δ ∈ (0, δ0], we now define two subsets of X:

U∗
1 = {u ∈ X: δe0 � u � w},

U∗
2 = {u ∈ X: u � −δe0},

then U∗
1 and U∗

2 are both open convex subsets of X, and U∗
1 contains all the positive solutions of u = T u and U∗

2
contains all the possible negative solutions u = T u. Thus, nontrivial solutions found in L2[0,1] \ (U∗

1 ∪ U∗
2 ) must be

sign-changing solutions. We may assume that there is only a finite number of solutions in L2[0,1] \ (U∗
1 ∪ U∗

2 ).
In addition, it is obvious that T (X) ⊂ X,T (closX U∗

i ) ⊂ U∗
i , i = 1,2, and U∗

1 is bounded. Therefore,
i(T ,U∗

1 ,X) = 1.
In what follows, Ci will be used to represent positive constants. For any u ∈ L2[0,1], we denote u+ = max{u,0}

and u− = min{u,0}.

Lemma 2.5. The functional J satisfies P.S. condition on L2[0,1].

Proof. Suppose that {un} ⊂ L2[0,1] satisfies J ′(un) → 0 as n → ∞ and |J (un)| � C1 for all n ∈ N := {1,2, . . .}
and some C1 > 0. Obviously, u = −(Ku)′′ + Ku for all u ∈ L2[0,1]. Now let v+ = −[(Ku)+]′′ + (Ku)+, v− =
−[(Ku)−]′′ + (Ku)− for all u ∈ L2[0,1]. Then u = v+ + v−, (v+, v−) = 0,Kv+ = (Ku)+, and Kv− = (Ku)− for
all u ∈ L2[0,1]. Taking the inner product of J ′(un) and v+

n , we have from (2.2) that

(
J ′(un), v

+
n

) = ∥∥v+
n

∥∥2 −
1∫

0

f
(
t,Kun(t)

)
Kv+

n (t) dt

= ∥∥v+
n

∥∥2 −
1∫
f

(
t, (Kun)

+(t) + (Kun)
−(t)

)
(Kun)

+(t) dt
0
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= ∥∥v+
n

∥∥2 −
1∫

0

f
(
t, (Kun)

+(t)
)
(Kun)

+(t) dt

= ∥∥v+
n

∥∥2 −
1∫

0

f
(
t,Kv+

n (t)
)
Kv+

n (t) dt

�
∥∥v+

n

∥∥2 − λ0(1 − δ)
∥∥Kv+

n

∥∥2 − C

1∫
0

Kv+
n (t) dt

�
∥∥v+

n

∥∥2 − λ0(1 − δ)

λ0

∥∥v+
n

∥∥2 − C

μ0

∥∥v+
n

∥∥
= δ

∥∥v+
n

∥∥2 − C
∥∥v+

n

∥∥, n ∈ N.

It follows that

o(1)
∥∥v+

n

∥∥ � δ
∥∥v+

n

∥∥2 − C
∥∥v+

n

∥∥, n ∈ N.

Therefore, {v+
n } is bounded. Then {J (v+

n )} is bounded. Since

J (un) = 1

2
‖un‖2 −

1∫
0

F
(
t,Kun(t)

)
dt

= 1

2

∥∥v+
n

∥∥2 + 1

2
‖v−

n ‖2 −
1∫

0

F
(
t, (Kun)

+(t) + (Kun)
−(t)

)
dt

= 1

2

∥∥v+
n

∥∥2 + 1

2
‖v−

n ‖2 −
1∫

0

F
(
t, (Kun)

+(t)
)
dt −

1∫
0

F
(
t, (Kun)

−(t)
)
dt

= 1

2

∥∥v+
n

∥∥2 + 1

2
‖v−

n ‖2 −
1∫

0

F
(
t,Kv+

n (t)
)
dt −

1∫
0

F
(
t,Kv−

n (t)
)
dt

= J
(
v+
n

) + J (v−
n ),

it follows that {J (v−
n )} is bounded. In order to find a bound for {v−

n }, we use a contradiction and assume that
‖v−

n ‖ → ∞ as n → ∞. Defining wn = v−
n /‖v−

n ‖, n ∈ N, and selecting a subsequence if necessary, we have wn → w0
weakly in L2[0,1], and so Kwn → Kw0 strongly in C[0,1] ↪→ L2[0,1]. By conditions (f2) and (f4), there exists
C2 > 0 such that F(t, x) � C2|x|2 for all t ∈ [0,1] and x � 0. Since {J (v−

n )} is bounded, we have

1

2
= J (v−

n )

‖v−
n ‖2

+
1∫

0

F(t,Kv−
n (t))

‖v−
n ‖2

dt � o(1) + C2

1∫
0

|Kv−
n (t)|2

‖v−
n ‖2

dt = o(1) + C2‖Kwn‖2. (2.7)

Let n → ∞, by (2.7), we have that 1/2 � C2‖Kw0‖2, and then Kw0 
= 0. Since Kwn = (Kun)
−/‖v−

n ‖ � 0 for all
n ∈ N, Kw0 � 0.

On the other hand, since {v+
n } is bounded, it follows from (Kun)

+ = Kv+
n that {f(Kun)

+} is also bounded. Taking
the inner product of J ′(un)/‖v−

n ‖ with e0, we see from (2.5) that(
v−
n

‖v−
n ‖ , e0

)
=

(
J ′(un)

‖v−
n ‖ , e0

)
−

(
v+
n

‖v−
n ‖ , e0

)
+

(
f(Kun)

+

‖v−
n ‖ ,Ke0

)
+

(
f(Kun)

−

‖v−
n ‖ ,Ke0

)

� o(1) + λ0 + ε
(

v−
n
− , e0

)
.

λ0 ‖vn ‖
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This implies that (w0, e0) � 0, i.e., (Kw0, e0) � 0, which is a contradiction with Kw0 � 0 and Kw0 
= 0. Conse-
quently, {v−

n } is bounded in L2[0,1]. Thus {un} is bounded in L2[0,1]. It follows from the fact un − T un → 0 and T

is completely continuous that {un} has a convergent subsequence. Therefore, J satisfies P.S. condition. The proof is
completed. �

For definition and properties of critical groups of a functional at an isolated point, we refer to [3]. Similar to
[3, Corollary 1.2, p. 144], using the Palais theorem (see [3, Theorem 1.3, p. 14]), we can prove that critical groups of
J defined on L2[0,1] are the same as critical groups of J constrained on C[0,1]. Therefore, by the condition (f2),
according to [3, Theorem 4.1, p. 34], we easily obtain the following theorem.

Theorem 2.6. 0 is a nondegenerate critical point of J with Morse index k0, so the critical groups of J at 0 with
coefficient R are given by Cq(J,0) ∼= δqk0R for all q ∈ N, and there is r0 > 0 such that B(0, r0)∩closX(U∗

1 ∪U∗
2 ) = ∅,

B(0, r0) ⊂ X, and i(T ,B(0, r0),X) = (−1)k0 , where B(0, r0) = {u ∈ C[0,1]: ‖u‖0 < r0}.
Now we define the negative gradient flow of J . By the condition (f1), T is Fréchet differentiable in L2[0,1]

and locally Lipschitz continuous on L2[0,1], and then it is also locally Lipschitz continuous on C[0,1]. For each
u ∈ L2[0,1], we can define φ(t, u), t ∈ [0, τ (u)), is the unique solution of the initial value problem{

d

dt
φ(t, u) = −φ(t, u) + T φ(t, u),

φ(0, u) = u,

(2.8)

where [0, τ (u)) is the right maximal interval of existence of φ(·, u) in L2[0,1].
Lemma 2.7. If u ∈ C[0,1], then φ(·, u) is continuous from [0, τ (u)) into C[0,1] and φ(t, u), t ∈ [0, τ (u)) is also the
solution of (2.8) considered in C[0,1].
Proof. We consider the initial value problem (2.8). Multiplying es and integrating in L2[0,1], we get

t∫
0

es dφ(s,u)

ds
ds = −

t∫
0

esφ(s, u) ds +
t∫

0

esT φ(s,u) ds,

so

φ(t, u) = e−t u +
t∫

0

e−t+sT φ(s, u) ds. (2.9)

Since φ(s,u) ∈ L2[0,1] yields T φ(s,u) ∈ C[0,1] for all s ∈ [0, τ (u)), and u ∈ C[0,1], it follows from (2.9) that
φ(t, u) ∈ C[0,1] for all t ∈ [0, τ (u)). Furthermore, since φ(s,u) is continuous on s in L2[0,1], T φ(s,u) is continuous
on s in C[0,1]. Therefore,

∫ t

0 e−t+sT φ(s, u) ds is continuous on t in C[0,1]. Consequently, it follows from (2.9) that
φ(t, u) is continuous on t in C[0,1]. Thus, φ(t, u), t ∈ [0, τ (u)) is also the solution of the initial value problem (2.8)
in C[0,1]. The proof is completed. �

We need the following lemma which can be found in [4, Theorem 4.1].

Lemma 2.8. Suppose that E is a real Banach space, M is a closed convex subset of E, H : M → E is locally Lipschitz
continuous, and for u ∈ M ,

lim
β→0+

dist(u + βHu,M)

β
= 0,

then there exists δ > 0 such that{
dφ(t, u)

dt
= Hφ(t, u),

φ(0, u) = u

has a unique solution φ(t, u), t ∈ [0, δ), and it satisfies φ(t, u) ∈ M for all t ∈ [0, δ).
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Lemma 2.9.

(i) For each u ∈ X, the solution of (2.8) φ(t, u) ∈ X for all t ∈ [0, τ (u)).
(ii) For each u ∈ closX U∗

1 , φ(t, u) ∈ U∗
1 for all t ∈ (0, τ (u)).

(iii) For each u ∈ closX U∗
2 , φ(t, u) ∈ U∗

2 for all t ∈ (0, τ (u)).

Proof. We only prove (i), proofs of (ii) and (iii) are similar. Let u ∈ X. Since X is a closed convex subset of C[0,1]
and T (X) ⊂ X, it follows that

lim
β→0+

dist(v − βv + βT v,X)

β
= lim

β→0+
dist((1 − β)v + βT v,X)

β
= 0, v ∈ X. (2.10)

We now consider (i). If there exists t2 ∈ (0, τ (u)) such that φ(t2, u) ∈ Xc, then there exists t1 ∈ (0, t2) such that
φ(t1, u) ∈ ∂X, and φ(t, u) ∈ Xc for all t ∈ (t1, t2]. Consider the following initial value problem:⎧⎨

⎩
dφ(t,φ(t1, u))

dt
= −φ

(
t, φ(t1, u)

) + T φ
(
t, φ(t1, u)

)
,

φ
(
0, φ(t1, u)

) = φ(t1, u).

It follows from (2.10) and Lemma 2.8 that there exists δ > 0 such that φ(t, u) ∈ X for all t ∈ [t1, t1 + δ), which is a
contradiction. Therefore, for each u ∈ X, we have φ(t, u) ∈ X for all t ∈ [0, τ (u)). The proof is completed. �

We now denote K = {u ∈ L2[0,1]: J ′(u) = 0}, Kδ = {u ∈ L2[0,1]: dist(u,K) < δ} for all δ > 0. It follows from
Lemma 2.1 that K ⊂ C[0,1]. We denote also for any number c,

J c
X := {

u ∈ X: J (u) � c
}

and

Kc
X := {

u ∈ X: J ′(u) = 0, J (u) = c
}
.

Lemma 2.10. Let A be a bounded closed subset of L2[0,1]. If K ∩ A = ∅, then there exists ε > 0 such that∥∥J ′(u)
∥∥ � ε, u ∈ A.

Proof. Suppose that there exists a sequence {un} ⊂ A such that ‖J ′(un)‖ < 1/n for all n ∈ N, then {un} is bounded,
so {J (un)} is bounded. It follows from P.S. condition that there exists a subsequence {unk

} of {un} such that unk
→

u ∈ L2[0,1] as k → ∞. Therefore, u ∈ A and J ′(u) = 0. This is a contradiction. The proof is completed. �
Lemma 2.11. Let u /∈ K and φ(t, u), t ∈ [0,+∞), be the unique solution of (2.8). Suppose that {J (φ(t, u)):
t ∈ [0,+∞)} is bounded below. If there exists a sequence of positive numbers {tn} with tn → +∞ such that
φ(tn, u) → ũ in L2[0,1] and ũ ∈ K , then {φ(t, u): t ∈ [0, τ (u))} is bounded in L2[0,1]. Furthermore, if ũ is an
isolated critical point, then limt→+∞ φ(t, u) = ũ in L2[0,1].

Proof. (i) According to Lemma 2.4, K ∩ closX(U∗
1 ∪ U∗

2 ) is bounded in C[0,1] ↪→ L2[0,1]. By the assumption,
K \ closX(U∗

1 ∪ U∗
2 ) is a finite set. Then K is a bounded set in L2[0,1]. Thus, for any δ > 0, K2δ \ Kδ is bounded

closed set and K ∩ (K2δ \ Kδ) = ∅. It follows from Lemma 2.10 that there exists ε > 0 such that∥∥J ′(u)
∥∥ � ε, u ∈ K2δ \ Kδ.

Suppose that the set {φ(t, u): t ∈ [0, τ (u))} is not bounded, then lim supt→+∞ dist(φ(t, u),K) = +∞. Since
limn→∞ ‖φ(tn, u) − ũ‖ = 0, we can choose two sequences {t ′n}, {t ′′n }, and a subsequence of {tn}, without loss of
generality, we can assume that this subsequence is {tn} itself, such that tn < t ′n < t ′′n , and

dist
(
φ
(
t ′n,u

)
,K

) = δ, dist
(
φ
(
t ′′n ,u

)
,K

) = 2δ, δ � dist
(
φ
(
t ′n,u

)
,K

)
� 2δ, t ∈ [

t ′n, t ′′n
]
.

This implies that∥∥J ′(φ(t, u)
)∥∥ � ε, t ∈ [

t ′ , t ′′
]
.
n n
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Therefore,

δ �
∥∥φ

(
t ′′n ,u

) − φ
(
t ′n,u

)∥∥ =
∥∥∥∥∥

t ′′n∫
t ′n

d

dt
φ(t, u) dt

∥∥∥∥∥ =
∥∥∥∥∥

t ′′n∫
t ′n

J ′(φ(t, u)
)
dt

∥∥∥∥∥ � 1

ε

t ′′n∫
t ′n

∥∥J ′(φ(t, u)
)∥∥2

dt

= 1

ε

t ′′n∫
t ′n

− d

dt
J
(
φ(t, u)

)
dt = 1

ε

[
J
(
φ
(
t ′n,u

)) − J
(
φ
(
t ′′n ,u

))]
.

Since the limit limt→+∞ J (φ(t, u)) exists, and t ′n → +∞, t ′′n → +∞, then δ � 0, which is a contradiction. Therefore,
{φ(t, u): t ∈ [0, τ (u))} is bounded.

(ii) Let ũ be an isolated critical point of J . If the limit limt→+∞ φ(t, u) 
= ũ in L2[0,1], then
lim supt→+∞ ‖φ(t, u) − ũ‖ � 2δ0 > 0 for some δ0 > 0. Choose δ1 ∈ (0, δ0) such that K ∩ {u ∈ L2[0,1]: δ1 �
‖u − ũ‖ � 2δ1} = ∅. It follows from Lemma 2.10 that there exists ε1 > 0 such that∥∥J ′(u)

∥∥ � ε1, u ∈ {
u ∈ L2[0,1]: δ1 � ‖u − ũ‖ � 2δ1

}
.

Since limn→∞ ‖φ(tn, u) − ũ‖ = 0, we can choose two sequences {t ′n}, {t ′′n }, and a subsequence of {tn}, without loss of
generality, we can assume that this subsequence is {tn} itself, such that tn < t ′n < t ′′n , and∥∥φ

(
t ′n,u

) − ũ
∥∥ = δ1,

∥∥φ
(
t ′′n ,u

) − ũ
∥∥ = 2δ1,

∥∥J ′(φ(t, u)
)∥∥ � ε1, t ∈ [

t ′n, t ′′n
]
.

Thus,

δ1 �
∥∥φ

(
t ′′n ,u

) − φ
(
t ′n,u

)∥∥ =
∥∥∥∥∥

t ′′n∫
t ′n

J ′(φ(t, u)
)
dt

∥∥∥∥∥ � 1

ε1

t ′′n∫
t ′n

∥∥J ′(φ(t, u)
)∥∥2

dt = 1

ε1

t ′′n∫
t ′n

− d

dt
J
(
φ(t, u)

)
dt

= 1

ε1

[
J
(
φ
(
t ′n,u

)) − J
(
φ
(
t ′′n ,u

))]
.

Since the limit limt→+∞ J (φ(t, u)) exists, and t ′n → +∞, t ′′n → +∞, then δ1 � 0, which is a contradiction. Therefore,
φ(t, u) → ũ in L2[0,1]. The proof is completed. �

Let a and b with a < b be two numbers. For each u ∈ J b
X \ (Kb

X ∪ J a
X ∪ closX(U∗

1 ∪ U∗
2 )), we define a number

η(u) > 0 to be the supremum of all τ ∈ (0, τ (u)) such that φ(t, u) ∈ J b
X \ (Kb

X ∪ J a
X ∪ closX(U∗

1 ∪ U∗
2 )) for all

t ∈ [0, τ ]. Obviously, we have 0 < η(u) � τ(u) for all u ∈ J b
X \ (Kb

X ∪ J a
X ∪ closX(U∗

1 ∪ U∗
2 )). In order to construct a

deformation between two different levels of J in X and outside of U∗
1 ∪U∗

2 in the space C[0,1], we need the following
assumption:

(J ∗)
⋃

c∈(a,b)

(
Kc

X \ closX

(
U∗

1 ∪ U∗
2

)) = ∅.

We shall follow a similar argument developed in [8] to construct a deformation from (J b
X ∪ closX(U∗

1 ∪ U∗
2 )) \ Kb

X

to J a
X ∪ closX(U∗

1 ∪ U∗
2 ). First we prove the existence of the limit limt→η(u)− φ(t, u).

Lemma 2.12. Assume the condition (J ∗) holds. Then for each u ∈ J b
X \ (Kb

X ∪ J a
X ∪ closX(U∗

1 ∪ U∗
2 )), the limit

σ(u) = limt→η(u)− φ(t, u) exists in C[0,1] and at least one of the three holds:

(i) σ(u) ∈ ∂XU∗
1 ∪ ∂XU∗

2 ;
(ii) J (σ (u)) = a and J ′(σ (u)) 
= 0;

(iii) J (σ (u)) = a and J ′(σ (u)) = 0.

Moreover, either (i) or (ii) holds if η(u) < τ(u), and (iii) holds if η(u) = τ(u).
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Proof. If η(u) < τ(u), then as a direct consequence of Lemma 2.7 the limit σ(u) = limt→η(u)− φ(t, u) exists in
C[0,1] and either (i) or (ii) holds.

Now we assume η(u) = τ(u). Then the definition of η(u) implies that φ(t, u) ∈ J b
X \ (Kb

X ∪J a
X ∪ closX(U∗

1 ∪U∗
2 ))

for all t ∈ [0, τ (u)). First we claim that τ(u) = +∞. Indeed, for any t1, t2 ∈ [0, τ (u)) with t1 < t2, it follows that

∥∥φ(t2, u) − φ(t1, u)
∥∥ =

∥∥∥∥∥
t2∫

t1

d

dt
φ(t, u) dt

∥∥∥∥∥ =
∥∥∥∥∥

t2∫
t1

J ′(φ(t, u)
)
dt

∥∥∥∥∥ �
( t2∫

t1

∥∥J ′(φ(t, u)
)∥∥2

dt

)1/2

(t2 − t1)
1/2

=
(

−
t2∫

t1

d

dt
J
(
φ(t, u)

)
dt

)1/2

(t2 − t1)
1/2 � (b − a)1/2(t2 − t1)

1/2.

If τ(u) < +∞, then the limit u∗ = limt→τ(u)− φ(t, u) exists and then φ(t, u) can be extended to a larger interval
[0, τ (u) + τ(u∗)), which contradicts the maximality of the interval [0, τ (u)). Thus, η(u) = τ(u) = +∞. Since

+∞∫
0

∥∥J ′(φ(t, u)
)∥∥2

dt � b − a,

there exists a sequence of positive numbers {tn} with tn → +∞ such that J ′(φ(tn, u)) → 0 as n → ∞. By Lemma 2.5,
J satisfies P.S. condition on L2[0,1], so we may assume that φ(tn, u) → ũ and J ′(ũ) = 0. If ũ ∈ closX(U∗

1 ∪ U∗
2 ),

then the fact that T (closX U∗
1 ) ⊂ U∗

1 and T (closX U∗
2 ) ⊂ U∗

2 would imply ũ ∈ U∗
1 ∪ U∗

2 . According to Lemma 2.11,
{φ(t, u): t ∈ [0,+∞)} is bounded in L2[0,1], so {T φ(t, u): t ∈ [0,+∞)} and {∫ t

0 e−t+sT φ(s, u) ds: t ∈ [0,+∞)}
are both relatively compact in C[0,1]. It follows from (2.9) that {φ(t, u): t ∈ [0,+∞)} is relatively compact in
C[0,1]. Thus there exists a subsequence {φ(tnk

, u)} such that φ(tnk
, u) → ũ in C[0,1]. This implies for k large

enough, φ(tnk
, u) ∈ U∗

1 ∪ U∗
2 , which is impossible and thus ũ /∈ closX(U∗

1 ∪ U∗
2 ). Then it follows from the assump-

tion (J ∗) that J (ũ) = a. Using the assumption that Ka
X \ (closX(U∗

1 ∪ U∗
2 )) is a finite set, ũ is an isolated critical

point. Then it follows from Lemma 2.11 that limt→+∞ φ(t, u) = ũ in L2[0,1]. Therefore, it follows from (2.9) that
limt→+∞ φ(t, u) = ũ in C[0,1]. The proof is completed. �

By Lemma 2.12, the limit limt→η(u)− φ(t, u) exists in C[0,1], and then defines a map σ : J b
X \ (Kb

X ∪ J a
X ∪

closX(U∗
1 ∪ U∗

2 )) → C[0,1]. We now prove the continuity of σ .

Lemma 2.13. Assume the condition (J ∗) holds. Then σ : J b
X \ (Kb

X ∪ J a
X ∪ closX(U∗

1 ∪U∗
2 )) → C[0,1] is continuous.

Proof. Let u ∈ J b
X \ (Kb

X ∪ J a
X ∪ closX(U∗

1 ∪ U∗
2 )). If η(u) < τ(u) then either (i) or (ii) in Lemma 2.12 occurs. By

the definition of η(u),φ(t, u) /∈ J a
X ∪ clos(U∗

1 ∪ U∗
2 ) for all t ∈ [0, η(u)). In case (i) it follows from Lemma 2.9 that

φ(t, u) ∈ U∗
1 ∪ U∗

2 for all t ∈ (η(u), τ (u)), while in case (ii) J (φ(t, u)) < a for all t ∈ (η(u), τ (u)). In either case the
continuous dependence of φ(t, u) on initial data implies that σ is continuous at u.

Now we consider case (iii) in Lemma 2.12. If σ is not continuous at some u, then there exists a sequence {un} ⊂
J b

X \ (Kb
X ∪ J a

X ∪ closX(U∗
1 ∪ U∗

2 )) satisfying ‖un − u‖0 → 0 as n → ∞ but infn∈N ‖σ(un) − σ(u)‖0 > 0. Since
η(u) = +∞, Lemma 2.12 implies that there is a sequence of positive numbers {tn} with tn → +∞ such that

inf
n∈N

∥∥φ(tn, un) − σ(u)
∥∥

0 > 0. (2.11)

Since limk→∞ ‖φ(tk, u) − σ(u)‖0 = 0, there exists a subsequence {unk
} of {un} such that limk→∞‖φ(tk, unk

) −
σ(u)‖0 = 0. We denote {unk

} by {vk}, then limn→∞ ‖φ(tn, vn) − σ(u)‖0 = 0. Consider the set L = {φ(t, vn):
t ∈ [0, η(vn)), n ∈ N}. Since η(u) = τ(u) = +∞, Lemma 2.12 and the continuous dependence of φ(t, u) on ini-
tial data imply that for any α > 0, there exists Nα ∈ N such that {φ(t, vn): t ∈ [0, α], n � Nα} is bounded. If L is
not bounded, then there is a subsequence {vnk

} of {vn} and a sequence of positive numbers {tnk
} with tnk

→ +∞ as
k → ∞ such that ‖φ(tnk

, vnk
) − σ(u)‖ > k for all k ∈ N. Since σ(u) is an isolated critical point, there exist δ > 0,

ε > 0, a subsequence of {tnk
}, without loss of generality, we may assume that this subsequence is {tnk

} itself, and two
sequences {t ′nk

}, {t ′′nk
} such that tnk

< t ′nk
< t ′′nk

< η(vnk
) and∥∥φ

(
t ′n , vnk

) − σ(u)
∥∥ = δ,

∥∥φ
(
t ′′n , vnk

) − σ(u)
∥∥ = 2δ,

∥∥J ′(φ(t, vnk
)
)∥∥ � ε, t ∈ [

t ′n , t ′′n
]
.

k k k k
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Using the way of proof of Lemma 2.11, we have

δ �
∥∥φ

(
t ′′nk

, vnk

) − φ
(
t ′nk

, vnk

)∥∥ � 1/ε · [J (
φ(tnk

, vnk
)
) − a

]
.

Letting k → ∞, we have that δ � 0, which is a contradiction. Therefore, the set L = {φ(t, vn): t ∈ [0, η(vn)), n ∈ N}
is bounded in L2[0,1]. Notice that

φ(t, vn) = e−t vn +
t∫

0

e−t+sT φ(s, vn) ds

implies that L is relatively compact in C[0,1]. Then there exists a subsequence {(tnk
, vnk

)} of {(tn, vn)} such that
limk→∞ ‖φ(tnk

, vnk
) − σ(u)‖0 = 0, which is a contradiction with (2.11). Then σ is continuous. The proof is com-

pleted. �
Using η and σ we are ready to construct a deformation from (J b

X \Kb
X)∪ closX(U∗

1 ∪U∗
2 ) to J a

X ∪ closX(U∗
1 ∪U∗

2 ).

Lemma 2.14. Assume the condition (J ∗) holds. Then J a
X ∪ closX(U∗

1 ∪ U∗
2 ) is a strong deformation retract

of (J b
X \ Kb

X) ∪ closX(U∗
1 ∪ U∗

2 ).

Proof. Let u ∈ J b
X \ (Kb

X ∪ J a
X ∪ closX(U∗

1 ∪ U∗
2 )) and define

η1(u) := J (u) − lim
t→η(u)−

J
(
φ(t, u)

) = J (u) − J
(
σ(u)

)
.

We will need the set O defined by

O := {
(s, u): s ∈ [

0, η1(u)
)
, u ∈ J b

X

∖(
Kb

X ∪ J a
X ∪ closX

(
U∗

1 ∪ U∗
2

))}
.

The function s = Tu(t) := J (u) − J (φ(t, u)) being increasing in t ∈ [0, η(u)) admits an inverse function t = T −1
u (s).

Define ψ : O → (J b
X \ Kb

X) ∪ closX(U∗
1 ∪ U∗

2 ) as

ψ(s,u) = φ
(
T −1

u (s), u
)
, (s, u) ∈ O.

Define H : [0,1] × ((J b
X \ Kb

X) ∪ closX(U∗
1 ∪ U∗

2 )) → (J b
X \ Kb

X) ∪ closX(U∗
1 ∪ U∗

2 ) as

H(s,u) =

⎧⎪⎨
⎪⎩

u, (s, u) ∈ [0,1] × (J a
X ∪ closX(U∗

1 ∪ U∗
2 )),

ψ(sη1(u),u), (s, u) ∈ [0,1) × (J b
X \ (Kb

X ∪ J a
X ∪ closX(U∗

1 ∪ U∗
2 ))),

σ (u), (s, u) ∈ {1} × (J b
X \ (Kb

X ∪ J a
X ∪ closX(U∗

1 ∪ U∗
2 ))).

Lemma 2.13 together with an argument similar to its proof shows that H is continuous. Here we omit the details. Thus
J a

X ∪ closX(U∗
1 ∪ U∗

2 ) is a strong deformation retract of (J b
X \ Kb

X) ∪ closX(U∗
1 ∪ U∗

2 ). The proof is completed. �
To prove the existence of the first sign-changing solution of the mountain pass type, we define

Γ := {
h ∈ C

([0,1],X)
: h(0) ∈ closX U∗

1 , h(1) ∈ closX U∗
2

}
and

c := inf
h∈Γ

sup
h(t)∈X\closX(U∗

1 ∪U∗
2 )

J
(
h(t)

)
.

Since J is bounded from below on closX U∗
1 , c is a finite number.

Theorem 2.15. The equation u = T u has a sign-changing solution u2 such that the fixed point index of T

at u2 is −1. More precisely, there exists r > 0 such that B(u2, r) ∩ closX(U∗
1 ∪ U∗

2 ) = ∅, B(u2, r) ⊂ X, and
i(T ,B(u2, r),X) = −1, where B(u2, r) = {u ∈ C[0,1]: ‖u − u2‖0 < r}.
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Proof. For any ε > 0, it follows from the definition of c that there is a path h : [0,1] → J c+ε
X ∪closX(U∗

1 ∪U∗
2 ) joining

h(0) ∈ closX U∗
1 and h(1) ∈ closX U∗

2 . It follows also that closX U∗
1 and closX U∗

2 lie in different path components of
J c−ε

X ∪ closX(U∗
1 ∪ U∗

2 ). Now we consider the long exact sequence of singular homology groups with coefficients
in R

H1
(
J c+ε

X ∪ closX

(
U∗

1 ∪ U∗
2

)
, J c−ε

X ∪ closX

(
U∗

1 ∪ U∗
2

)) →∂∗ H0
(
J c−ε

X ∪ closX

(
U∗

1 ∪ U∗
2

))
→i∗ H0

(
J c+ε

X ∪ closX

(
U∗

1 ∪ U∗
2

))
.

Since

Im ∂∗ = ker i∗ 
= 0,

it implies that

H1
(
J c+ε

X ∪ closX

(
U∗

1 ∪ U∗
2

)
, J c−ε

X ∪ closX

(
U∗

1 ∪ U∗
2

)) 
= 0.

Since we have assumed that the equation u = T u has only a finite number of solutions in X \ (U∗
1 ∪ U∗

2 ), choosing
an ε small enough, using Lemma 2.14 and the exactness, we arrive at

H1
(
J c

X ∪ closX

(
U∗

1 ∪ U∗
2

)
,
(
J c

X \ Kc
X

) ∪ closX

(
U∗

1 ∪ U∗
2

)) 
= 0.

The excision property of homology groups yields

H1
(
J c

X \ closX

(
U∗

1 ∪ U∗
2

)
, J c

X \ (
Kc

X ∪ closX

(
U∗

1 ∪ U∗
2

))) 
= 0,

which implies Kc
X \ closX(U∗

1 ∪ U∗
2 ) 
= ∅. Assume Kc

X \ closX(U∗
1 ∪ U∗

2 ) = {u∗
1, u

∗
2, . . . , u

∗
m}. Then we have

H1
(
J c

X \ closX

(
U∗

1 ∪ U∗
2

)
, J c

X \ (
Kc

X ∪ closX

(
U∗

1 ∪ U∗
2

))) ∼=
m⊕

i=1

C1
(
J,u∗

i

)
,

where C1(J,u∗
i ) is the critical group of J at u∗

i . Thus there is u2 ∈ {u∗
1, u

∗
2, . . . , u

∗
m} such that C1(J,u2) 
= 0. By

[2, Proposition 3.3], we have Cq(J,u2) ∼= δq1R. Thus there exists r > 0 such that B(u2, r) ∩ closX(U∗
1 ∪ U∗

2 ) = ∅,
B(u2, r) ⊂ X, and

i
(
T ,B(u2, r),X

) =
∞∑

q=0

(−1)q dimCq(J,u2) = −1.

Since Cq(J,0) ∼= δqk0R by Theorem 2.6 and k0 � 2, u2 
= 0 is a sign-changing solution. The proof is completed. �
We are ready to prove the theorem.

Proof of Theorem 1.1. Let R be the number from Lemma 2.4. Set

U := {
u ∈ X: ‖u‖0 < R

}
,

U1 := {
u ∈ U∗

1 : ‖u‖0 < R
}
,

U2 := {
u ∈ U∗

2 : ‖u‖0 < R
}
,

and define Kt : C[0,1] → C[0,1] by Ktu = T u − te0, u ∈ C[0,1]. By Lemma 2.4, the fixed point index i(Kt ,U,X)

is well defined for all t � 0. Choose C > 0 such that ‖T u‖0 < C for all u ∈ C[0,1] with ‖u‖0 � R. If u ∈ X and t � 0
satisfy Ktu = u, then Lemma 2.4 implies that ‖u‖0 � R, and then

t‖e0‖0 � R + C.

So, there is a t0 large enough such that Kt0 has no fixed points in closX U . The homotopy invariance of fixed point
index implies

i(T ,U,X) = i(K0,U,X) = i(Kt0 ,U,X) = 0.

Similarly,

i(T ,U2,X) = 0.
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It follows from Lemma 2.4 that

i(T ,U1,X) = i
(
T ,U∗

1 ,X
) = 1.

If T has no fixed point in U \ (U1 ∪ U2) except 0 and u2, then the additivity property of fixed point index implies

i(T ,U,X) = i(T ,U1,X) + i(T ,U2,X) + i
(
T ,B(0, r0),X

) + i
(
T ,B(u2, r),X

)
,

that is, according to Theorems 2.6 and 2.15,

0 = 1 + 0 + (−1)i − 1,

which is impossible. Therefore, T has a fixed point in U \ (U1 ∪ U2 ∪ {0, u2}), which is a second sign-changing
solution of u = T u. �
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