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We investigate the Lp(0,∞) − Lq(0,∞) mapping properties of the operators

Lα
ν,μ f (y) = yμ

∞∫
0

(xy)ν f (x) Jα(xy)dx, f ∈ C∞
0 (0,+∞),

for suitable values of the parameters, and we evaluate the operator norm of Lα
ν,μ in some

special and significant cases.
© 2008 Elsevier Inc. All rights reserved.

1. Introduction

We consider the class of operators

L=
{
Lα

ν,μ f (y) = yμ

∞∫
0

(xy)ν f (x) Jα(xy)dx, f ∈ C∞
0 (0,+∞)

}
, (1.1)

where Jα(r) denotes the usual Bessel function of the first kind, α � − 1
2 , ν and μ are real parameters.

These operators are interesting because they generalize a number of important operators in Analysis. For example, the re-
striction of the Fourier transform to radial functions and the Hankel transform belong to L (see the next section).

One of the main results of this paper is the following

Theorem 1.1. Lα
ν,μ is bounded from Lp(0,∞) to Lq(0,∞) whenever α � − 1

2 , 1 � p � q � ∞, and if and only if

μ = 1

p′ − 1

q
and − α − 1

p′ < ν � 1

2
− max

{
1

p′ − 1

q
,0

}
. (1.2)

To prove this theorem we use an interpolation argument of Stein and Weiss. In Appendix A we provide examples that
show that these bounds are best possible.

We are interested in the optimal constants C = Cα
ν,p,q for which

‖Lα
ν,μ f ‖Lq(0,∞)

‖ f ‖Lp(0,∞)

� C .
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In Section 2 we will show that this problem can be solved for special values of the parameters with the aid of a celebrated
theorem of W. Beckner [2], but the proof seems to be very difficult in the general case.

In this paper we evaluate Cα
ν,p,q for ν = 1

2 and q = p′ . Our main result is the following

Theorem 1.2. The following inequality holds for every 1 < p � 2, α � − 1
2 and f ∈ C∞

0 (0,∞),

‖Lα
1
2 ,0

f ‖Lp′
(0,∞)

‖ f ‖Lp(0,∞)

� 2
1
p − 1

2
p

1
2 (α+ 1

2 + 1
p )

(p′)
1
2 (α+ 1

2 + 1
p′ )

�((α + 1
2 )

p′
2 + 1

2 )
1
p′

�((α + 1
2 )

p
2 + 1

2 )
1
p

. (1.3)

The constant on the right-hand side of (1.3) is best possible and coincides with the L p(0,∞) → L p′
(0,∞) norm of the Hankel transform

(see the next section).

By continuity, Lα
1
2 ,0

extends to a bounded operator from L p(0,∞) to L p′
(0,∞), and it is possible to prove that the

equality in (1.3) is attained by the functions f s(x) = xα+ 1
2 e−sx2

, s > 0. We will prove this in Section 3.
Theorem 1.2 is interesting because the Hankel transform is a remarkable operator who shares many similarities with the

Fourier transform. However, the steps toward the proof of Theorem 1.2 are as interesting as the result itself. We prove the
theorem using an extension of Beckner’s techniques. We divide the proof into a series of lemmas, some of them crucial,
some of them of technical nature. All the steps of the proof, except the last, are valid for every operators in L, and can be
applied toward the solution of other problems in Analysis.

In particular, we show in Section 5.2 how the full solution to the best constant problem for the operators in L is related
to the hypercontractivity of the Laguerre semigroup.

2. The Hankel transforms

Our interest in the class L was originally motivated by the Fourier transform and the Hankel transform.
The Fourier transform f̂ (ζ ) = ∫

Rn e−i(x1ζ1+···+xnζn) f (x)dx is well defined when f ∈ C∞
0 (Rn), and can be extended to a

bounded linear operator from L p(Rn) to Lq(Rn) if and only if 1 � p � 2 and q = p′ (see e.g. [15]). Furthermore,

‖ f̂ ‖Lp′
(Rn)

� (2π)
n
p′ (p

1
p (p′)−

1
p′ ) n

2 ‖ f ‖Lp(Rn), f ∈ L p(
Rn)

. (2.1)

The constant on the right-hand side of (2.1) is best possible, as W. Beckner proved in a celebrated paper [2].
The Gaussian functions f s(x) = e−s(x2

1+···+x2
n) , with s > 0, attain the equality in (2.1). E.H. Lieb proved in [11] that the f s

are the only function for which the equality is attained. Since the Fourier transform of a radial function is radial, we can
state the following important observation: The Fourier transform has the same L p(Rn) → L p′

(Rn) norm of its restriction to the
radial functions of L p(Rn).

The restriction of the Fourier transform to the space of radial functions can be rewritten as a constant multiple of an
operator of the class L. In fact the Fourier transform of f (|x|) is

f̂
(|ζ |) = (2π)

n
2 |ζ |− n

2 +1

+∞∫
0

f (r)r
n
2 J n

2 −1
(
r|ζ |)dr = (2π)

n
2 |ζ |−n+1

+∞∫
0

f (r)
(|ζ |r) n

2 J n
2 −1

(
r|ζ |)dr

= (2π)
n
2 L

n
2 −1
n
2 ,1−n

f
(|ζ |). (2.2)

Following [3], we will refer to Lα
α+1,−2α−1, α > −1, as to the Fourier–Bessel transform of order α, even though this operator,

which H. Hankel introduced in 1875 (see [8]), is sometimes referred to as Hankel transform in the literature. We let

H̃α f (x) =Lα
α+1,−2α−1 f (x) =

+∞∫
0

f (t)(xt)−α Jα(xt)t2α+1 dt. (2.3)

From (2.2) it follows that

f̂
(|ζ |) = (2π)

n
2 H̃ n

2 −1 f
(|ζ |), f ∈ C∞

0 (0,∞), ζ ∈ Rn.

The Fourier–Bessel transform of order α shares a lot of properties with the Fourier transform. H. Hankel proved the following
inversion formula

H̃α(H̃α f )(x) = f (x), f ∈ C∞
0 (0,+∞). (2.4)
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A short and elegant proof of (2.4) is in [3]. It is easy to prove that the Fourier–Bessel transform extends to an isom-
etry on L2((0,∞), x2α+1 dx). Moreover, |H̃α f (x)| � bα‖ f ‖L1((0,∞),t2α+1 dt) , where bα = supt∈(0,∞) |t−α Jα(t)|. By Riesz in-
terpolation theorem, the Fourier–Bessel transform extends to a bounded linear operator from L p((0,∞), t2α+1 dt) to
L p′

((0,∞), t2α+1 dt), and

‖H̃α f ‖Lp′
((0,∞),t2α+1 dt)

‖ f ‖Lp((0,∞),t2α+1 dt)
� b

1− 2
p′

α . (2.5)

Note that the L p((0,∞), t2α+1 dt) − L p′
((0,∞), t2α+1 dt) norm of H̃α is the same as the L p(0,∞) − L p′

(0,∞) norm

of Lα
2α+1

p′ −α,0
. Indeed, if we let F (t)= t

2α+1
p f (t), and we observe that F (t) ∈ L p(0,∞) if and only if f (t)∈ L p((0,∞), t2α+1 dt),

using (2.3) we can see that

‖H̃α f ‖Lp′
((0,∞),t2α+1 dt)

‖ f ‖Lp((0,∞),t2α+1 dt)
=

‖Lα
2α+1

p′ −α,0
F‖Lp′

(0,∞)

‖F‖Lp(0,∞)

. (2.6)

Lα
1
2 ,0

is the so-called Hankel transform of order α. This is a well-studied operator with remarkable properties. We will let

Hα f (x) =Lα
1
2 ,0

f (x) =
+∞∫
0

f (t)(xt)
1
2 Jα(xt)dt. (2.7)

The Hankel transform shares many properties with the Fourier transform as well. The following inversion formula for the
Hankel transform is proved e.g. in [4]

Hα(Hα f )(x) = f (x), f ∈ C∞
0 (0,+∞). (2.8)

From (2.8) it follows that the Hankel transform extends to an isometry on L2(0,∞). Moreover, |Hα f (x)| � cα‖ f ‖L1(0,∞) ,

where cα = supt∈(0,+∞) |t 1
2 Jα(t)|.

By the M. Riesz convexity theorem, the Hankel transform extends to a bounded linear operator from L p(0,∞) to
L p′

(0,∞) for every 1 � p � 2, and

‖Hα f ‖Lp′
(0,∞)

‖ f ‖Lp(0,∞)

� c
1− 2

p′
α . (2.9)

In this paper we evaluate the L p(0,∞) → L p′
(0,∞) norm of this operator (see Theorem 1.2). Unfortunately the techniques

that we used to compute this norm cannot be used to compute the L p((0,∞), t2α+1 dt) − L p′
((0,∞), t2α+1 dt) norm of the

Fourier–Bessel transform for general α’s. When α = n
2 − 1, where n is a positive integer, the norm of the Fourier–Bessel

transform can be computed with the aid of the theorems of Beckner and Lieb.
The following proposition is proved in Appendix B.

Proposition 2.1. The following inequality holds for every 1 < p � 2, n � 1 and f ∈ L p(0,∞),

‖L
n
2 −1

1− n
2 + n−1

p′ ,0
f ‖Lp′

(0,∞)

‖ f ‖Lp(0,∞)

� �

(
n

2

) 1
p′ − 1

p p
n

2p

(p′)
n

2p′
2

( n
2 −1)( 1

p′ − 1
p )

. (2.10)

The constant in (2.10) is best possible, and equals the L p((0,∞), t2α+1 dt) − L p′
((0,∞), t2α+1 dt) operator norm of H̃ n

2 −1 . The

equality in (2.10) is attained by the functions fs(x) = e−sx2
, s > 0. These are the only functions for which the maximum in (2.10) is

attained.

3. Open problems and conjectures

The problem of evaluating the L p − Lq operator norm of Lα
ν,μ for general values of the parameters seems to be very

difficult. At the moment we can only evaluate it when q = p′ , α � − 1
2 and ν = 1

2 (Theorem 1.2), and when q = p′ , α = n
2 −1

and ν = 1 − n
2 + n−1

p′ (Proposition 2.1).
The theorem of E.H. Lieb implies that the Gaussian functions are the only maximizers for the operator norm of the

Fourier–Bessel transform when α = n
2 − 1. We conjecture that this is true in general, that is, that the Gaussian functions are

the only maximizers of the ratio
‖H̃α f ‖

Lp′
((0,∞),rn−1 dr)

‖ f̃ ‖Lp ((0,∞),rn−1 dr)

for every α � − 1
2 . If that is the case, then the L p((0,∞), r2α+1 dr) −

L p′
((0,∞), r2α+1 dr) norm of the Fourier–Bessel transform is
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sup
‖H̃α f ‖Lp′

((0,∞),r2α+1 dr)

‖ f̃ ‖Lp((0,∞),r2α+1 dr)

= sup

‖Lα
2α+1

p′ −α,0
(F )‖Lp′

(0,∞)

‖F‖Lp(0,∞)

= 2
α( 1

p′ − 1
p ) p

α+1
p

(p′)
α+1

p′
�(α + 1)

1
p′ − 1

p′ .

More in general, we conjecture the following:

Conjecture 1. The L p → Lq norm of Lα
ν,μ is finite if α � − 1

2 , 1 � p � q � ∞, and if and only if

μ = 1

p′ − 1

q
and − α − 1

p′ < ν � 1

2
− max

{
1

p′ − 1

q
,0

}
. (3.1)

For these values of the parameters,

sup
‖Lα

ν,μ f ‖Lq(0,∞)

‖ f ‖Lp(0,∞)

= Cα
ν,p,q, (3.2)

where we have let

Cα
ν,p,q = 2ν− 1

q
p

1
2 (1+α−ν+ 1

p )

q
1
2 (α+ν+ 1

p′ )

�(
α+ν+μ

2 q + 1
2 )

1
q

�( 1+α−ν
2 p + 1

2 )
1
p

. (3.3)

Conjecture 2. The functions fs(x) = e−sx2
x1−ν+α , s > 0, are the only maximizers of the ratio in (3.2).

Both conjectures hold true in the special and significant cases of Proposition 2.1, and Theorem 1.2 validates the first
conjecture. In Appendix A we prove that the bounds for μ and ν are optimal.

Proving that
‖Lα

ν,μ f ‖Lq (0,∞)

‖ f ‖Lp (0,∞)
� Cα

ν,p,q is easy; the functions f s(x) = e−sx2
x1−ν+α are in L p(0,∞) because, by (3.1),

1 − ν + α � 1
2 + α � 0 > − 1

p . A change of variables shows that the ratio
‖Lα

ν,μ( f s)‖Lq (0,∞)

‖ f s‖Lp (0,∞)
is independent of s. When s = 1

2 ,

Lα
ν,μ( f 1

2
)(y) = yμ

∫ ∞
0 e− x2

2 Jα(xy)xα+1 dx can be explicitly computed (see e.g. [4, p. 29, no. 10]), and is yα+ν+μe− y2

2 . Thus,

by the well-known identity

∞∫
0

e−sx2
xm dx = s− 1+m

2

2
�

(
1 + m

2

)
, m > −1, (3.4)

it follows that

‖Lα
ν,μ( f s)‖Lq(0,∞)

‖ f s‖Lp(0,∞)

= ‖yν+α+μe− y2

2 ‖Lq(0,∞)

‖x1−ν+αe− x2
2 ‖Lp(0,∞)

= (
∫ ∞

0 y(ν+α+μ)qe− qy2

2 )
1
q

(
∫ ∞

0 x(1−ν+α)pe− px2
2 )

1
p

= 2ν− 1
q

p
1
2 (1+α−ν+ 1

p )

q
1
2 (α+ν+ 1

p′ )
�(

α+ν+μ
2 q + 1

2 )
1
q

�( 1+α−ν
2 p + 1

2 )
1
p

= Cα
ν,p,q.

4. Proof of Theorem 1.1

From now we will use ‖ ‖p instead of ‖ ‖Lp(0,∞) . In this section, C is a constant that can change from line to line.
The proof of Theorem 1.1 relies on a theorem on interpolation of operators with change of measure proved by E.M. Stein

and G. Weiss in [12].
We let M = N = (0,∞). Let i = 0, 1, and let βi = ymi dy be measures on N , and αi = xni dx be measures on M.
We let β = β0 + β1, α = α0 + α1. With this position, for any measurable E , F ⊂ (0,∞),

βi(E) =
∫
E

hi(y)dβ(y), αi(F ) =
∫
F

ki(x)dα(x),

where hi = ymi

ym1 +ym0 and ki = xni

xn1 +xn0 .
For every r, s ∈ [0,1] we can define the following measures on M and N ,

βs(E) =
∫
E

hs
1h1−s

0 (x)dβ =
∫
E

ysm1+(1−s)m0 dy,

αr(F ) =
∫

kr
1k1−r

0 (x)dα =
∫

xrn1+(1−r)n0 dx.
F F
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Let 1 � p0 �= p1 � ∞, 1 � q0 �= q1 � ∞. For every t ∈ (0,1), we consider the exponents qt and pt that satisfy the following
relations:

1

pt
= t

p1
+ 1 − t

p0
,

1

qt
= t

q1
+ 1 − t

q0
.

We also let s(t) = tqt
q1

(so that 1 − s(t) = (1 − t) qt
q0

) and r(t) = tpt
p1

. With this position

dβs(t) = y
qt (t

m1
q1

+(1−t)
m0
q0

)
dy and dαr(t) = x

pt (t
n1
p1

+(1−t)
n0
p0

)
dx.

The following theorem is a consequence of the main theorem in [12].

Theorem 4.1. Let T be a sublinear operator satisfying

‖T f ‖Lqi (N,dβi)
� Ki‖ f ‖Lpi (M,dαi)

(or ‖T f ‖Lqi ,∞(N,dβi)
� Ki‖ f ‖Lpi (M,dαi)

), for every f ∈ L pi (M,dαi) and i = 0,1. Then T is defined also in Lp(t)(M,dαr(t)) for every
t ∈ (0,1), and

‖T f ‖Lq(t)(N,dβs(t))
� Kt‖ f ‖Lq(t)(M,dαr(t))

,

where Kt is independent of f .

We first prove Theorem 1.1 when q � p′ and ν = 1
2 . We let

T F (y) =
∞∫

0

F (x) Jα(xy)dx, F ∈ C∞
0 (0,∞).

Then

Lα
1
2 ,μ

f (y) = yμ

∞∫
0

(xy)
1
2 f (x) Jα(xy)dx = yμ+ 1

2

∞∫
0

x
1
2 f (x) Jα(xy)dx = yμ+ 1

2 T
(
x

1
2 f

)
(y).

If we let

dβ = yq(μ+ 1
2 ) dy, dα = x− p

2 dx, (4.1)

and F (x) = x
1
2 f (x), we can see at once that the inequalities

‖T F‖Lq((0,∞),dβ) � C‖F‖Lp((0,∞),dα)

and

‖T F‖Lq,∞((0,∞),dβ) � C‖F‖Lp((0,∞),dα)

are equivalent to∥∥Lα
1
2 ,μ

f
∥∥

q � C‖ f ‖p

and ∥∥Lα
1
2 ,μ

f
∥∥

Lq,∞(0,∞)
� C‖ f ‖p .

When q = p′ we are in the case of the Hankel transform, so we assume q < p′ . The point ( 1
p , 1

q ) is above the duality line
1
q = 1 − 1

p .

We let ( 1
p0

, 1
q0

) be the intersection of the duality line and the line that joins the points (1,1) and ( 1
p , 1

q ).

It is easy to verify that p0 = 1 + q′
p′ (and of course q0 = p′

0). With this position,(
1

p
,

1

q

)
= (1 − t)

(
1

p0
,

1

q0

)
+ t(1,1)

when t = 1 − 1′ .
q p
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To apply Theorem 4.1 we argue as follows: We prove first that Lα
1
2 ,−1

is bounded from L1(0,∞) to L1,∞(0,∞). By the

observations above and (4.1) this is equivalent to proving that ‖T F‖L1,∞((0,∞),dβ1) � C‖F‖L1((0,∞),dα1) , where we have let

dβ1 = y− 1
2 dy and dα1 = x− 1

2 dx.

We know that Lα
1
2 ,0

is bounded from L p0(0,∞) to Lq0(0,∞) because it is the Hankel transform, and so, if we let dβ0 =

y
p′

0
2 dy and dα0 = x− p0

2 dx, we gather

‖T F‖Lq0 ((0,∞),dβ0) � C‖F‖Lp0 ((0,∞),dα0).

Therefore, for every 0 < t < 1,

‖T F‖Lqt ((0,∞),dβs(t)) � C‖F‖Lpt ((0,∞),dαr(t)); (4.2)

in particular, for t = 1
q − 1

p′ (which is the value of t for which pt = p and qt = q) and the definitions of dβs(t) and dαr(t) , we
gather

dβs(t) = y
q(− t

2 + (1−t)p′
0

2p′
0

)
dy = yq( 1

2 +μ) dy and dαr(t) = x
−p(− t

2 − (1−t)p0
2p0

)
dx = x− p

2 dx,

and (4.2) is equivalent to

‖Lα
1
2 ,μ

f ‖q � Ct
∥∥ f

∥∥
p, (4.3)

as required.
Let us prove that Lα

1
2 ,−1

is bounded from L1(0,∞) to L1,∞(0,∞). Indeed,

Lα
1
2 ,−1

f (y) = y−1

∞∫
0

(xy)
1
2 Jα(xy) f (x)dx = y−1Hα f (y),

and since∥∥Lα
1
2 ,−1

f
∥∥

L1,∞(0,∞)
= sup

t>0
t
∣∣{y: y−1Hα f (y) > t

}∣∣
and we have recalled in Section 1 that |Hα f (y)| � C‖ f ‖1, then∥∥Lα

1
2 ,−1

f
∥∥

L1,∞(0,∞)
� sup

t>0
t
(
t−1C‖ f ‖1

) = C‖ f ‖1, (4.4)

as required.
To prove the theorem for q � p′ and −α − 1

p′ � ν < 1
2 we let ν = 1

2 − ε , with 0 < ε < 1
p′ + α − 1

2 .

We use the identity (A.1) in Appendix A to infer that (xy)
1
2 −ε Jα(xy) = Hα−εψε(xy), where we have let ψε(t) =

21−ε�(ε)−1χ(0,1)(t)(1 − t2)ε−1tα−ε+ 1
2 . With this position and the inversion formula for the Hankel transform

Lα
ν,μ f (y) = yμ

∞∫
0

f (x)Hα−εψε(xy)dx = yμ

∞∫
0

ψε(z)Hα−ε f (zy)dz =
∞∫

0

ψε(z)z−μLα−ε
1
2 ,μ

f (zy)dz.

Thus, by (4.3),

∥∥Lα
ν,μ f

∥∥
q �

∞∫
0

z−μψε(z)
∥∥Lα−ε

1
2 ,μ

f (z)
∥∥

q dz � Ct‖ f ‖Lp(0,∞)

∞∫
0

z−μ− 1
q ψε(z)dz

= 21−ε�(ε)−1Ct‖ f ‖Lp(0,∞)

1∫
0

(
1 − z2)ε−1

zα−ε+ 1
2 − 1

q −μ dz.

Recall that μ = 1′ − 1 and 0 < ε < 1′ + α − 1 , and so the exponent of z is α − ε + 1 − 1′ > 1 − 2′ > −1.
p q p 2 2 p p
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Therefore, the integral is finite, and we have proved Theorem 1.1 also in this case.
To prove the theorem for q > p′ and ν � 1

2 − 1
p′ + 1

q , we observe that the adjoint of Lα
ν,μ is Lα

ν+μ,−μ . Therefore, the

L p − Lq norm of Lα
ν,μ is finite if and only if the same is true for the Lq′ − L p′

norm of Lα
ν+μ,−μ .

Since q = (q′)′ > p′ , we are in the case that we have already proved: the Lq′ − L p′
norm of Lα

ν+μ,−μ is finite if ν +μ � 1
2 ,

that is, ν � 1
2 − 1

p′ + 1
q . This concludes the proof of Theorem 1.1.

5. Proof of Theorem 1.2

The proof of Theorem 1.2 is a generalization of Beckner’s celebrated proof in [2], and will be performed with a series of
steps which are important in their own because of the connection with other problems in Analysis, the hypercontractivity
of the Laguerre semigroup being one of the most significant issues.

5.1. Preliminaries

In this section we collect together a few preliminary facts concerning the Laguerre polynomials and we state our main
theorem. We refer to [13] or to [14] for details.

For α > −1, x > 0 and k = 0,1,2, . . . , the Laguerre polynomials of type α are defined by the formula

e−xxα Lα
k (x) = 1

k!
dk

dxk

(
e−xxk+α

)
. (5.1)

Each Lα
k is a polynomial of degree k. The Laguerre polynomials satisfy the following orthogonality relations:

+∞∫
0

Lα
k (x)Lα

j (x)dμ̃α(x) =
{

0 if k �= j,
�(k+α+1)

�(α+1)�(k+1)
if k = j,

(5.2)

where we have let d̃μα(x) = e−xxα

�(α+1)
dx.

A change of variables shows that the orthogonality relation (5.2) can be rewritten as

+∞∫
−∞

Lα
k

(
x2

2

)
Lα

j

(
x2

2

)
dμα(x) =

{
0 if k �= j,

�(k+α+1)
�(α+1)�(k+1)

if k = j,
(5.3)

where we have let dμα(x) = e− x2
2 x2α+1

2α+1�(α+1)
.

We will use the following important identity, often called the Hille–Hardy identity, which is valid for real or complex ω’s
such that |ω| < 1 and for x, y ∈ R,

K α
ω

(
x2, y2) =

∞∑
k=0

�(k + 1)�(α + 1)

�(k + α + 1)
Lα

k

(
x2)Lα

k

(
y2)ωk

= (1 − ω)−1(|xy|√−ω
)−α

�(α + 1)e− ω
1−ω (x2+y2) Jα

(
2|xy|(−ω)

1
2

1 − ω

)
. (5.4)

K α
ω(x2, y2) is the Hille–Hardy kernel of order α. By (5.3),

∞∫
−∞

K α
ω

(
x2

2
,

y2

2

)
Lα

k

(
x2

2

)
dμα(x) = ωk Lα

k

(
y2

2

)
. (5.5)

In what follows we will let

T α
ω(ψ)(y) =

∞∫
0

K α
ω(x, y)ψ(x)dμ̃α(x), (5.6)

where |ω| < 1 and ψ is a polynomial. This is the Laguerre semigroup (see e.g. [14]). After a change of variables and
normalization, the latter is equivalent to

T α
ω(ψ)

(
y2

2

)
=

∞∫
K α

ω

(
x2

2
,

y2

2

)
ψ

(
x2

2

)
dμα(x). (5.7)
−∞
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If ψ(x) = Lα
k (y), then by (5.5),

T α
ω

(
Lα

k

)( y2

2

)
= ωk(Lα

k

)( y2

2

)
. (5.8)

5.2. Hypercontractivity of the Laguerre semigroup

The Hille–Hardy identity allows us to replace the Bessel function in the definition of Lα
ν,μ with the Mehler kernel, and

to establish a connection between the L p − Lq mapping properties of these operators and the continuity of the Laguerre
semigroup in weighted L p spaces. We recall the probability measures that we have defined in the previous section:

dμ̃k(x) = e−xxk dx

�(k + 1)
and dμk(x) = e− x2

2 x2k+1 dx

2k+1�(k + 1)
, k > −1.

We prove the following

Lemma 5.1. Let 1 � p � q � ∞ and α � − 1
2 . Let μ and ν such that

μ = 1

p′ − 1

q
and − α − 1

p′ < ν � 1

2
− max

{
1

p′ − 1

q
,0

}
(5.9)

(see (3.1)). We let

q(α + ν + μ) = 2γ + 1, (α − ν + 1)p = 2β + 1. (5.10)

Let Cα
ν,p,q be defined as in (3.3).

The inequality∥∥Lα
ν,μ f

∥∥
q � Cα

ν,p,q‖ f ‖p (5.11)

is valid for every f ∈ C∞
0 (0,∞) if and only if the inequality( ∞∫

0

∣∣T α
ω̄(k)(yε)

∣∣q
dμ̃γ (y)

) 1
q

�
( ∞∫

0

∣∣k(xε)
∣∣p

dμ̃β(y)

) 1
p

(5.12)

is valid for ω̄ = −pq−1 , ε = p+q
pq , and for every polynomial k.

It is known that the Laguerre semigroup {T α
t } is hypercontractive for all α > −1/2 and t ∈ (0,1) (see [6,9,10]); that is,

for every p > 1 there exists a strictly increasing function q : R+ → [q(0) = p,∞), such that for every t � 0,( ∞∫
0

∣∣T α
t (k)(y)

∣∣q(t)
dμα(y)

) 1
q

�
( ∞∫

0

∣∣k(x)
∣∣p

dμα(x)

) 1
p

.

It would be very interesting to find the optimal range of q > p and t ’s for which the inequality above still holds true.
Very little is known about the hypercontractivity of the Laguerre semigroup for negative or complex t ’s, and, to the best

of our knowledge, there is little or no literature on the continuity of this semigroup in weighted L p spaces. Proving (5.12)
would provide a solution to this problem for a special t . Moreover, a proof of (5.12) could be key to the general solution
of the problem: indeed, Beckner proved in [2] that the Hermite semigroup Tω satisfies ‖Tω f ‖Lp(dμ1) � ‖ f ‖Lq(dμ1) when

1 < p � 2, q = p′ , and ω = √−pq−1; a few years later J. Epperson showed in [5] that a clever modification of Beckner’s
proof can be used to find the optimal set of parameters p < q, and ω ∈ C, for which the inequality above is still valid.

We hope that a proof of (5.12) and Epperson’s technique will produce a full solution of the hypercontractivity problem
for the Laguerre semigroup. The establishment of (5.12) in the optimal range of all parameters involved would also be of
great interest.

Note that if Lα
ν,μ is the Fourier–Bessel transform, then ν = 2α+1

p′ − α and μ = 0, and so 2β + 1 = 2γ + 1 = 2α + 1.

Therefore, evaluating the L p − L p′
operator norm of the Fourier–Bessel transform is equivalent to proving that the La-

guerre semigroup T α
ω satisfies ‖T α

ω̄ f ‖Lp(dμ̃α) � ‖ f ‖Lq(dμ̃α) for 1 < p � 2, q = p′ , and ω̄ = −pq−1.

If Lα
ν,μ is the Hankel transform, then ν = 1

2 and μ = 0, and 2β+1
p = 2γ +1

q . Observe also that the assumptions on μ and ν

in (5.9) imply

−1
<

2γ + 1 � 2β + 1 + μ. (5.13)

q q p
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Proof of Lemma 5.1. We will let q = p′ , since the proof is very similar in the other case. With this assumption, ε = 1 and
μ = 0.

Recalling the definition of β and γ in (5.10), the constant Cα
ν,p,q in (3.3) can be written as

Cα
ν,p,q = 2ν− 1

q
p

1
2 (1+α−ν+ 1

p )

q
1
2 (α+ν+ 1

p′ )
�(

α+ν+μ
2 q + 1

2 )
1
q

�( 1+α−ν
2 p + 1

2 )
1
p

= 2
1
p − 1

q
(�(γ + 1)2γ +1(q)−γ −1)

1
q

(�(β + 1)2β+1 p−β−1)
1
p

,

and (5.11) can be rewritten in the following equivalent fashion:

2
1
q

(
qγ +1

�(γ + 1)2γ +1

) 1
q ∥∥Lα

ν,μ f
∥∥

q � 2
1
p

(
pβ+1

�(β + 1)2β+1

) 1
p

‖ f ‖p . (5.14)

With a change of variables we can rewrite (5.12) as:( ∞∫
−∞

∣∣∣∣T α
ω̄(k)

(
y2

2

)∣∣∣∣q e− y2

2 |y|2γ +1 dx

�(γ + 1)2γ +1

) 1
q

�
( ∞∫

−∞

∣∣∣∣k(
x2

2

)∣∣∣∣p e− x2
2 |x|2β+1 dx

�(β + 1)2β+1

) 1
p

and we can replace y with
√

q y in the first integral and x with
√

px in the second integral. We obtain

q
γ +1

q

( ∞∫
−∞

∣∣∣∣T α
ω̄(k)

(
qy2

2

)∣∣∣∣q e− qy2

2 |y|2γ +1 dx

�(γ + 1)2γ +1

) 1
q

� p
β+1

p

( ∞∫
−∞

∣∣∣∣k(
px2

2

)∣∣∣∣p e− px2

2 |x|2β+1 dx

�(β + 1)2β+1

) 1
p

. (5.15)

Then, we use the identity (5.4) to replace the Hardy–Hille kernel in the definition of T α
ω with a product of Jα(xy) and an

exponential function. Indeed,

T α
ω̄(k)

(
qy2

2

)
=

∞∫
−∞

K α
ω̄

(
x2

2
,

qy2

2

)
k

(
x2

2

)
dμα(x),

and recalling that K α
ω(x2, y2) = (1 −ω)−1(|xy|√−ω)−α�(α + 1)e− ω

1−ω (x2+y2) Jα(
2|xy|(−ω)

1
2

1−ω ), and ω̄ = −pq−1 = −(p − 1), we
gather

K α
ω̄

(
x2

2
,

qy2

2

)
= p−1

(∣∣∣∣ xyq
1
2

2

∣∣∣∣(pq−1) 1
2

)−α

�(α + 1)e
1

2q (x2+qy2) Jα
(|xy|p− 1

2
)

= p−1(2p− 1
2
)α

�(α + 1)|xy|−αe
1

2q

(
x2+qy2

)
Jα

(|xy|p− 1
2
)
.

Therefore,

T α
ω̄(k)

(
qy2

2

)
= p−1(2p− 1

2
)α

�(α + 1)

∞∫
−∞

|xy|−α Jα
(|xy|p− 1

2
)
k

(
x2

2

)
e

1
2q (x2+qy2) dμα(x)

= 1

2
p− α

2 −1

∞∫
−∞

|xy|−α Jα
(|xy|p− 1

2
)
k

(
x2

2

)
e

y2

2 − x2
2p |x|2α+1 dx

= p− α
2 −1|y|−2α−1e

y2

2

∞∫
0

(
x|y|)α+1

Jα
(
x|y|p− 1

2
)
e− x2

2p k

(
x2

2

)
dx.

If let x = √
px′ and recall that by (5.10), ν = α + 1 − 2β+1

p = 2γ +1
q − α (and so 2γ +1

q = 2α + 1 − 2β+1
p ), we obtain

T α
ω̄(k)

(
qy2

2

)
= |y|− 2γ +1

q e
y2

2

∞∫
0

(
x′|y|)ν Jα

(
x′|y|)(x′)2β+1e− (x′)2

2 k

(
p(x′)2

2

)
dx′ = |y|− 2γ +1

q e
y2

2 Lα
ν,0(h)(y),

where we have let h(x) = e− x2
2 x

2β+1
p e− x2

2 k(
px2

2 ).
Using the identity above and the definition of h, we can see at once that the inequality (5.15) is equivalent to

q
γ +1

q

( ∞∫
−∞

∣∣Lα
ν,0(h)(y)

∣∣q dy

�(γ + 1)2γ +1

) 1
q

� p
β+1

p

( ∞∫
−∞

∣∣h(x)
∣∣p dx

�(β + 1)2β+1

) 1
p

, (5.16)

which is (5.14).
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There is no loss of generality if we replace k(
px2

2 ) with k(x2). Since the functions of the form of h(x) = x
2β+1

p e− x2
2 k(x2)

are dense in L p(0,∞) (see e.g. [1]), it is enough to prove (5.11) for these functions. The proof of the lemma is concluded. �
5.3. Reduction to a discrete operator

Let us recall that (5.12) is equivalent to( ∞∫
−∞

∣∣∣∣T α
ω̄(k)

(
ε y2

2

)∣∣∣∣q

dμγ (y)

) 1
q

�
( ∞∫

−∞

∣∣∣∣k(
εx2

2

)∣∣∣∣p

dμβ(x)

) 1
p

, (5.17)

where ε = p+q
pq , ω̄ = −pq−1 and k is a polynomial. In the next crucial step we will approximate the measures dμγ (y) and

dμβ(x) in (5.17) with sequences of discrete measures, and the Laguerre polynomials in x2

2 with homogeneous functions in
n variables. Then we will define a discrete analogue of T α

ω̄ and we will show that Lemma 5.1 can be proved as a consequence
of the L p − Lq mapping properties of this operator. We will assume ε = 1 (as in the case q = p′), since the proof can be
easily adjusted when ε �= 1.

Before we state the next lemma we need some preliminaries. Let δt0 be the Dirac distribution on R with unitary mass
at t0. We let dν(t) be the Bernoulli trial 1

2 (δ1(t) + δ−1(t)), and for every positive integer n, we let t̄ = (t1, . . . , tn), σ(t̄) =
t1 + · · · + tn , and dνn(t̄) = dν(t1) · · ·dν(tn). We also let dνβ,n(x̄), or dνβ(x̄) when there is no risk of confusion, be the
probability measure

dνk,n(x̄) = |σ(x̄)|2k+1 dνn(x̄)∫
Rn |σ(x̄)|2k+1 dνn(x̄)

.

dνk,n(x̄) is the discrete analogue of the measure dμ̃k(x) that we have defined in the previous section.
Let ψk,n(t̄) = k!∑1�m1<···<mk�n tm1 · · · tmk be the elementary symmetric function in n variables of degree k, and let Xn be

the vector space which is generated by the functions σ(t̄) jψk,n(t̄), with k, j � 0. These functions are homogeneous of degree
k + j.

We prove the following

Lemma 5.2. If there exists N > 0 for which the inequality

(∫
Rn

∣∣g(
√

ωs̄)
∣∣q

dνγ ,n(s̄)

) 1
q

�
(∫

Rn

∣∣g(s̄)
∣∣p

dνβ,n(s̄)

) 1
p

(5.18)

is valid for every n > N and every function g(s̄) ∈ Xn , then (5.17) is valid for every polynomial k(x).

Proof. By the central limit theorem, the sequence dν(n)(t), the n-fold convolutions of dν(
√

nt) with itself, converges to

(2π)− 1
2 e− t2

2 in the weak topology of the continuous functions on R, and furthermore, the moments of dν(n)(t) will converge

to the moments of e− t2
2 (2π)− 1

2 . That is,

∫
R

f (t)|t|m dν(n)(t) →
∫
R

f (t)|t|m e− t2
2√

2π
dt (5.19)

whenever m > −1 and f is continuous. Thus∫
R

f (t)|t|2m+1 dν(n)(t) =
∫
Rn

f (t1 + · · · + tn)|t1 + · · · + tn|2m+1 dν(t1
√

n) · · ·dν(t1
√

n)

=
∫
Rn

f
(
σ(t̄)

)∣∣σ(t̄)
∣∣2m+1

dνn(
√

nt̄) →
∫
R

f (t)|t|2m+1 e− t2
2√

2π
dt,

and ∫
n

∣∣σ(t̄)
∣∣2m+1

dνn(
√

nt̄) →
∫

|t|2m+1 e− t2
2√

2π
dt
R R
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when n → ∞. Therefore∫
Rn

f
(
σ(t̄)

)
dνm,n(t̄) →

∫
R

f (t)dμm(t). (5.20)

Observe that∫
Rn

f
(
σ(t̄)

)∣∣σ(t̄)
∣∣2m+1

dνn(
√

nt̄) = 1

2n

∑
f

(
± 1√

n
± · · · ± 1√

n

)∣∣∣∣± 1√
n

± · · · ± 1√
n

∣∣∣∣2m+1

, (5.21)

where the sum is taken over all possible combinations of n signs (and thus the sum has 2n terms). Therefore, the integral
on the left-hand side of (5.20) equals to

∑
f

(
± 1√

n
± · · · ± 1√

n

) | ± 1 ± · · · ± 1|2m+1∑ | ± 1 ± · · · ± 1|2m+1
.

From (5.20) it follows that

lim
n→∞

∫
Rn

∣∣∣∣T α
ωk

(
1

2
σ 2( ȳ)

)∣∣∣∣q

dνγ ,n( ȳ) =
∫
R

∣∣∣∣T α
ωk

(
1

2
y2

)∣∣∣∣q

dμγ (y)

and

lim
n→∞

∫
Rn

∣∣∣∣k(
1

2
σ 2(x̄)

)∣∣∣∣p

dνβ,n(x̄) =
∫
R

∣∣∣∣k(
1

2
x2

)∣∣∣∣p

dμβ(x).

Therefore,

lim
n→∞

(
∫

Rn |T α
ωk( 1

2 σ 2( ȳ))|q dνγ ,n( ȳ))
1
q

(
∫

Rn |k( 1
2 σ 2(x̄))|p dνβ,n(x̄))

1
p

= (
∫

R |T α
ωk( 1

2 y2)|q dμγ (x))
1
q

(
∫

R |k( 1
2 x2)|p dμβ(x))

1
p

.

Recall that k(x) is a finite linear combination of Laguerre polynomials, and that T α
ω̄ acts as a multiplier over the Laguerre

polynomials of order α (see (5.8)).
We show that Lα

m( 1
2 σ(x̄)2) can be dνn(

√
nx̄) approximated with a linear combination of homogeneous functions of de-

gree 2m.
We will need the following lemma, whose proof will be postponed to Appendix C.

Lemma 5.3. For every α � − 1
2 , m � 0, n � 1, and x̄ = (± 1√

n
, . . . ,± 1√

n
),

Lα
m

(
1

2
σ 2(x̄)

)
= Φα

m(x̄) + 1

n
Rα

m

(
σ(x̄)

)
,

where Rα
m(x) is a polynomial of degree � 2m − 2 whose coefficients depend only on m and α, and Φα

m(x̄) is a homogeneous function
of degree 2m which is defined as follows:

Φα
m(x̄) =

⎧⎨⎩
(−1)m

22mm! ψ2m,n(x̄) if α = − 1
2 ,∑2m

j=0 ηα
m, jσ(x̄) jψ2m− j,n(x̄) if α � − 1

2 ,
(5.22)

where the ψk,n(x̄) are the elementary symmetric functions in x̄ = (x1, . . . , xn), and

ηα
m, j = (−1)m

√
2�(m + α + 1)

π
1
2 (2m)!�(α + 1

2 )
2 j

(
2m

j

) √
2∫

−√
2

(
1 − 2t2)α− 1

2 (t − 1) j dt. (5.23)

Furthermore, for every l > −1 and every q � 1,

lim
n→∞

(∫
Rn

∣∣∣∣Φα
m(x̄) − Lα

m

(
1

2
σ 2(x̄)

)∣∣∣∣q

dμl,n(x̄)

) 1
q

= 0. (5.24)
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The functions Φα
m(x̄) are the analogues of the Laguerre polynomials in 1

2 x2. It is important to note that these functions
are homogeneous of degree 2m.

Recall that Xn is the vector space which is generated by the functions σ(t̄) jψk,n(t̄), with k, j � 0; therefore, every finite
linear combinations of the Φα

m(x̄) is in Xn .
We shall define an operator on Xn that approximates T α

ω . By (5.8)

T α
ω

(
M∑

k=0

ck Lα
k

)(
y2

2

)
=

M∑
k=0

ckω
k Lα

k

(
y2

2

)
.

Since Lα
m( 1

2 σ(x̄)2) can be approximated, in the sense of the previous lemma, by Φα
m(x̄), the natural replacement for T α

ω is
the operator Kω =Kω,n : Xn → Xn ,

Kω

(
M∑

k=0

ckφ j

)
(s̄) =

M∑
k=0

c jω
jφ j(s̄),

where the φ j ’s are homogeneous generators of Xn of degree 2 j. Thus, Kωφ j(s̄) = ω jφ j(s̄) = φ j(s̄
√

ω), and if we let k( s2

2 ) =∑M
k=0 ck Lα

k ( s2

2 ) and g(s̄) = ∑
c jΦ

α
j (s̄), we obtain Kω g(s̄) = g(s

√
ω).

By Lemma 5.3,

lim
n→∞

(∫
Rn

∣∣∣∣k(
1

2
σ 2(s̄)

)
− g(s̄)

∣∣∣∣p

dνβ,n(s̄)

) 1
p

= 0

and

lim
n→∞

(∫
Rn

∣∣∣∣T αk

(
1

2
σ 2(s̄)

)
−Kω(g)(s̄)

∣∣∣∣q

dνγ ,n(s̄)

) 1
q

= 0.

Consequently,

lim
n→∞

(
∫

Rn |Kω g(s̄)|q dνγ ,n(s̄))
1
q

(
∫

Rn |g(s̄)|p dνβ,n(s̄))
1
p

= (
∫

R |T α
ωk( s2

2 )|q dμγ (s))
1
q

(
∫

R |k( s2

2 )|p dμβ(s))
1
p

(5.25)

and if we prove that, for every n > 1, the ratio on the left-hand side of (5.25) is < 1, then the same is true for the ratio on
the left-hand side of (5.25).

Since we have observed that Kω g(s̄) = g(
√

ωs̄), we have proved the lemma. �
5.4. End of the proof of Theorem 1.2

Replacing T α
ω with Kω is one of the most crucial steps of the proof because it allows to reduce the proof of the inequal-

ity (5.12) to the proof of the discrete inequality(∫
Rn

∣∣g(s̄
√

ω̄)
∣∣q

dνγ ,n(s̄)

) 1
q

�
(∫

Rn

∣∣g(s̄)
∣∣p

dνβ,n(s̄)

) 1
p

, g ∈ Xn (5.26)

(see (5.18)), whenever ω̄ = −pq−1, and when − 1
q <

2γ +1
q � 2β+1

p + 1
p′ − 1

q , and n is sufficiently large. Recall that we have

let dνm,n(s̄) = |σ(s̄)|2m+1dνn(
√

ns̄)∫
Rn |σ(s̄)|2m+1 dνn(

√
ns̄)

.

When β = γ = − 1
2 and q = p′ , (5.26) has been proved by Beckner in [2]. That is, Beckner proved the following un-

weighted inequality:(∫
Rn

∣∣g(s̄
√

ω̄ )
∣∣q

dνn(s̄)

) 1
q

�
(∫

Rn

∣∣g(s̄)
∣∣p

dνn(s̄)

) 1
p

, g ∈ Xn. (5.27)

Beckner proved (5.27) with iterated applications of the following “two-point inequality”:( |A
√

ω̄ + B|p′ + |A
√

ω̄ − B|p′

2

) 1
p′

�
( |A + B|p + |A − B|p

2

) 1
p

. (5.28)

The weighted inequality (5.26) cannot be proved in the same manner, and its proof seems to be quite difficult.
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We will need the following observation: We have observed that
∫

Rn |σ(s̄)|2m+1 dνn(
√

ns̄) converges to (2π)− 1
2
∫

R |x|2m+1 ×
e− x2

2 dx when n → ∞. Therefore, if n is sufficiently large, we can replace
∫

Rn |σ(s̄)|2m+1 dνn(
√

ns̄) with cm = (2π)− 1
2 ×∫

R |x|2m+1e− x2
2 dx, and, instead of (5.26), we can prove the following inequality:(∫

Rn

∣∣g(s̄
√

ω̄ )
∣∣q |σ(s̄)|2γ +1 dνn(

√
ns̄)

cγ

) 1
q

�
(∫

Rn

∣∣g(s̄)
∣∣p |σ(s̄)|2β+1 dνn(

√
ns̄)

cβ

) 1
p

, g ∈ Xn.

Recalling (5.21), we can see at once that when 2β+1
p = 2γ +1

q , the latter is equivalent to

(∫
Rn

∣∣g(s̄
√

ω̄ )
∣∣q |σ(s̄)|2γ +1 dνn(s̄)

cγ

) 1
q

�
(∫

Rn

∣∣g(s̄)
∣∣p |σ(s̄)|2β+1 dνn(s̄)

cβ

) 1
p

. (5.29)

For these values of β and γ we can actually prove that (5.29) holds for every n � 1 and for the class of functions g(s̄) for

which g(s̄)|σ(s̄)| 2β+1
p is in L p(dνn(s̄)). That is, we require that

1

2n

∑∣∣g(±1, . . . ,±1)
∣∣p |±1 ± · · · ± 1|2β+1 < ∞,

where the sum is taken over all possible combinations of n signs. Since this sum is finite, this is equivalent to assume that
|g(±1, . . . ,±1)| < ∞ for every choice of (±1, . . . ,±1).

The functions in Xn belong to this class.
The proof of (5.29) concludes the proof of Theorem 1.2 since, by (5.10), 2γ +1

q = 2β+1
q implies ν = 1

2 and μ = 0, as in the
Hankel transform.

We argue by induction on n. When n = 1, s̄ = s = ±1, and σ(s) takes only the values ±1, (5.29) is equivalent to(∫
R

∣∣g(
√

ω̄s)
∣∣q

dν(s)

) 1
q

� (cβ)
− 1

p (cγ )
1
q

(∫
R

∣∣g(s)
∣∣p

dν(s)

) 1
p

.

By (5.27) the following inequality holds true:(∫
R

∣∣g(
√

ω̄s)
∣∣q

dν(s)

) 1
q

�
(∫

R

∣∣g(s)
∣∣p

dν(s)

) 1
p

.

So, if 1 � (cγ )
1
q (cβ)

− 1
p , or equivalently, if(

(2π)−
1
2

∫
R

|x|2β+1e− x2
2 dx

) 1
p

�
(

(2π)−
1
2

∫
R

|x|2γ +1e− x2
2 dx

) 1
q

, (5.30)

then (5.29) follows. By Hölder’s inequality(∫
R

e− x2
2 |x|2β+1 dx

) 1
p

�
(∫

R

e− x2
2 |x| q

p (2β+1) dx

) 1
q
(∫

R

e− x2
2 dx

) 1
p − 1

q

.

Since
∫

R e− x2
2 dx = (2π)− 1

2 and 2β+1
p = 2γ +1

q , then

(∫
R

e− x2
2 |x|2β+1 dx

) 1
p

� (2π)
1
2 ( 1

p − 1
q )

(∫
R

e− x2
2 |x|2γ +1 dx

) 1
q

,

which is (5.30).
We now assume that (5.29) is valid when n � 1, and we prove that the same is true for n + 1.

Let g(s̄) be such that g(s̄)|σ(s̄)| 2β+1
p is in L p(dνn+1(s̄)). We let s̄ = (s̄′, sn+1), with s̄′ ∈ Rn , and dνn+1(s̄) = dνn(s̄′)dν(sn+1).

We also let

g1(s̄) =
{

g(s̄)( |σ(s̄)|
|σ(s̄′)| )

2γ +1
q if |σ(s̄′)| �= 0,

0 if σ(s̄′) = 0,

and
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g2(s̄) =
{

g(s̄) if |σ(s̄′)| = 0,

0 if σ(s̄′) �= 0.

With this position,

g(s̄)
∣∣σ(s̄)

∣∣ 2γ +1
q = g1(s̄)

∣∣σ(s̄′)
∣∣ 2γ +1

q + g2(s̄).

This is because σ(s̄) only takes the values ±1 in the set where σ(s̄′) = 0.

g2(s̄) is in L p(dνn+1(s̄)) because g(s̄)|σ(s̄)| 2β+1
p is; for the same reason, the restrictions of g1(s̄)|σ(s̄′)| 2β+1

p to the sets
where sn+1 is constant are in L p(dνn(s̄′)) and the restrictions of g1(s̄) to the sets where s′ is constant are in L p(dν(sn+1)).

Thus,( ∫
Rn+1

∣∣g(
√

ω̄s̄)
∣∣q |σ(s̄)|2γ +1

cγ
dνn+1(s̄)

) 1
q

=
( ∫

Rn+1

∣∣g1(
√

ω̄s̄)
∣∣q∣∣σ(s̄′)

∣∣2γ +1 dνn+1(s̄)

cγ
+

∫
Rn+1

∣∣g2(
√

ω̄s̄)
∣∣q dνn+1(s̄)

cγ

) 1
q

= (
Iq
1 + Iq

2

) 1
q .

Iq
2 can be easily estimated: by (5.27),

Iq
2 � 1

cγ

( ∫
Rn+1

∣∣g2(s̄)
∣∣p

dνn+1(s̄)

) q
p

,

and since we have proved that c
1
q
γ > c

1
p
β , we can conclude that

Iq
2 �

( ∫
Rn+1

∣∣g2(s̄)
∣∣p dνn+1(s̄)

cβ

) q
p

. (5.31)

Let us estimate I1. Indeed,

I1 =
(∫

Rn

(∫
R

∣∣g1(
√

ω̄s̄)
∣∣q

dν(sn+1)

) |σ(s̄′)|2γ +1

cγ
dνn(s̄′)

) 1
q

=
(∫

Rn

(∫
R

∣∣g1(
√

ω̄s̄′,
√

ω̄sn+1)
∣∣q

dν(sn+1)

) |σ(s̄′)|2γ +1

cγ
dνn(s̄′)

) 1
q

,

and by the one-dimensional inequality (5.27), the last integral is

�
(∫

Rn

(∫
R

∣∣g1(
√

ω̄s̄′, sn+1)
∣∣p

dν(sn+1)

) q
p |σ(s̄′)|2γ +1

cγ
dνn(s̄′)

) 1
q

.

We recall the following convexity type inequality,(∫
S

(∫
T

∣∣ f (s, t)
∣∣p

μ(dt)

) q
p

ν(ds)

) 1
q

�
(∫

T

(∫
S

∣∣ f (s, t)
∣∣q

ν(ds)

) p
q

μ(dt)

) 1
p

, (5.32)

which holds for every positive measure spaces (S,S, ν), (T ,T ,μ), every measurable function f (s, t) and every 0 < p �
q < ∞. By (5.32) and our initial assumptions,( ∫

Rn+1

∣∣g1(
√

ω̄s̄)
∣∣q |σ(s̄)|2γ +1

cγ
dνn+1(s̄)

) 1
p

�
(∫

R

(∫
Rn

∣∣g1(
√

ω̄s̄′, sn+1)
∣∣q |σ(s̄′)|2γ +1

cγ
dνn(s̄′)

) p
q

dν(sn+1)

) 1
p

�
(∫

R

∫
Rn

∣∣g1(s̄)
∣∣p |σ(s̄′)|2β+1

cβ

dνn(s̄′)dν(sn+1)

) 1
p

,

and since dνn(s̄′)dν(sn+1) = dνn+1(s̄), we have proved that

Iq
1 �

( ∫
n+1

∣∣g1(s̄)
∣∣p |σ(s̄′)|2β+1

cβ

dνn+1(s̄)

) q
p

. (5.33)
R
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From (5.31) and (5.33) it follows that

(
Iq
1 + Iq

2

) p
q �

(( ∫
Rn+1

∣∣g1(s̄)
∣∣p |σ(s̄′)|2β+1

cβ

dνn+1(s̄)

) q
p

+
( ∫

Rn+1

∣∣g2(s̄)
∣∣p dνn+1(s̄)

cβ

) q
p
) p

q

,

and by the elementary inequality xm + ym � (x + y)m , which is valid whenever x, y � 0 and m � 1, and the fact that

g(s̄)|σ(s̄)| 2β+1
p = g1(s̄)|σ(s̄′)| 2β+1

p + g2(s̄) because 2γ +1
q = 2β+1

p it follows that

(
Iq
1 + Iq

2

) p
q �

∫
Rn+1

∣∣g(s̄)
∣∣p |σ(s̄)|2β+1

cβ

dνn+1(s̄).

Therefore, we have proved (5.26) and Theorem 1.2, when q = p′ and 2β+1
p = 2γ +1

q .
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Appendix A. A few counterexamples

We are left to show that the range of values of ν and μ in (1.2) is optimal. A simple scaling argument shows that
necessarily μ = 1

p′ − 1
q , but proving that the bounds for ν are best possible requires more work. We can assume that q � p′

(and so (1.2) is −α − 1
p′ < ν � 1

2 ), since we can deal with the other case as we did in the proof of Theorem 1.1.

• ν � 1
2 is necessary. We recall the identity

1∫
0

(xy)
1
2 Jα(xy)xα+ 1

2
(
1 − x2)s

dx = 2s�(s + 1)y−s− 1
2 Jα+s+1(y), (A.1)

which is valid for every s > −1. See e.g. Appendix B in [7], which is also an excellent reference for the other properties
of the Bessel functions that we will use in this appendix.

Take ν = 1
2 + 2ε , with 0 < ε < 1, and s = − 1

p + ε , so that f (x) = xα+1−2ε(1 − x2)
− 1

p +ε
χ(0,1)(x), where χ(a,b)(t) is the

characteristic function of (a,b), is in L p(0,1). Then,

Lα
ν,μ f (y) = yμ

1∫
0

(xy)
1
2 +ε Jα(xy)xα+ 1

2 −2ε
(
1 − x2)− 1

p +ε
dx = yμ+2ε

1∫
0

(xy)
1
2 Jα(xy)xα+ 1

2
(
1 − x2)− 1

p +ε
dx

= yμ+ε+ 1
p − 1

2 2− 1
p +ε

�

(
1 − 1

p
+ ε

)
Jα+ 1

p′ +ε(y). (A.2)

A well-known large variable estimate for Bessel functions is that

Jm(s) =
√

2

π

cos(s − m+ 1
2

2 π)

s1/2
+ O

(
1

s3/2

)
.

We can underestimate | Jα+ 1
p′ +ε(s)| by replacing | cos(s − α+ 1

p′ +ε+ 1
2

2 π)| by 1
2 when it is greater than or equal to 1

2 and

by 0 elsewhere. Specifically, if k is an integer, in the intervals Ik where s satisfies∣∣∣∣s − α + 1
p′ + ε + 1

2

2
π − kπ

∣∣∣∣ � π

3
,

then ∣∣ Jα+ 1
p′ +ε(s)

∣∣ �
√

1

2π
s−1/2 + O

(
1

s3/2

)
� 1

2π
s−1/2

whenever s is sufficiently large.

Therefore, | Jα+ 1
p′ +ε(y)| � 1

2π y− 1
2 whenever y ∈ ⋃

k Ik and is sufficiently large. Recalling that μ = 1
p′ − 1

q , we can see at

once from (A.2) that
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∣∣Lα
ν,μ f (y)

∣∣ � cy− 1
q +ε

for some positive c, whenever y ∈ ⋃
k Ik and is sufficiently large, and hence does not belong to Lq(0,∞).

• ν > −α − 1
p′ is necessary. We now let ν = −α − 1

p′ − ε , with 0 < ε < 1. We let F (x) = x
1+ 1

p′ +ε+2α
(1 − x2)

− 1
p +ε

χ(0,1)(x).
By the identity (A.1),

Lα
ν,μF (y) = yν− 1

2 +μ

1∫
0

(xy)
1
2 x

(ν− 1
2 )+1+ 1

p′ +ε+2α(
1 − t2)− 1

p +ε
Jα(xt)dt

= y
−α− 1

p′ −ε− 1
2 +μ

1∫
0

(xy)
1
2 xα+ 1

2
(
1 − x2)− 1

p +ε
Jα(xt)dt

= 2− 1
p +ε

�

(
1 − 1

p
+ ε

)
y−α− 1

q −ε− 1
2 Jα+ 1

p′ +ε(y).

We can use the well-known representation of the Bessel function into power series to infer that Jm(z) = zm(cm +
O(z2)), where cm = 1

2m+1�(m+1)
. Therefore, Jα+ 1

p′ +ε(y) � 1
2 cα+ 1

p′ +ε y
α+ 1

p′ +ε
in a suitable neighborhood of y = 0; in this

neighborhood, Lα
ν,μ F (y) > cy−ε− 1

q for some c > 0, and hence it is not in Lq(0,∞).

Appendix B. Proof of Proposition 2.1

It is easy to see that Gaussian functions attain the equality in (2.10). By (2.2), the Fourier–Bessel transform of order
α = n

2 − 1 is a constant multiple of the restriction of the Fourier transform to radial functions of Rn . Consequently,

‖H̃ n
2 −1 f ‖Lp′

((0,∞),rn−1 dr) = (2π)−
n
2
∣∣Sn−1

∣∣ 1
p′

( ∞∫
0

∣∣ f̂ (r)
∣∣p′

rn−1 dr

) 1
p′

= �( n
2 )

1
p′

(2π)
n
2 2

1
p′ π

n
2p′

(∫
Rn

∣∣ f̂
(|x|)∣∣p′

dx

) 1
p′

. (B.1)

Furthermore,

‖ f ‖Lp((0,∞),rn−1 dr) = �( n
2 )

1
p

2
1
p π

n
2p

(∫
Rn

∣∣ f
(|x|)∣∣p

dx

) 1
p

, (B.2)

and from (B.2) and (B.1) and the theorems of Beckner and Lieb it follows that

‖H̃ n
2 −1 f ‖Lp′

((0,∞),rn−1 dr)

‖ f ‖Lp((0,∞),rn−1 dr)
= 2

1
p − 1

p′ π
n

2p − n
2p′

(2π)
n
2

�

(
n

2

) 1
p′ − 1

p (
∫

Rn | f̂ (x)|p′
dx)

1
p′

(
∫

Rn | f (x)|p dx)
1
p

� 2
1
p − 1

p′ π
n

2p − n
2p′

(2π)
n
2

�

(
n

2

) 1
p′ − 1

p

(2π)
n
p′ (p

1
p (p′)−

1
p′ )n = �

(
n

2

) 1
p′ − 1

p p
n

2p

(p′)
n

2p′
2

(n−2)(2−p′)
2p′ ,

as required.

Appendix C. Proof of Lemma 5.3

Let Hm(x) be the classical Hermite polynomial of degree m. Beckner proved in [2] that the functions Hm(σ (s̄)) can be
dνn(s̄)-approximated by symmetric functions. That is, for every s̄ = (± 1√

n
, . . . ,± 1√

n
),

Hm
(
σ(s̄)

) = ψm,n(s̄) + 1

n

[ m
2 ]∑

r=1

am,r Hm−2r
(
σ(s̄)

)
, (C.1)

where σ(s̄) = x1 +· · ·+ xn , and the am,r are bounded with respect to n for a fixed m. We recall that L
− 1

2
m (ζ 2) = (−1)m

22mm! H2m(ζ ).

When α > − 1
2 , the following identity holds

Lα
m

(
1

2
ζ 2

)
= (−1)m

√
π�(α + 1

2 )

�(m + α + 1)

(2m)!
1∫ (

1 − t2)α− 1
2 H2m

(
1√
2
ζ t

)
dt
−1
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= (−1)m
√

2√
π�(α + 1

2 )

�(m + α + 1)

(2m)!

√
2∫

−√
2

(
1 − 2t2)α− 1

2 H2m(ζ t)dt (C.2)

(see e.g. [13]).
We prove the lemma for α > − 1

2 , since the proof is quite similar in the other case. The derivatives of Hk satisfy the
following identity:

d j

d jζ
Hk(ζ ) = 2 j j!

(
k

j

)
Hk− j(ζ ), j � k.

By Taylor’s formula

Hk(ζ t) =
k∑

j=0

(2ζ ) j(t − 1) j
(

k

j

)
Hk− j(ζ ),

and by (C.2),

Lα
m

(
1

2
ζ 2

)
= cm,α

2m∑
j=0

(2ζ ) j
(

2m

j

)
H2m− j(ζ )

√
2∫

−√
2

(
1 − 2t2)α− 1

2 (t − 1) j dt, (C.3)

where we have let cm,α be the constant on the right-hand side of (C.2). By (C.3) and (C.1) the conclusion follows.

To prove (5.24) we recall that the moments of dνn(s̄) converge to the moments of e− x2
2√

2π
dx in the weak topology of C0(R);

thus,

lim
n→∞

∫
Rn

∣∣Rα
m

(
σ(s̄)

)∣∣q∣∣σ(s̄)
∣∣2l+1

dνn(s̄) =
∫
R

∣∣Rα
m(x)

∣∣q|x|2l+1 e− x2
2√

2π
dx < ∞

and limn→∞ 1
nq

∫
Rn |Rα

m(σ (s̄))|q|σ(s̄)|2l+1 dνn(s̄) = 0.
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