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In this paper, we study the quantization dimension of a random self-similar measure μ
supported on the random self-similar set K (ω). We establish a relationship between the
quantization dimension of μ and its distribution. At last we give a simple example to show
that how to use the formula of the quantization dimension.
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1. Introduction

The quantization problem consists in studying the Lr -error induced by the approximation of a given probability measure
with discrete probability measures of finite supports. This problem originated in information theory and some engineering
technology. Its history goes back to the 1940s [1]. Graf and Luschgy studied this problem systematically and gave a general
mathematical treatment of it [3]. Two important objects in the quantization theory are the quantization coefficient and the
quantization dimension.

Consider a random measure μ on R
d , the nth quantization error of μ of order r is commonly defined as

Vn,r(μ) = inf

{
E

(∫
min
a∈α

‖x − a‖r dμ(x)

)
: α ∈ R

d, card(α) � n

}
, (1)

where ‖ · ‖ denotes Euclidean norm.
If the infimum in (1) is attained at some α ⊂ R

d with card(α) � n, we call α an n-optimal set of μ of order r. The
collection of all the n-optimal sets of order r is denoted by Cn,r(μ). The upper and lower quantization dimension of μ of
order r are defined by

Dr(μ) := lim sup
n→∞

r logn

− log Vn,r(μ)
; Dr(μ) := lim inf

n→∞
r log n

− log Vn,r(μ)
.

If Dr(μ), Dr(μ) coincide, we call the common value the quantization dimension of μ of order r and denote it by Dr(μ).
Let { f1, . . . , f N } be an iterated function system of contractive similitude on R

d with contraction ratios c1, . . . , cN . The
corresponding self-similar set refers to the unique non-empty compact set E satisfying E = ⋃N

i=1 f i(E). The self-similar
measure associated with { f1, . . . , f N } and a given probability vector (p1, . . . , pN ) is the unique Borel probability measure
satisfying μ = ∑N

i=1 piμ ◦ f −1
i . We say that { f1, . . . , f N } satisfies the strong separation condition (SSC) if f i(E), 1 � i � N ,

are pairwise disjoint. We say that { f1, . . . , f N } satisfies the open set condition (OSC) if there exists a non-empty open set U
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such that f i(U ) ⊂ U for all i = 1,2, . . . , N and f i(U ) ∩ f j(U ) = ∅ for any pair i, j with 1 � i �= j � N . Under the open set
condition, Graf and Luschgy [4,5] proved that the quantization dimension of μ exists and equals Dr which is the solution
of the following equation:

N∑
i=1

(
pic

r
i

) Dr
r+Dr = 1.

The above result was extended by Lindsay and Mauldin to the F -conformal measures associated with finitely many confor-
mal maps [11]. Zhu extended this result to certain Cantor-like sets under a hereditary condition [12].

In this paper, we study the quantization dimensions of a random self-similar measure μ supported on random self-
similar sets. We establish a relationship between the quantization dimension and its distribution and get the formula for
the quantization dimension function of a random self-similar measure μ defined for the statistical contraction iterated
function system { f1, f2, . . . , f N } on R

d satisfying the SSC.

2. Definitions and notations

Let (Ω,F , P ) be a complete probability space, (E,ρ) be a Polish space, K(E) be the collection of all non-empty compact
sets in E with Hausdorff metric η on it, that is, η(K , L) = sup{ρ(x, L),ρ(K , y): x ∈ K , y ∈ L} for K , L ∈ K(E). It is well know
that (K(E), η) is also a Polish space [6]. For any f : E → E , Lip( f ) denotes the Lipschitz coefficient of f [7, Definition 1.1].
con(E) := { f : Lip( f ) < 1}, sicon(E) := { f ∈ con(E): ∃r < 1 such that ρ( f (x), f (y)) = rρ(x, y) for all x, y ∈ E} denotes the
collection of all similar contraction operators from E to E . Let M(Ω, K(E)) denote the collection of all random elements
from Ω to K(E), con(Ω, E) (or sicon(Ω, E)) denote the collection of all statistical contraction (or statistically similar con-
traction) operators from Ω to con(E) (or sicon(E)), that is, f ∈ con(Ω, E) (or sicon(Ω, E)) if and only if f is a random
element from Ω to con(E) (or sicon(E)). con(E) (or sicon(E)) carries the topology of pointwise convergence.

In what follows N is always a natural number and N � 2. We let Ξ := {1,2, . . . , N} be an index set, Ξk :=
{(i1, i2, . . . , ik): i j ∈ Ξ, 1 � j � k}, Ξ∞ := {(i1, i2, . . .): i j ∈ Ξ, j ∈ N}, Ξ0 := {∅}, Ξ∗ := ⋃

k�0 Ξk . For any σ = (σ1, . . . , σk) ∈
Ξk , we call the number k the length of σ and denote it by |σ |. For any σ ∈ Ξ∗ ∪ Ξ∞ with |σ | � k, we write
σ |k = (σ1, . . . , σk). If σ ,τ ∈ Ξ∗ and |σ | � |τ |, σ = τ ||σ | , we call σ a predecessor of τ and denote this by σ ≺ τ . The
empty word is a predecessor of any finite or infinite word. We say σ ,τ are incomparable if we have neither σ ≺ τ nor
τ ≺ σ . A finite set Γ ⊂ Ξ∗ is called a finite anti-chain if any two words σ , τ in Γ are incomparable. A finite anti-chain Γ

is called maximal if any word σ ∈ Ξ∞ has a predecessor in Γ . For k � 2, σ = (σ1, . . . , σk) ∈ Ξk and i ∈ Ξ , we define

σ− := σ |k−1, σ ∗ i := (σ1, . . . , σk, i).

Definition 2.1. (See [8,9].) Suppose { f1, f2, . . . , f N} ⊂ con(Ω, E), K (ω,ω1, . . . ,ωN ) ∈ M(ΩN+1, K(ε)), we call K (ω,ω1,

. . . ,ωN ) a random self-similar set (R.S.S.S.): if there exists a set Ω0 with P (Ω0) = 1 such that K (ω,ω1, . . . ,ωN ) =⋃N
i=1 f (ω)

i (K (ω,ω1, . . . ,ωN )) for all ω̃ := (ω,ω1, . . . ,ωN ) ∈ ΩN+1
0 .

Sometimes we write K (ω,ω1, . . . ,ωN ) = K (ω) for simplification.

Remark 2.1. If the R.S.S.S. K (ω,ω1, . . . ,ωN ) do not depend on ω̃, then K is the self-similar set defined in [1].

We let E := [0,1]d and denote f (ω)
σ := f (ω)

σ1 ◦ f
(ωσ1 )

σ2 ◦ · · · ◦ f
(ωσk−1 )

σk
, l(ω)

σ := Lip( f (ω)
σ ) = ∏k

i=1 Lip( f
ωσi−1
σi ) (where ω̃ ∈ ΩN+1

0 ,
σ = (σ1, . . . , σk) ∈ Ξk , ωσ0 = ω), pσ := pσ1 · · · pσk , Eσ := fσ (E).

The random self-similar measure μ with respect to the probability vector (p1, p2, . . . , pN ) is denoted as follow: If
( f1, f2, . . . , f N ) ⊂ con(Ω, E) are random vectors of similitude from R

d into itself with contraction ratios Lip( f i) (i ∈ Ξ)

distributed according to (p1, p2, . . . , pN ), then

μ(·) =
N∑

i=1

piμ
((

f (ω)
i

)−1
(·)), ω̃ ∈ ΩN+1

0 .

Then K (ω) = suppμ is the attractor of ( f1, f2, . . . , f N ) [10].
In this paper, we need to give some more definitions and notations.
E

N+1 denotes the expectation operator for P N+1. For σ ∈ Ξk , we define h̃k(σ ) := pσ (l(ω)
σ )r and hk(σ ) := E

N+1(h̃k(σ )),
ω̃ ∈ ΩN+1

0 . Note that the sequence {h̃k(σ )} is monotone. So the sequence of random variables {h̃k(σ )} converge with prob-

ability 1 as k → ∞ to a random variable h̃(σ ) such that

E
N+1(h̃(σ )

) = E
N+1

(
lim

k→∞
h̃k(σ )

)
= lim

k→∞
E

N+1(h̃k(σ )
) = lim

k→∞
hk(σ ).

Set h(σ ) := E
N+1(pσ (l(ω)

σ )r) for σ ∈ Ξ∗ , and l := min{EN+1(pi(Lip f (ω)
)r): i ∈ Ξ, ω̃ ∈ ΩN+1}.
i 0
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For each n � 1, we define

Γn :=
{
σ ∈ Ξ∗: h(σ−) � l

n
> h(σ )

}
. (2)

The set Γn is crucial in the calculation of the quantization dimension. We remark that the definition of Γn is motivated by
Graf and Luschgy’s work on the quantization for self-similar distributions [4]. For each n ∈ N, according to the definition l,
the set Γn is non-empty and finite. Moreover, for each n, Γn is a finite maximal anti-chain.

3. Main result

We need to give some lemmas. Let [x] denote the largest integer less than or equal to x. We begin with the following
simple lemma which is an immediate consequence of the definitions.

Lemma 3.1. (See [12, Lemma 2].) Let l, λ, ξ > 0. For φ(n) := [λ(n/l)ξ ], we have

Dr(μ) = lim sup
n→∞

r log φ(n)

− log Vφ(n),r(μ)
, Dr(μ) = lim inf

n→∞
r log φ(n)

− log Vφ(n),r(μ)
.

Let (A)ε denote the ε-neighborhood of a set A. By the SSC, there exists a constant β > 0 such that for any σ ∈ Ξk , we
have

min
i �= j

{
dist(Eσ∗i, Eσ∗ j): i, j ∈ Ξ

}
� β max

{|Eσ∗i|, i ∈ Ξ
}
. (3)

For α ∈ Cm,r(μ) and σ ∈ Γn , we define

ασ := α ∩ (Eσ )β|Eσ |/8.

The following Lemma 3.2 and Lemma 3.3 will be crucial in the proof of Theorem 3.4. We can prove directly these lemmas
using the same method in [12].

Lemma 3.2. There exists a constant L � 1 such that for any m � card(Γn), α ∈ Cm,r(μ) and all σ ∈ Γn we have card(ασ ) � L.

Lemma 3.3. Let L̃ � 1 be an integer and α an arbitrary subset of R
d with cardinality L̃. Then there exists a constant D > 0 such that

for any σ ∈ Ξ∗ , we have∫
Eσ

min
a∈α

‖x − a‖r dμ(x) � Dh(σ ).

We now state our main result.

Theorem 3.4. Let K (ω) be the random self-similar set and ( f1, f2, . . . , f N ) ⊂ con(Ω, E) satisfies the SSC. Let μ be a random self-
similar measure supported on K (ω) with respect to probability vector (p1, p2, . . . , pN ). Then with probability 1, the random self-
similar measure μ has Dr(μ) = Dr(μ) = Dr , where Dr is the solution of the expectation equation

N∑
i=1

[
E

N+1(pi
(
Lip f (ω)

i

)r)] Dr
r+Dr = 1. (4)

Proof. From Lemma 3.1 in [2], we easy see that there exists a unique Dr ∈ (0,+∞) satisfying (4). By virtue of the identical
distribution we also have

N∑
i=1

[
E

N+1(pi
(
l(ω)
σ∗i

)r)] Dr
r+Dr = 1 for σ ∈ Ξk, ω̃ ∈ ΩN+1

0 .

By induction, for any k � 1, we can see∑
σ∈Ξk

[
E

N+1(pσ

(
l(ω)
σ

)r)] Dr
r+Dr = 1, ω̃ ∈ ΩN+1

0 .

We select a τ ∈ Γn then we have
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N∑
i=1

[
E

N+1(pτ−∗i
(
l(ω)

τ−∗i

)r)] Dr
r+Dr = [

E
N+1(pτ−

(
l(ω)

τ−
)r)] Dr

r+Dr ·
N∑

i=1

[
E

N+1(pi
(
l(ω)

τ−∗i

)r)] Dr
r+Dr

= [
E

N+1(pτ−
(
l(ω)

τ−
)r)] Dr

r+Dr , ω̃ ∈ ΩN+1
0 .

From Γn is a finite maximal anti-chain we could have∑
σ∈Γn

(
h(σ )

) Dr
r+Dr =

∑
σ∈Ξkn

[
E

N+1(pσ

(
l(ω)
σ

)r)] Dr
r+Dr

= 1,

where ω̃ ∈ ΩN+1
0 , and kn = max |σ | for any σ ∈ Γn .

The central part of the proof is estimates for card(Γn).
Note that

1 =
∑
σ∈Γn

(
h(σ )

) Dr
r+Dr

� l
Dr

r+Dr

∑
σ∈Γn

(
h
(
σ−)) Dr

r+Dr

� l(l/n)
Dr

r+Dr card(Γn).

Hence we have card(Γn) � l
−2Dr −r

r+Dr n
Dr

r+Dr . Let φ(n) := [l −2Dr −r
r+Dr n

Dr
r+Dr ]. For each σ ∈ Γn , we choose an arbitrary point of Eσ and

denote by α the set of these points. Note that φ(n) � card(Γn). We deduce

Vφ(n),r(μ) = E
N+1(Vφ(n),r(μ)

)
� E

N+1
( ∑

σ∈Γn

∫
Eσ

min
a∈α

‖x − a‖r dμ(x)

)

� E
N+1

( ∑
σ∈Γn

μ(Eσ )|Eσ |r
)

� E
N+1{l−1(n/l)

Dr
r+Dr (l/n)

}
= l−1(n/l)−

r
r+Dr .

Thus by Lemma 3.1, with probability 1 we have

Dr(μ) = lim sup
n→∞

r log φ(n)

− log Vφ(n),r(μ)
� Dr .

Next we show the reverse inequalities. Note that

1 =
∑
σ∈Γn

(
h(σ )

) Dr
r+Dr

� (l/n)
Dr

r+Dr card(Γn).

Hence card(Γn) � (n/l)
Dr

r+Dr . Let α ∈ C
[(n/l)

Dr
r+Dr ],r

(μ). For each σ ∈ Γn , let υ1, . . . , υL1 be the centers of the L1 closed balls

with radii β|Eσ |/(8M) which cover Eσ , and define

α̃σ := ασ ∪ {υ1, . . . , υL1}.
Thus for σ ∈ Γn and all x ∈ Eσ , we have

min
a∈α

‖x − a‖ � min
a∈α̃σ

‖x − a‖.

By Lemma 3.2, card(α̃σ ) � L + L1. By Lemma 3.3 we deduce that
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V
[(n/l)

Dr
r+Dr ],r

(μ) = E
N+1

( ∑
σ∈Γn

∫
Eσ

min
a∈α

‖x − a‖r dμ(x)

)

� E
N+1

( ∑
σ∈Γn

∫
Eσ

min
a∈α̃σ

‖x − a‖r dμ(x)

)

� D
∑
σ∈Γn

h(σ )

� Dl(n/l)
Dr

r+Dr (l/n) = Dl(n/l)−
r

r+Dr .

Thus by Lemma 3.1, for φ(n) := [(n/l)
Dr

r+Dr ], with probability 1 we have

Dr(μ) = lim inf
n→∞

r logφ(n)

− log Vφ(n),r(μ)
� Dr .

Therefore with probability 1 we have

Dr(μ) = Dr(μ) = Dr . �
Example 3.5. Let E = [0,1], Ti(t) = ct + i

3 (i = 0,1,2), Ω = ((T0, T1), (T0, T2), (T1, T2)), P ((Ti, T j)) = 1
3 , ( f

(Ti ,T j)

1 , f
(Ti ,T j)

2 ) =
(Ti, T j), πi be the ith coordinate operator from con(E)2 to con(E), F (Ti) = i, Γn(ω) = {F (π1(ω)),F (π1(ω))}n (n � 1, ω ∈ Ω),
and

Kc(ω) := lim
n→∞

⋃
(σ |n)∈Γn(ω)

Tσ1 ◦ Tσ2 ◦ · · · ◦ Tσn (E)
(
ω ∈ Ω, σ = (σ1,σ2, . . .), σi ∈ {0,1,2}).

We call Kc(ω) the random Cantor set [9]. Let c be a random variable with uniform distribution on the interval (0, 1
3 ), μ be

a random self-similar measure supported on Kc(ω) with respect to the probability vector (1/2,1/2), then from Theorem 3.4
we can get

1 = 2

(
E

(
1

2
cr

)) Dr
r+Dr

= 2

( 1
3∫

0

3 · 1

2
cr dc

) Dr
r+Dr

= 2

(
1

2(r + 1)3r

) Dr
r+Dr

.

We deduce that Dr = r log 2
log(r+1)+r log 3 .
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