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Fix a sequence of positive integers (mn) and a sequence of positive real numbers (wn).
Two closely related sequences of linear operators (Tn) are considered. One sequence has

Tn : L1(R) → L1(R) given by the Lebesgue derivatives Tn f (x) = Dn f (x) = 2n
∫ 1/2n

0 f (x+t)dt.
The other sequence has Tn : L1[0,1) → L1[0,1) given by the dyadic martingale Tn f (x) =
E( f |βn)(x) = 2n

∫ l/2n

(l−1)/2n f (t)dt when (l − 1)/2n � x < l/2n for l = 1, . . . ,2n . We prove both

positive and negative results concerning the convergence of
∑∞

n=1 m{|Tmn f (x)| � wn}.
© 2010 Elsevier Inc. All rights reserved.

1. Introduction

We would like to be able to understand completely the large deviation behavior of operators given by martingales or
approximate identities. We are considering this type of problem. Take an interval I in R, and a sequence of bounded linear
operators (Tn) on L p(I) = L p(I,m), where m is the usual Lebesgue measure on R. We want to know for which sequences
of positive numbers (wn) and which L p(I), 1 � p < ∞, there is an inequality of this form: for all f ∈ L p(I),

∞∑
n=1

m
{

x ∈ I:
∣∣Tn f (x)

∣∣ � wn
}

< ∞. (1)

Eq. (1) is what we mean here by a large deviation inequality. It should be distinguished from large deviation in proba-
bility theory which has a much more concrete (but not totally unrelated) form. A homogeneous large deviation inequality
would take this form: for some constant C , and for all f ∈ L p(I),

∞∑
n=1

m
{

x ∈ I:
∣∣Tn f (x)

∣∣ � wn
}

� C‖ f ‖p
L p(I). (2)

One approach to obtaining large deviation inequalities could be to get a strong bound on the maximal function
supn�1 |Tn f |. However, often there is no such strong bound (although there may be a weak bound). In the absence of
a strong bound, an alternative method is needed.

2. Background facts

For Eq. (1) to be non-trivial, we should at least know that the levels (wn) fail to have
∑∞

n=1
1

w p
n
‖Tn‖p

Lp(I) < ∞ because we

always know that the terms m{x ∈ I: |Tn f (x)| � wn} are no larger than 1
w p

n
‖Tn f ‖p

Lp(I) � 1
w p

n
‖Tn‖p

Lp(I)‖ f ‖p
Lp(I) . For example,

* Corresponding author.
E-mail addresses: svbutler@math.uiuc.edu (S. Butler), savvap@gmail.com (S. Pavlov), jrsnbltt@math.uiuc.edu (J. Rosenblatt).
0022-247X/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2009.12.054

http://www.ScienceDirect.com/
http://www.elsevier.com/locate/jmaa
mailto:svbutler@math.uiuc.edu
mailto:savvap@gmail.com
mailto:jrsnbltt@math.uiuc.edu
http://dx.doi.org/10.1016/j.jmaa.2009.12.054


68 S. Butler et al. / J. Math. Anal. Appl. 366 (2010) 67–80
if (Tn) is the dyadic Lebesgue derivatives, then ‖Tn‖L1(R) = 1 for all n. So a non-trivial result for the dyadic derivatives on
L1(R) would require that

∑∞
n=1

1
wn

= ∞.
There are non-trivial large deviation inequalities for averaging operators in ergodic theory and for some related opera-

tors. The basic theorems on this appear in Rosenblatt and Wierdl [3]. See in particular Section 4 in [3] where large deviation
inequalities are proved for ergodic averages, superadditive processes, and reversed super-martingales. But it has not been
clear if there are non-trivial large deviation inequalities where the operators are instead approximate identities or some
related operators. Preliminary results in this context already appeared in Rosenblatt and Wierdl [3]. See in particular Sec-
tion 5 in [3]. In this article, we clarify these issues more by giving both positive and negative results about large deviation
inequalities for dyadic derivatives and the closely related case of the dyadic martingale. But first, in this section, we present
some background information and simple facts that we will use in the sequel.

The two sequences of operators that we are focusing on in this article are the dyadic martingale and the dyadic Lebesgue
derivatives. The natural domains for these operators are different, so we will have to keep track of this in the results being
presented here. We denote the usual Lebesgue measure on R by m. The dyadic martingale (E( f |βn): n � 1) on [0,1) is given
by the dyadic σ -algebras βn consisting of atoms βn(l) = [ l−1

2n , l
2n ) for l, 1 � l � 2n . For f ∈ L1[0,1), we define E( f |βn) to be

the step function whose value on βn(l) is En(l) f = 2n
∫
βn(l) f dm for each l, 1 � l � 2n . The Lebesgue derivatives D(ε) f are

defined for ε > 0 and for f ∈ L1(R) by D(ε) f (x) = 1
ε

∫ ε
0 f (x + t)dm(t). From these one gets the dyadic Lebesgue derivatives

Dn f as D( 1
2n ) f . That is, Dn f (x) = 2n

∫ 1/2n

0 f (x + t)dt . The dyadic Lebesgue derivatives and the dyadic martingale are closely
related to one another. For analytic results that show this, see the article by Jones, Kaufman, Rosenblatt, and Wierdl [2], in
particular the basic result Theorem 2.1 in [3] on the square function of the differences of these operators.

One expectation about large deviations would naturally be the following. Suppose the operators (Tn) converge in L p-
norm. Fix a function fo ∈ L p(I). One expects then that the faster the time index (mn) of a subsequence (Tmn ) grows, the
more likely that there will be a large deviation inequality for (Tmn fo) with previously fixed levels (wn). This is true if the
levels (wn) are on the order of (n1/p) because of this simple fact.

Lemma 2.1. Given 1 � p � ∞ and a sequence of bounded linear operators (Tn) on L p(I), such that (Tn f ) converges in L p(I)-norm
for all f ∈ L p(I), and given a fixed function fo ∈ L p(I), there exists a subsequence (Tmn ) such that supn�1 |Tmn fo| ∈ L p(I).

Proof. Let L fo = limn→∞ Tn fo . Take (Tmn ) such that ‖Tmn fo − L fo‖Lp(I) � 1
2n . Then

sup
n�1

|Tmn fo| � sup
n�1

|Tmn fo − fo| + | fo| �
∞∑

n=1

|Tmn fo − fo| + | fo|.

Hence, by the triangle inequality, ‖ supn�1 |Tmn fo|‖Lp(I) �
∑∞

n=1
1

2n + ‖ fo‖Lp(I) . �
Corollary 2.2. With the assumptions in Lemma 2.1, and (wn) such that lim infn→∞ wn

n1/p > 0, for any f ∈ L p(I), there exists (mn) such
that

∞∑
n=1

m
{|Tmn f | � wn

}
< ∞.

Proof. Using Lemma 2.1, there exists (mn) such that

∞∑
n=1

m
{|Tmn f | � n1/p}

< ∞

since ‖ supn�1 |Tmn f |‖Lp(I) is finite. We can replace (n1/p) by (wn) if there exists a constant c > 0 such that wn � cn1/p for
all n � 1. �
Remark 2.3. The results above make it clear why it would be worthwhile to be able to characterize which functions f have
supn�1 |Tmn f | ∈ L1(I) for a given sequence (Tn) and subsequence (mn). For example, take the case that (Tn) corresponds to
the dyadic derivatives on L1(R). Hare and Stokolos [1] show that this cannot be characterized as an Orlicz class, so it is not
just a matter of how large the function is. Instead it is some aspect of the degree of variability in the function that dictates
the speed with which the subsequences (Tmn f ) converge in this context.

Part of what is shown in Section 4 is that while speeding up the time index may work to get a large deviation inequality
for a fixed function, it may not work to guarantee a large deviation inequality that holds simultaneously for all f ∈ L p(I),
let alone to guarantee a homogeneous large deviation inequality. On the other hand, it is an interesting aspect of derivatives
that having a slower time index can be an advantage. For example,

∑∞
n=1 m{|D(1/wn)( f 1[0,1))| � wn} < ∞ for all f ∈ L1(R)
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as long as (wn) tends to ∞. See Rosenblatt and Wierdl [3], p. 541. However, it is also observed that there is no homogeneous
inequality in this case when wn = n for all n � 1.

For our purposes, as far as outcomes about large deviations go, it turns out that it does not matter whether we work
with the dyadic martingale or dyadic Lebesgue derivatives, although one may be computationally or notationally easier to
use than the other in a given situation. The reason for this is the following lemma, which we call the Comparison Lemma.
Of course, in the first case we would be working on L1[0,1) and in the second case we would be working on L1(R); so
we will have to be careful to keep this distinction in mind. A couple of notational conventions are convenient to use here.
Given f ∈ L1[0,1), we have E( f |βn) ∈ L1[0,1), and we take it to be defined on R by setting it to be 0 off [0,1). Also, given
f ∈ L1(R), the function f 1[0,1) ∈ L1(R) can be taken to be in L1[0,1), even though it is formally also defined, and equal to
zero, outside of [0,1).

Lemma 2.4 (Comparison Lemma). Given N � 1 and w > 0, for a positive function f ∈ L1(R), we have

(a) m
{

x ∈ R: E( f 1[0,1)|βN)(x) � w
}

� 2m
{

x ∈ R: DN(2 f 1[0,1))(x) � w
}
,

(b) m
{

x ∈ R: DN( f 1[0,1))(x) � w
}

� 2m
{

x ∈ R: E(2 f 1[0,1)|βN)(x) � w
}
.

Proof. Let E( f 1[0,1)|βN )(x) � w . Then x ∈ [0,1) and

2N

1/2N∫
−1/2N

f 1[0,1)(x + t)dt � w.

So, either 2N
∫ 1/2N

0 f 1[0,1)(x + t)dt � w/2 or 2N
∫ 0
−1/2N f 1[0,1)(x + t)dt � w/2. Thus, x must be in

{
u ∈ R: DN( f 1[0,1))(u) � w/2

} ∪ {
u ∈ R: DN( f 1[0,1))

(
u − 1/2N)

� w/2
}
.

Hence,

m
{

x ∈ R: E( f 1[0,1)|βN)(x) � w
}

� m
{

x ∈ R: DN( f 1[0,1))(x) � w/2
}

+ m
({

x + 1/2N ∈ R: DN( f 1[0,1))(x) � w/2
})

� 2m
{

x ∈ R: DN(2 f 1[0,1))(x) � w
}
.

This proves (a).

On the other hand, take x ∈ R and DN ( f 1[0,1))(x) � w . Then x ∈ [−1/2N ,1) and 2N
∫ 1/2N

0 f 1[0,1)(x + t)dt � w .
If x ∈ [−1/2N ,0), then x + 1/2N ∈ βN (1) and 2N

∫
βN (1)

f 1[0,1)(t)dt � w . If x ∈ [1 − 1/2N ,1), then x ∈ βN (2N ) and

2N
∫
βN (2N )

f 1[0,1)(t)dt � w . Otherwise, x ∈ [0,1 − 1/2N ), x ∈ βN (l) for some l = 1, . . . ,2N − 1, and

2N
∫

βN (l)

f 1[0,1)(t)dt + 2N
∫

βN (l+1)

f 1[0,1)(t)dt � w.

In this case, either 2N
∫
βN (l) f 1[0,1)(t)dt � w/2 or 2N

∫
βN (l+1)

f 1[0,1)(t)dt � w/2. So either

x ∈ βN(l) and 2N
∫

βN (l)

f 1[0,1)(t)dt � w/2

or

x + 1/2N ∈ βN(l + 1) and 2N
∫

βN (l+1)

f 1[0,1)(t)dt � w/2.

Hence, in all the cases, we would have x in the union of the two sets{
u ∈ R: E( f 1[0,1)|βN)(u) � w/2

}
and {

u ∈ R: E( f 1[0,1)|βN)
(
u + 1/2N)

� w/2
}
.
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Therefore,

m
{

x ∈ R: DN( f 1[0,1))(x) � w
}

� m
{

x ∈ R: E(2 f 1[0,1)|βN)(x) � w
}

+ m
({

x − 1/2N ∈ R: E(2 f 1[0,1)|βN)(x) � w
})

� 2m
{

x ∈ R: E(2 f 1[0,1)|βN)(x) � w
}
.

This proves (b). �
Remark 2.5. Of course, for w > 0, m{x ∈ R: E( f 1[0,1)|βN )(x) � w} = m{x ∈ [0,1): E( f 1[0,1)|βN )(x) � w} because
E( f 1[0,1)|βN) is taken to be zero outside [0,1). On the other hand, DN ( f 1[0,1)) is only sure to be zero off [−1/2n,1)

since DN ( f 1[0,1))(x) > 0 is possible with x ∈ (−1/2N ,0). In any case, this lemma allows us to pass back and forth be-
tween dyadic martingales operating on L1[0,1) and Lebesgue derivatives operating on L1(R), when proving non-trivial
large deviation results or when giving counterexamples to large deviation results. For example, the Comparison Lemma
allows us to prove large deviation results for the dyadic martingales operating on L1[0,1) from large deviation results
for the Lebesgue derivatives operating on L1(R). Indeed, suppose there is a constant C , so that we know that for any
f ∈ L1(R),

∞∑
n=1

m
{

x ∈ R: Dn| f |(x) � wn
}

� C‖ f ‖L1(R).

Now let g ∈ L1[0,1). Write g = f 1[0,1) where f ∈ L1(R). Then, using Lemma 2.4(a), we obtain:

∞∑
n=1

m
{

x ∈ [0,1): E
(|g|∣∣βn

)
(x) � wn

} =
∞∑

n=1

m
{

x ∈ R: E
(| f 1[0,1)|

∣∣βn
)
(x) � wn

}

� 2
∞∑

n=1

m
{

x ∈ R: Dn
(
2| f 1[0,1)

∣∣)(x) � wn
}

� C‖2 f 1[0,1)‖L1(R) = 2C‖g‖L1[0,1).

3. Positive results

We can argue that there exist certain positive results about large deviations via transfer from the large deviations for
ergodic averages in Rosenblatt and Wierdl [3]. An examination of the large deviation result in [3] as transferred to Z where
it was originally proved, and suitably adapted to a similar statement for R, shows the following large deviation bounds.

Proposition 3.1. There is a constant C such that for all finite sequences 0 < ρ1 � · · · � ρN , all λ > 0, and all f ∈ L1(R), we have

N∑
n=1

m
{

D(ρn)| f | � λn
}

� C‖ f ‖L1(R)

λ
. (3)

Proof. This result is implicit in [3], but to make it clear we will use Theorem 5.11 in [3] in the case that the dimension
k = 1 to prove it. We will use the notation from this article. Fix a sequence (vn) in R which will be specified later. Let
In = [0,ρN−n+1] + vn for n = 1, . . . , N and In = IN for n > N . Since (ρn) is non-decreasing and the sets In are intervals, it is
easy to see that, with In − Ii = {x − y: x ∈ In, y ∈ Ii},

Q n = m

( ∞⋃
i=n

(In − Ii)

)
= m

(
N⋃

i=n

(In − Ii)

)
�

N∑
i=n

ρN−n+1 + ρN−i+1 � 2
N∑

i=n

ρN−n+1 = 2(N − n + 1)ρN−n+1.

Now if I = [0,ρ] + v , then N(I, Q ) f (x) = ρ
Q D(ρ) f (x + v). Hence, for a positive function f ∈ L1(R), we have

N(In, Q n) f (x) � 1

2(N − n + 1)
D(ρN−n+1) f (x + vn).

But if in addition we know that f has bounded support, then for suitably widely spaced (vn) the functions N(In, Q n) f are
disjointly supported. By Theorem 5.11 [3], using sup for the essential supremum, we have

m
{

sup N(In, Q n) f > λ
}

� 1

λ
‖ f ‖L1(R).
1�n�N
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This tells us that we have

N∑
n=1

m
{

D(ρn) f > 2λn
} =

N∑
n=1

m
{

x: D(ρN−n+1) f (x + vn) > 2λ(N − n + 1)
}

= m

{
x: sup

1�n�N

1

2(N − n + 1)
D(ρN−n+1) f (x + vn) > λ

}

� m
{

sup
1�n�N

N(In, Q n) f > λ
}

� 1

λ
‖ f ‖L1(R).

Replacing λ by half its value gives then

N∑
n=1

m
{

D(ρn) f > λn
}

� 2‖ f ‖L1(R)

λ
.

Then for all large enough k � 1, we have
∑N

n=1 m{D(ρn) f > (λ − 1
k )n} � 2‖ f ‖L1(R)

λ− 1
k

. Letting k tend to infinity gives Eq. (3) for

positive f ∈ L1(R) with bounded support. Now the subadditive operator on L1(R) given by supn=1,...,N D(ρn) f is continuous
in measure, so Eq. (3) holds for all positive functions in L1(R) by approximating the general function by functions with
bounded support. We have Eq. (3) as claimed with the constant C = 2. �

As a consequence, there is a constant C such that if we have a finite non-increasing sequence (mn: a � n � b), then for
any M � 1, we have

b∑
n=a

m
{

Dmn | f | � M(n − a + 1)
}

� C

M
‖ f ‖L1(R). (4)

This is because Dmn f = D( 1
2mn ) f , so that for ρn = 1

2mn , n = 1, . . . , N to be non-decreasing, we need to have (mn: n =
1, . . . , N) to be non-increasing.

Reversing the summation index gives this: there is a constant C such that for b � a � 1, and a non-decreasing sequence
(mn: a � n � b), we have

b∑
n=a

m
{

Dmn | f | � M(b − n + 1)
}

� C

M
‖ f ‖L1(R). (5)

From these facts, we can obtain positive results for large deviations for both the dyadic martingale and the dyadic
Lebesgue derivatives. For example, we have this result.

Proposition 3.2. There exists a constant C and a sequence (wn) such that limn→∞ wn = ∞ and
∑∞

n=1
1

wn
= ∞, so that for f ∈ L1(R)

we have

∞∑
n=1

m
{

x ∈ R: Dmn | f |(x) � wn
}

� C‖ f ‖L1(R)

and for g ∈ L1[0,1) we have

∞∑
n=1

m
{

x ∈ [0,1): E
(|g|∣∣βn

)
(x) � wn

}
� 2C‖g‖L1[0,1).

Proof. We will construct (wn) in blocks Bk = {Mk + 1, . . . , Mk+1} where (Mk) is strictly increasing and M1 � 1. We can

take wn = 2k(Mk+1 − n + 1) for n = Mk + 1, . . . , Mk+1. Then we have
∑∞

n=1
1

wn
= ∑∞

k=1
∑Mk+1

n=Mk+1
1

2k(Mk+1−n+1)
. With an

appropriately rapidly increasing (Mk), we have
∑∞

n=1
1

wn
= ∞. Indeed, Mk = 22k

will do. But also, for all f ∈ L1(R), we have
by Eq. (5),

∞∑
m

{
x ∈ R: Dn| f | � wn

} =
∞∑ Mk+1∑

m
{

Dn| f | � 2k(Mk+1 − n + 1)
}

�
∞∑ C

2k
‖ f ‖L1(R) = C‖ f ‖L1(R).
n=1 k=1 n=Mk+1 k=1
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By Remark 2.5 we also have for a function g ∈ L1[0,1),

∞∑
n=1

m
{

x ∈ [0,1): E
(|g|∣∣βn

)
(x) � wn

}
� 2C‖g‖L1[0,1). �

We can obtain a related result with the roles of the levels and the subsequence of the operators exchanged.

Proposition 3.3. There exists a constant C , (mn) such that limn→∞ mn = ∞ and a non-decreasing sequence (wn) such that∑∞
n=1

1
wn

= ∞, so that for f ∈ L1(R) we have

∞∑
n=1

m
{

x ∈ R: Dn| f |(x) � wn
}

� C‖ f ‖L1(R)

and for g ∈ L1[0,1) we have

∞∑
n=1

m
{

x ∈ [0,1): E
(|g|∣∣βn

)
(x) � wn

}
� 2C‖g‖L1[0,1).

Proof. We let Mk = 22k
as in the previous result. Again, construct the sequences in blocks Bk = {Mk + 1, . . . , Mk+1}. We

take wn = 2kn for each n ∈ Bk . It is clear that (wn) is non-decreasing. But also as in the proof of Proposition 3.2, the
choice of (Mk) guarantees that we have

∑∞
n=1

1
wn

= ∞. We could define (mn) by taking mn = Mk+1 − n + 1 for n ∈ Bk . But
then mMk+1 = 1. So (mn) will be unbounded but it will not converge to ∞. Hence, instead we will let mn = Mk+1 − n + 1
for Mk + 1 � n � Mk+1 − Mk and mn = Mk + 1 for Mk+1 − Mk + 1 � n � Mk+1. Then (mn) does converge to ∞. Now
we can use the large deviation fact above because the (mn) are non-increasing on the block Bk . Thus, for all f ∈ L1(R)

by Eq. (4),

∞∑
n=1

m
{

x ∈ R: Dmn | f | � wn
} =

∞∑
k=1

Mk+1∑
n=Mk+1

m
{

x ∈ R: Dmn | f | � 2kn
}

�
∞∑

k=1

Mk+1∑
n=Mk+1

m
{

x ∈ R: Dmn | f | � 2k(n − Mk)
}

�
∞∑

k=1

C

2k
‖ f ‖L1(R)

= C‖ f ‖L1(R).

By Remark 2.5 we also have for a function g ∈ L1[0,1),

∞∑
n=1

m
{

x ∈ [0,1): E
(|g|∣∣βn

)
(x) � wn

}
� 2C‖g‖L1[0,1). �

Remark 3.4. The operators Tn that we consider in this paper are all positive operators. So if f ∈ L1(I), then |Tn f | � Tn| f |.
Stating Proposition 3.3 in terms of Dn| f | and E(|g||βn) is formally stronger than stating it in terms of |Dn f | and |E(g|βn)|
respectively. But it is not hard to see that the existence of a large deviation result for particular sequences (mn) and (wn),
and all functions, is independent of whether one uses Dn| f | or |Dn f | (respectively E(| f ||βn) or |E(g|βn)|), although the
value of the constant C may change.

These results can be merged into one more specific result. First, we will be using not just any rearrangement of the
whole numbers.

Definition 3.5. A block rearrangement π : N → N is a one-to-one, onto map such that there are finite disjoint subsets
Bk ⊂ N, N = ⊔

k Bk , and π : Bk → Bk is one-to-one and onto.
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Not all rearrangements are like this, of course. Consider, for example, rearrangement π0 defined by:

π0(n) =
⎧⎨
⎩

n + 2, if n � 2, n even,

2, if n = 1,

n − 2, if n � 3, n odd,

7
π0−→ 5

π0−→ 3
π0−→ 1

π0−→ 2
π0−→ 4

π0−→ 6 . . . .

All orbits π
( j)
0 (k) are infinite and π0 is not a block rearrangement; indeed, it has no finite invariant subsets.

In the next proposition we are taking wn = n ln n, so
∑∞

n=2
1

wn
= ∞.

Proposition 3.6. There exists a constant C and a block rearrangement π : N → N such that for f ∈ L1(R) we have

∞∑
n=1

m
{

x ∈ R: Dπ(n)| f |(x) � n ln n
}

� C‖ f ‖L1(R)

and for g ∈ L1[0,1) we have

∞∑
n=1

m
{

x ∈ [0,1): E
(|g|∣∣βπ(n)

)
(x) � n ln n

}
� 2C‖g‖L1[0,1).

Proof. Again, according to Remark 2.5 it is enough to consider the case Dn f with f ∈ L1(R). We build π in blocks Bk =
[Mk + 1, . . . , Mk+1] where Mk = 22k

. Consider the map Bk
π−→ Bk, π(n) = Mk+1 + Mk − n + 1. This is a one-to-one, onto

map of Bk to Bk . Since ln n � 2k for all n ∈ Bk , and π(n) is non-increasing on Bk , using (4) we have:∑
n∈Bk

m
{

x ∈ R: Dπ(n)| f | � n ln n
}

�
∑
n∈Bk

m
{

x ∈ R: Dπ(n)| f | � n2k}

�
∑
n∈Bk

m
{

x ∈ R: Dπ(n)| f | � (n − Mk)2k}

= C

2k
‖ f ‖L1(R).

Hence,∑
k

∑
n∈Bk

m
{

x ∈ R: Dπ(n)| f | � n ln n
}

� C‖ f ‖1. �

Remark 3.7. In this result it is critical that one allows a rearrangement of the terms of the series, since the result fails if
one does not. See Example 4.4(b).

Remark 3.8. We would like to make the trivial observation that we can rearrange the operators or the levels. Indeed, by
taking πo = π−1 with π as above, we get for some block rearrangement πo of N,

∞∑
n=1

m
{

x ∈ R: Dn| f | � πo(n) lnπo(n)
}

� C‖ f ‖L1(R).

4. Negative results

Unlike in the previous section, when we insist that both the levels (wn) and the time index (mn) are non-decreasing, we
typically get negative results for large deviation inequalities.

Conjecture 4.1. For any non-decreasing sequence (mn) such that mn � n for all n � 1, and any levels (wn) which are non-decreasing
such that

∑∞
n=1

1
wn

= ∞, there exists some f ∈ L1[0,1) such that

∞∑
n=1

m
{

x ∈ [0,1):
∣∣E( f |βmn)(x)

∣∣ � wn
} = ∞.

Similarly, with the same conditions on (mn) and (wn), there exists f ∈ L1(R) such that

∞∑
n=1

m
{

x ∈ R:
∣∣Dmn f (x)

∣∣ � wn
} = ∞.
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We cannot prove this conjecture at this time, but we can prove results that give many examples supporting this conjec-
ture. First we handle the levels (wn) and then we consider time index (mn).

4.1. The levels (wn)

The way the following result is used in support of the conjecture above is that we take explicit examples of (wn) which
are growing without bound, but still for which

∑∞
n=1

1
wn

= ∞, and then we try to find a suitable function g that meets the
hypotheses needed below to make the construction work correctly.

Theorem 4.2. Let w : R
+ → R

+ , wn = w(n). Let w be non-decreasing and
∑∞

n=1
1

wn
= ∞. Suppose there exists a non-negative

function g on R
+ such that

(i)
∑∞

k=1 g(k) = ∞,

(ii) [2k+1 g(k + 1)] − [2k g(k)] � 2, and

(iii) w(2k g(k))

2k is decreasing to 0.

Then there exists positive f ∈ L1(R), f = 0 off [0,1) such that

∞∑
n=1

m
{

x ∈ R: Dn f (x) � wn
} = ∞.

Also, there exists positive h ∈ L1[0,1) such that

∞∑
n=1

m
{

x ∈ [0,1): E(h|βn)(x) � wn
} = ∞.

Proof. It is enough to prove the first statement. The second statement follows for h = f 1[0,1) from Comparison Lemma 2.4
and the fact that m{x ∈ R: E( f 1[0,1)|βn)(x) > w} = m{x ∈ [0,1): E( f 1[0,1)|βn)(x) > w} for w > 0.

We denote by |I| the length of interval I , by [x] the largest integer not exceeding x, by
⊔k

i=1 Ai the union of disjoint
sets A1, . . . , Ak , and for notational convenience in this proof, by E(B) f the average 1

m(B)

∫
B f dm of the function f over the

set B .
For a ∈ [0,1) we write a = ∑∞

i=1 ai2−i . Define sets

A1 = {a: a[22 g(2)] = 0},
and for k � 2

Ak = {a: a[22 g(2)] = · · · = a[2k g(k)] = 1, a[2k+1 g(k+1)] = 0},
Bk = {a: a[22 g(2)] = · · · = a[2k g(k)] = 1}.

Notice that sets Ak are disjoint, m(Ak) = 2−k , m(
⊔∞

k=1 Ak) = 1, m(Bk) = 21−k , Bk = [0,1) \ ⊔k−1
j=1 A j .

Let

r(k) = w(2k+1 g(k + 1))

2k+1
,

so by assumption (iii) r(k) ↘ 0. Define f � 0 on [0,1) by assigning

f (a) = 2i+2(r(i) − r(i + 1)
)
, a ∈ Ai

and f = 0 off [0,1). Then

∫
R

f dm =
1∫

0

f dm =
∞∑

i=1

∫
Ai

f dm =
∞∑

i=1

2i+2(r(i) − r(i + 1)
)
2−i = 4r(1),

so f ∈ L1(R). On Bk we have∫
f dm =

∞∑
i=k

∫
f dm = 4r(k).
Bk Ai
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Let Mk = w(2k+1 g(k + 1)). The average of f on Bk is

E(Bk) f = 2k−1
∫
Bk

f dm = 2k+1r(k) = Mk.

Each Bk consists of intervals Bi
k , i = 1, . . . , lk , where |Bi

k| = 2−[2k g(k)] , i = 1, . . . , lk , with lk = 2[2k g(k)]−k+1. Similarly, each

Ak consists of intervals A j
k , and each Bk+1 consists of intervals B j

k+1, each of length |A j
k| = |B j

k+1| = 2−[2k+1 g(k+1)] with
j = 1, . . . , lk+1. Note that

Bk = Ak 
 Bk+1 = Ak 

( ∞⊔

n=k+1

An

)
.

On each Bi
k and, hence, on Bk the function f consists of repeating pieces. More precisely, each Bi

k is the union of L adjacent

disjoint dyadic intervals of the form A j
k 
 B j

k+1, where L = 2[2k+1 g(k+1)]−[2k g(k)]−1 and A j
k, B j

k+1 are left and right halves of a
dyadic interval. From the definition of f it is clear that f looks the same on each of these L sets, which we will call periods
of length T . Then T = |A j

k| + |B j
k+1| = 2−[2k+1 g(k+1)]+1. Notice that

E(Bk) f = E(I) f = Mk

where I is any interval inside some Bi
k whose length is a multiple of T .

Fix k. By assumption [2k+1 g(k + 1)] − [2k g(k)] � 2, and we may consider integers n that satisfy[
2k g(k)

] + 1 � n �
[
2k+1 g(k + 1)

] − 1. (6)

For such n we see that Mk = w(2k+1 g(k + 1)) � wn . For any interval I with |I| = 2−n the second inequality in (6) shows
that |I| is a multiple of T . Therefore, if |I| = 2−n and I ⊆ Bi

k then E(I) f = Mk . Let α and β denote the left and right
ends of the interval Bi

k . For each x between α and β − 2−n we may consider interval Ix = (x, x + 2−n) ⊆ Bi
k . Note that

Dn f (x) = E(Ix) f = Mk . Then using the first inequality in (6) we see that

m
{

x ∈ Bi
k: Dn f (x) = Mk

}
�

∣∣Bi
k

∣∣ − 2−n � 1

2

∣∣Bi
k

∣∣.
Therefore

m
{

x ∈ Bk: Dn f (x) = Mk
}

� 1

2
m(Bk) = 1

2k
.

Then

∞∑
n=1

m
{

x: Dn f (x) � wn
}

�
∞∑

k=2

[2k+1 g(k+1)]−1∑
n=[2k g(k)]+1

{
x: Dn f (x) � wn

}

�
∞∑

k=2

[2k+1 g(k+1)]−1∑
n=[2k g(k)]+1

{
x: Dn f (x) = Mk

}

�
∞∑

k=2

[2k+1 g(k+1)]−1∑
n=[2k g(k)]+1

{
x ∈ Bk: Dn f (x) = Mk

}

�
∞∑

k=2

[2k+1 g(k+1)]−1∑
n=[2k g(k)]+1

1

2k

=
∞∑

k=2

1

2k

([
2k+1 g(k + 1)

] − [
2k g(k)

] − 1
)

�
∞∑

k=2

1

2k

(
2k+1 g(k + 1) − 1 − 2k g(k) − 1

)

= −1 +
∞∑

k=2

2g(k + 1) − g(k)

= ∞.
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The last equality follows easily because

M∑
k=2

2g(k + 1) − g(k) = 2g(3) − g(2) + · · · + 2g(M + 1) − g(M)

= −g(2) + g(3) + · · · + g(M) + 2g(M + 1)

� −g(2) +
M∑

k=3

g(k),

which tends to ∞ as M tends to ∞. �
Remark 4.3.

(a) It is enough to have the criteria of Theorem 4.2 satisfied eventually.
(b) One instance when (ii) of Theorem 4.2 holds is when αk = 2k+1 g(k+1)−2k g(k) is non-decreasing. In this case αk is un-

bounded and so αk ↗ ∞. To show that αk is unbounded, assume that αk � C for all k, i.e. g(k + 1) � 2−1 g(k)+ 2−k−1C .
Then one can show by induction that for all k,

g(2k + 1) � g(1)

22k
+ C

2k+1
,

g(2k + 2) � g(1)

22k+1
+ C

2k+2
+ C

22k+2
.

This contradicts the assumption
∑∞

k=1 g(k) = ∞.

Example 4.4.

(a) It is not hard to check that Theorem 4.2 holds for a given (wn), once the right candidate for g is determined. For
example, if (wn) is (n), (n ln n), or (n ln n ln n), then we can take g(k) = 1

w(k)
. Unfortunately, other examples do not work

with such a simple formula for g .

(b) For example, with wn = n ln n for all n, and g(k) = 1
w(k)

for all k, one gets w(2k g(k))

2k = ln 2
ln k + O ( 1

k ). So w(2k g(k))

2k converges
to 0 and is decreasing eventually. This is why we can make the assertion in Remark 3.7, that for (Tn) the dyadic
martingale (respectively, the dyadic Lebesgue derivatives) there exists a positive function f ∈ L1[0,1) (respectively,
a positive function f ∈ L1(R) with bounded support) such that

∞∑
n=1

m
{

Tn f (x) � n ln n
} = ∞.

(c) When wn = w(n) = n ln n ln ln n, and we take g(k) = 1
w(k)

, then it is a little harder to verify the criteria, but they do

hold. For example, now w(2k g(k))

2k = ln 2
ln ln k + O ( ln k

k ln ln k ), and so w(2k g(k))

2k converges to 0 and is also decreasing eventually.

Remark 4.5. Suppose that w : R
+ → R

+ is non-decreasing, wn = w(n) and
∑∞

n=1
1

wn
= ∞. One might need some ad-

ditional properties of w in order to construct g so that the conditions of Theorem 4.2 hold. Indeed, suppose (yk) is a
non-decreasing sequence of positive numbers with

∑∞
k=1

1
yk

= ∞. Because of Example 4.4(a) there is no harm in assum-

ing that lim sup yk
k > 0. Then there is a non-decreasing sequence w(k) equivalent to yk in the sense that yk � w(k) � 5yk

such that
∑∞

n=1
1

wn
= ∞, but if g satisfies (i) and (ii) of Theorem 4.2, then (iii) fails, i.e. (

w(2k g(k))

2k ) is not decreasing. To
see this, we modify an example provided by V. Vlasak. We may define (wk) as follows: w(1) = 2y1; and for k � 1 let
w(k + 1) = w(k) if 4w(k) > 5yk+1 and w(k + 1) = max{4w(k), w(k) + yk+1 − yk} if 4w(k) � 5yk+1. By induction it is easy
to check that yk � w(k) � 5yk . Note that the set I = {i: 4w(i) � 5yi+1} is infinite because of the assumption lim sup yk

k > 0.
Let i ∈ I , i.e. w(i + 1) � 4w(i), and let function g satisfy (i) and (ii) of Theorem 4.2. There exists k such that 2k g(k) � i,

2k+1 g(k + 1) > i. Then w(2k+2 g(k + 2)) � w(i + 1) � 4w(i) � 4w(2k g(k)), and w(2k+2 g(k+2))

2k+2 � w(2k g(k))

2k . Since I is an infinite
set, we see that (iii) fails.

4.2. The time index (mn)

The second result in support of Conjecture 4.1 is the following. It turns out that with the dyadic martingale and with
the dyadic Lebesgue derivatives, once one has a negative result for a certain level sequence (wn), one gets such a negative
result with all time indices increasing faster than in the basic dyadic case. This is important at least because Lemma 2.1
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shows that this subsequence behavior is not true if one first fixes the function. It is also important because the principle
does not hold for all sequences of operators. For example, suppose that we have a sequence of operators (Tn) on L p(I) as
in the beginning of Section 2. Suppose that ‖Tn‖p tends to 0 as n → ∞. Then, for any fixed sequence of levels (wn), there
is always a subsequence (Tmn ) for which there is the homogeneous large deviation inequality

∞∑
n=1

m
{

x ∈ I: Tmn | f | � wn
}

� C‖ f ‖p
L p(I).

To show why we can speed up the index for dyadic martingales and dyadic Lebesgue derivatives, we prove what we call
the Multiplicity Lemma, a method of changing facts about the distribution of a martingale into facts about the distribution
of a subsequence of that martingale. We believe that this result may have interest independent of the specific application
in this article. The result is this.

Lemma 4.6 (Multiplicity Lemma). Given (mn) increasing with mn � n for all n � 1, there exists a measure-preserving transformation
τ of [0,1) such that for all k � 1 and all y ∈ R, we have for all f ∈ L1[0,1),

m
{

E( f |βk) = y
} = m

{
E( f ◦ τ |βmk ) = y

}
. (7)

This Multiplicity Lemma was originally proved in steps and the argument was long and not very revealing of what the
structure of τ really is. The referee for this article observed that the construction could be greatly simplified; we give here
the referee’s construction with some details to show that the definition of τ gives the type of mapping that we want. We
want to thank the referee for this very important improvement to our paper, as well as for other valuable input that was
also given to us.

Proof of the Multiplicity Lemma 4.6. First, up to a measure-theoretic isomorphism, in the usual manner using dyadic
expansions, we may identify [0,1] with Lebesgue measure with the product space P = ∏∞

k=1{0,1} with the product mea-
sure π = ∏∞

k=1 μk with each μk being the discrete measure given by μk({0}) = μk({1}) = 1/2. With this isomorphism,
our dyadic σ -algebras correspond to the σ -algebras in P determined by the first k coordinates, which we again denote
by βk . We define the mapping τ : P → P by τ (ε1, ε2, ε3, . . .) = (εm1 , εm2 , εm3 , . . .). Clearly, τ preserves the measure π
in the sense that for all π -measurable sets E , π(τ−1 E) = π(E). This lemma claims that for all f ∈ L1(P ,π), we have
π{E( f |βk) = y} = π{E( f ◦ τ |βmk ) = y} for all k and y.

Let βk(i) be an atom where E( f |βk) = y; that is, y = 2k
∫
βk(i) f dπ . Suppose that specifically βk(i) consists of all se-

quences ε̄ ∈ P with ε̄ = (ε1(i), . . . , εk(i), t̄) for some particular εk(i) ∈ {0,1} and a variable t̄ = (t1, t2, t3, . . .) with each
ts ∈ {0,1}. Let βmk ( j) be an atom in βmk given by the vectors (e1( j), . . . , emk ( j), t̄) where the values es( j), s = 1, . . . ,mk are
fixed, eml ( j) = εl(i) for all l = 1, . . . ,k, and the values ts are allowed to vary in {0,1}. The union of the atoms βmk ( j) of this
type gives τ−1βk(i).

Because of the definition of τ ,∫
βmk ( j)

f ◦ τ dπ =
∫

f ◦ τ
(
e1( j), . . . , emk ( j), t̄

)
dπ(t̄)

is the same value for each βmk ( j) as above. But also,∫
βk(i)

f dπ =
∫

τ−1βk(i)

f ◦ τ d
(
π ◦ τ−1) =

∫
τ−1βk(i)

f ◦ τ dπ =
∑

βmk ( j)⊂τ−1βk(i)

∫
βmk ( j)

f ◦ τ dπ.

Since there are 2mk

2k atoms βmk ( j) ⊂ τ−1βk(i), we always have
∫
βk(i) f dπ = 2mk

2k

∫
βmk ( j) f ◦ τ dπ . Hence, for any βmk ( j) as

above, we have

y = 2k
∫

βk(i)

f dπ = 2k
(

2mk

2k

) ∫
βmk ( j)

f ◦ τ dπ = 2mk

∫
βmk ( j)

f ◦ τ dπ.

That is, the atoms βk(i) where E( f |βk) = y give us all of the atoms βmk ( j) where E( f ◦ τ |βmk ) = y by taking the atoms
βmk ( j) ⊂ τ−1βk(i) for some such value of i. Moreover, distinct atoms βk(i1) and βk(i2) on which E( f |βk) = y give pairwise
disjoint atoms βmk ( j1) and βmk ( j2) corresponding to βk(i1) and βk(i2) respectively as above. Hence, denoting the cardinality
of a set A by #A, we have for all k and y,
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m
{

E( f |βk) = y
} = 1

2k
#

{
i: 2k

∫
βk(i)

f dπ = y

}

= 1

2k

(
2k

2mk

)
#

{
j: βmk ( j) ⊂ τ−1βk(i) where 2k

∫
βk(i)

f dπ = y

}

= 1

2mk
#

{
j: 2mk

∫
βmk ( j)

f ◦ τ dπ = y

}

= m
{

E( f ◦ τ |βmk ) = y
}
. �

The Multiplicity Lemma 4.6 and the Comparison Lemma 2.4 allow us to improve the results that come out of Theo-
rem 4.2. The following is the best we can do at this time in support of Conjecture 4.1.

Corollary 4.7. If (wn) satisfies the conditions of Theorem 4.2, then for any sequence (mn) that is increasing and has mn � n for all
n � 1, with (Tn) being the dyadic martingale (respectively, the dyadic Lebesgue derivatives) there exists f ∈ L1[0,1) (respectively,
f ∈ L1(R) with bounded support) such that

∞∑
n=1

m
{|Tmn f | � wn

} = ∞.

Remark 4.8. For example, with wn = n and mn = n for all n � 1, we do not have a large deviation inequality for the dyadic
martingale. Although, according to Corollary 2.2, speeding up the time index can lead to a large deviation inequality function
by function, the Multiplicity Lemma shows that it cannot ever lead to one that holds simultaneously for all the functions in
L1[0,1).

Remark 4.9. We do not know yet what to say about

∞∑
n=1

m
{

x ∈ R:
∣∣D(εn) f (x)

∣∣ � wn
}

when (wn) is increasing,
∑∞

n=1
1

wn
= ∞ and εn = O ( 1

nk ), k = 2,3, . . . . For example, take the case εn = 1
n2 and wn = n for

all n. We cannot use the Comparison Lemma 2.4 and Theorem 4.2, or the Multiplicity Lemma 4.6, until we take in place
of (εn) a subsequence (εmn ) with mn �

√
2n . So we do not know at this time whether or not there can be a large deviation

inequality in the case that εn = 1
n2 and wn = n for all n.

5. Integrability of modulated maximal functions

The Multiplicity Lemma allows us to speed up the index on the martingale in any negative result. Hence, the Multiplicity
Lemma and Theorem 4.2 allow us to answer the following type of question in particular instances. Take the Lebesgue deriva-
tives (Dmn f ) for some increasing sequence (mn). Take some increasing function Φ : R

+ → R
+ . Let Φ1(x) = Φ(x)1[1,∞)(x)

for all x ∈ R
+ . Now, under what conditions will we have Φ1(supn�1 |Dmn f |) integrable for all f ∈ L1(R) with bounded

support? We consider Φ1 here, instead of Φ , and functions with bounded support, because we want to focus on the large
values of the functions in (Dmn f ).

First, it is not hard to see the following fact which answers this question negatively if Φ(x) = x for all x > 0. This result
may be known, but we have not been able to find it in the literature and so provide a proof of it here.

Proposition 5.1. If (εn) is non-increasing and converges to 0, then there is a function f ∈ L1(R) supported in [0,1) such that f ∗ =
supn�1 |D(εn) f | is not integrable.

Proof. Let ( f s) be a sequence of positive functions in L1(R), each supported in [0,1), with ‖ f s‖L1(R) = 1 for all s, which is
an approximate identity for L1(R). That is, assume that the sequence of convolutions ( f s � f ) converges in L1(R)-norm to f
for all f ∈ L1(R). For example, if for any δ > 0, the supports of the functions f s are eventually in [0, δ), then the sequence
would be an approximate identity.

It is easy to see that D(εn) f s = f s � 1
εn

1[−εn,0] . Because ( f s) is an approximate identity in L1(R), a standard argu-

ment shows that sup1�n�N D(εn) f s converges in L1(R)-norm to sup1�n�N
1
εn

1[−εn,0] . But
∫ ∞
−∞ sup1�n�N

1
εn

1[−εn,0](x)dx =
1 + ∑N−1 1 (εn − εn+1).
n=1 εn
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But
∑∞

n=1
1
εn

(εn − εn+1) = ∞. Indeed, for any non-decreasing (mn),

∞∑
n=1

1

εn
(εn − εn+1) =

∞∑
n=1

mn+1−1∑
k=mn

1

εk
(εk − εk+1)

�
∞∑

n=1

mn+1−1∑
k=mn

1

εmn

(εk − εk+1)

=
∞∑

n=1

1

εmn

mn+1−1∑
k=mn

(εk − εk+1)

=
∞∑

n=1

1

εmn

(εmn − εmn+1).

But then if (mn) is increasing fast enough, one could have
εmn+1
εmn

� 1
2 for all n, and so

∑∞
n=1

1
εmn

(εmn −εmn+1 ) �
∑∞

n=1
1
2 = ∞.

Thus, for all m, M � 1, for sufficiently large s, with hm(s) = 1
2m fs , we would have

∥∥hm(s)
∥∥

L1(R)
= 1

2m
and

∥∥∥sup
n�1

D(εn)hm(s)
∥∥∥

L1(R)
� M.

Therefore, for some rapidly increasing sequence (sm), the series h = ∑∞
m=1 hm(sm) will give a positive function h ∈ L1(R)

that is supported in [0,1), such that∥∥∥sup
n�1

D(εn)h
∥∥∥

L1(R)
= ∞. �

However, if we modulate f ∗ = supn�1 |D(εn) f |, that is consider Φ1( f ∗) for a suitable increasing function Φ , then the
resulting function could be integrable. For example if Φ(x) = √

x for x � 0, then the weak (1,1) inequality for Lebesgue
derivatives easily shows that Φ1( f ∗) is integrable on R for all f ∈ L1(R) with bounded support, and for all (εn). Indeed,
Φ1( f ∗) would also have bounded support, say on some bounded interval I . Then we have

∥∥Φ1
(

f ∗)∥∥
L1(R)

� m
{

0 < Φ1
(

f ∗) < 1
} +

∞∑
n=1

(n + 1) m
{
n � Φ1

(
f ∗) < n + 1

}

� 2m(I) +
∞∑

n=1

n m
{
n � Φ1

(
f ∗) < n + 1

}

= 2m(I) +
∞∑

n=1

m
{
Φ1

(
f ∗) � n

}

� 2m(I) +
∞∑

n=1

m
{
Φ

(
f ∗) � n

}

= 2m(I) +
∞∑

n=1

m
{

f ∗ � n2}

� 2m(I) +
∞∑

n=1

1

n2
‖ f ‖L1(R).

The above estimate works because
∑∞

n=1
1

Φ−1(n)
converges. But what can be said if we were in the situation where∑∞

n=1
1

Φ−1(n)
= ∞? For example, take Φ(x) = x/(ln+ x + 1). The results in the previous section on large deviations allow us

to answer this again in the negative. We will need to assume for part of this that Φ is scaling, i.e. any constant C , there is
another constant K such that Φ(Cx) � KΦ(x) for all sufficiently large x. We have the following result.

Corollary 5.2. If Φ is increasing, and w(x) = Φ−1(x) satisfies the conditions of Theorem 4.2, then there is never an increasing sequence
(mn),mn � n such that we would have Φ1(supn�1 |Dmn f |) integrable for all f ∈ L1(R) with bounded support. If Φ is also scaling,
then there is no sequence (εn) decreasing to 0 such that Φ1(supn�1 |D(εn) f |) is integrable for all f ∈ L1(R) with bounded support.
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Proof. We reduce the second part of this result to the first part and then give that proof. Assume there exists a decreasing
sequence (εn) such that ‖Φ1(supn�1 |D(εn) f |)‖L1(R) is finite for all f ∈ L1(R) with bounded support. It follows by the

scaling property of Φ that there is an increasing sequence (mn) with mn � n such that ‖Φ1(supn�1 |D( 1
2mn ) f |)‖L1(R) is finite

for all f ∈ L1(R) with bounded support.
Assume now that Φ is increasing, w(x) = Φ−1(x) satisfies the conditions of Theorem 4.2, and (mn),mn � n is increasing.

Corollary 4.7 shows that there exists a positive function f ∈ L1[0,1) such that
∑∞

n=1 m{D( 1
2mn ) f � wn} = ∞. Let f ∗ =

supn�1 |D( 1
2mn ) f |. Then we have f ∗ supported on [−1,1]. We can estimate that

∞∑
n=1

m

{∣∣∣∣D

(
1

2mn

)
f

∣∣∣∣ � wn

}
�

∞∑
n=1

m

{
sup
k�1

∣∣∣∣D

(
1

2mk

)
f

∣∣∣∣ � wn

}

=
∞∑

n=1

m

{
sup
k�1

∣∣∣∣D

(
1

2mk

)
f

∣∣∣∣ � Φ−1(n)

}

=
∞∑

n=1

m
{
Φ

(
f ∗) � n

}

=
∞∑

n=1

m
({

Φ
(

f ∗) � n
} ∩ {

0 < f ∗ < 1
}) +

∞∑
n=1

m
({

Φ
(

f ∗) � n
} ∩ {

f ∗ � 1
})

� 2

{
n: Φ−1(n) < 1

} +
∞∑

n=1

m
({

Φ
(

f ∗) � n
} ∩ {

f ∗ � 1
})

� 2

{
n: n � Φ(1)

} +
∞∑

n=1

m
{
Φ1

(
f ∗) � n

}
� KΦ + ∥∥Φ1

(
f ∗)∥∥

L1(R)

for some constant KΦ that depends only on Φ . Then ‖Φ1(supn�1 |D( 1
2mn ) f |)‖L1(R) is infinite for this function f ∈

L1[0,1). �
Remark 5.3. In particular, assume Conjecture 4.1 is true. Then there are no non-trivial large deviation inequalities for (mn)

non-decreasing such that mn � n, and (wn) non-decreasing. It follows as above that no modulation by an increasing, scal-
ing Φ would give, for (εn) decreasing to 0, Φ1(supn�1 |D(εn) f |) always integrable for functions f ∈ L1(R) with bounded

support, unless
∑∞

n=1
1

Φ−1(n)
< ∞.
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