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1. Introduction

Wigner-Yanase skew information

1
1p(H) = 5 T{(i[p". H])"]
=Tr[pH?*] - Tr[p"*Hp'/?H]

was defined in [9]. This quantity can be considered as a kind of the degree for non-commutativity between a quantum state
p and an observable H. Here we denote the commutator by [X, Y] = XY — Y X. This quantity was generalized by Dyson

1
Ipa(H) =5 T ([p% H])(i[p'~* H])]
=Tr[pH?*] - Tr[p*Hp'"*H], «€[0,1]

which is known as the Wigner-Yanase-Dyson skew information. Recently it is shown that these skew informations are
connected to special choices of quantum Fisher information in [3]. The family of all quantum Fisher informations is
parametrized by a certain class of operator monotone functions F,, which were justified in [7]. The Wigner-Yanase skew
information and Wigner-Yanase-Dyson skew information are given by the following operator monotone functions

2
fwy () = (@) ,

—1)2
o0 = (1 — gy —— &= D

* — Dl —1)

, a€(0,1),
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respectively. In particular the operator monotonicity of the function fywyp was proved in [8]. On the other hand the un-
certainty relation related to Wigner-Yanase skew information was given by Luo [6] and the uncertainty relation related to
Wigner-Yanase-Dyson skew information was given by Yanagi [10], respectively. In this paper we generalize these uncer-
tainty relations to the uncertainty relations related to quantum Fisher informations.

2. Operator monotone functions

Let Mp = Myp(C) (resp. My sa = Mn sa(C)) be the set of all n x n complex matrices (resp. all n x n self-adjoint matrices),
endowed with the Hilbert-Schmidt scalar product (A, B) = Tr(A*B). Let D, be the set of strictly positive elements of M,
and DA C Dy be the set of strictly positive density matrices, that is D,l ={peM,|Trp=1, p> 0}. If it is not otherwise
specified, from now on we shall treat the case of faithful states, that is p > 0.

A function f:(0,4o00) — R is said operator monotone if, for any n € N, and A, B € My such that 0 < A < B, the in-
equalities 0 < f(A) < f(B) hold. An operator monotone function is said symmetric if f(x) = xf(x~!) and normalized if

fH=1

Definition 2.1. F, is the class of functions f: (0, +00) — (0, +00) such that
(M) fay=1,

Q) tfe=H = f),

(3) f is operator monotone.

Example 2.1. Examples of elements of JF,, are given by the following list

2 1\? —1
frip(X) = % fwy (%) = (ﬁ; ) ) ferm (%) = )](ng )
_x+1 B (x—1)2
far®=——.  faw@=al-a) @ D1 %€ ©, 1.

Remark 2.1. Any f € F,, satisfies

2x gf(x)gx—H

, x>0.
x+1 2

For f € Fop define f(0) =limy_.o f(x). We introduce the sets of regular and non-regular functions

Frp={feFop| FO£0},  Fo={feFop|f(0)=0}
and notice that trivially Fop = Fg, U 77,

Definition 2.2. For f € 77, we set

o=+ —w—121©@
f(X)—z[(X-H) (x—1) f(x)}’ x>0.

Theorem 2.1. (See [1,3,5].) The correspondence f — f is a bijection between fgp and ng.
3. Means, Fisher information and metric adjusted skew information

In Kubo-Ando theory of matrix means one associates a mean to each operator monotone function f € F,, by the formula

where A, B € D,. Using the notion of matrix means one may define the class of monotone metrics (also said quantum
Fisher informations) by the following formula

(A,B)p.r=Tr(A-ms(Ly,Rp)~'(B)),

where L,(A) = pA, R,(A) = Ap. In this case one has to think of A, B as tangent vectors to the manifold D; at the point p
(see [7,3]).
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Definition 3.1. For A € M;, 54, we define as follows

0
%(i[p, Alilp. Al), ;.

ChHAY =Tr(ms (L, Ry)(A) - A),

15(A) =

Ul = \/vp(A)Z — (Vp(A) — ().

The quantity I £(A) is known as metric adjusted skew information.

Proposition 3.1. Let Ag = A — Tr(pA)I. The following hold:

(1) 1}(A) = I} (Ao) = Tr(pAZ) — Tr(m3 (L. R,)(Ag) - Ag) = Vp(A) — C} (Ao),
(2) J}(A) =Tr(pAZ) + Trm; (Lp. Rp)(Ao) - Ag) = V 5 (A) + Ch (Ao),
(3) 0I5 (A) SUL(A) <V, (A),

@) ULy =J1b@a) - 1.

Remark 3.1. 1£ (A) is identified in [2] with Cov, (A, A) — quvf)(A, A).
4. The main result

Theorem 4.1. For f € 7, if

x+1

2
then it holds
Ul (A)-USB) > £(0)|Tr(plA, B))

where A, B € My q.

+f0 =2f),

2

In order to prove Theorem 4.1, we use several lemmas.

Lemma 4.1. If (4.1) holds, then the following inequality is satisfied

x+y 2
( 5 ) —mpx.y)* > fO)x-y)*.

Proof. By (4.1) we have
X+y
2

+mzx, y) =2my(x, y).

Since

m;(x,y)=yf<£>
y

2
A E fO
_Z{yH (y l) f(x/y)}

_xty  fOE-y?

2 2mg(x, y)
we have
2
(552 w552l 152 2
_fOE=p* [x+y
= ey { 5 +mf(x,y)}

> fO)(x-y)?* (by(43). O

(4.3)
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Lemma 4.2. Let {|¢1), |¢2), ..., |¢n)} be a basis of eigenvectors of p, corresponding to the eigenvalues {’1, A2, ...

(¢jlAoléxk), bji = (¢jlBolgx). By Corollary 6.1 in [1],

1
1£(A) =3 Z(Aj + M) ajrayj — Zm}(?»j, Ak)AjkAkj s

J.k j.k
f 1
Ip(A) =5 > O+ Moajea + Zm;(kj, M)Ak
jk ik
2
(Ul ) <Z(x] + M0lajl ) (Zm;(k i xk>|a,-k|2> :
jk .k

Proof of Theorem 4.1. Since

Tr(p[A, B]) =Tr(pl[Ao, Bol) = D _(j — M)ajby,
J.k

we have

2
FO|Tr(plA, BY)| (Zf(owzm—Akna,-knbkﬂ)

j.k
1/2 2
A+ Ak
{(1 ) m}(xj,xk)z} |ajk||bkj|>

j.k
(A)J5(B).
We also have
15(B)J5(A) > £(0)|Tr(plA, BI)|".

Hence we have the final result (4.2). O

By putting
(x — 1)
(X —T)(xl-* —1)’

we obtain the following uncertainty relation:

fwyp®) =a(l —a) ae(0,1),

Corollary 4.1. (See [10].) For A, B € My sq,
Ul (AUl (B) > a1 — a)|Tr(plA, BI)| .
Proof. Since

(x— 1)
(=D = 1)

fwyp () =a (1 —a)
it is clear that
Fio ) = 3 [+ 1= (¢ 1) (¢~ = 1)},
By Lemma 3.3 in [10] we have for 0 <« <1 and x > 0,
(1 =202 (x— 1) = (x* —x'%)* > 0.

Then we can rewrite as follows

(¥ —1)(*17% —1) > a1 —a)(x — D2

( {AJ S m; (A;,M<)}|aﬂ<|2) : (Z{Q +mf(kj’xk)}|bkj|2>
f
p

891

,An}. Weputaj, =
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Thus
1 - 1
T Fuo(o =x+1— S (@~ 1)(x e 1)
= SOE )
2
> 2a(1 — ) — & D
x* —1(x1—« —1)
=2 fwyp(%).

It follows from Theorem 4.1 that we can give the aimed result. O

Remark 4.1. In [4], the following result was given. Even if (4.1) does not necessarily hold, then
2

US(AUL(B) > F0?[Tr(plA. BI)|".
where A, B € M; 5. Since f(0) <1, it is easy to show (4.4) is weaker than (4.2).

(4.4)
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