Journal of Hydrology 534 (2016) 524-533

journal homepage: www.elsevier.com/locate/jhydrol

E [—

JOURNAL OF
HYDROLOGY

Contents lists available at ScienceDirect

Journal of Hydrology

P

Uncertainty in monitoring E. coli concentrations in streams
and stormwater runoff

@ CrossMark

R.D. Harmel **, ].M. Hathaway °, K.L. Wagner ¢, J.E. Wolfe ¢, R. Karthikeyan ¢, W. Francesconi ,

D.T. McCarthy ®

2 USDA-ARS, Grassland, Soil and Water Research Laboratory, Temple, TX, United States

b Department of Civil and Environmental Engineering, University of Tennessee, Knoxville, TN, United States

“Texas Water Resources Institute, Texas A&M Agrilife Research, College Station, TX, United States

dBlackland Research and Extension Center, Texas A&M AgriLife Research, Temple, TX, United States

¢ Department of Biological and Agricultural Engineering, Texas A&M University, College Station, TX, United States

fInternational Center for Tropical Agriculture (CIAT), Lima, Peru

& Environmental and Public Health Microbiology Laboratory (EPHM Lab), Department of Civil Engineering, Monash University - Clayton Campus, Melbourne, Victoria, Australia

ARTICLE INFO

Article history:

Received 9 April 2015

Received in revised form 4 November 2015
Accepted 19 January 2016

Available online 27 January 2016

This manuscript was handled by Laurent
Charlet, Editor-in-Chief, with the assistance
of Rizlan Bernier-Latmani, Associate Editor

Keywords:

E. coli
Uncertainty
TMDL

Error propagation
Monitoring

SUMMARY

Microbial contamination of surface waters, a substantial public health concern throughout the world, is
typically identified by fecal indicator bacteria such as Escherichia coli. Thus, monitoring E. coli concentra-
tions is critical to evaluate current conditions, determine restoration effectiveness, and inform model
development and calibration. An often overlooked component of these monitoring and modeling activi-
ties is understanding the inherent random and systematic uncertainty present in measured data. In this
research, a review and subsequent analysis was performed to identify, document, and analyze measure-
ment uncertainty of E. coli data collected in stream flow and stormwater runoff as individual discrete
samples or throughout a single runoff event. Data on the uncertainty contributed by sample collection,
sample preservation/storage, and laboratory analysis in measured E. coli concentrations were compiled
and analyzed, and differences in sampling method and data quality scenarios were compared. The anal-
ysis showed that: (1) manual integrated sampling produced the lowest random and systematic uncer-
tainty in individual samples, but automated sampling typically produced the lowest uncertainty when
sampling throughout runoff events; (2) sample collection procedures often contributed the highest
amount of uncertainty, although laboratory analysis introduced substantial random uncertainty and
preservation/storage introduced substantial systematic uncertainty under some scenarios; and (3) the
uncertainty in measured E. coli concentrations was greater than that of sediment and nutrients, but
the difference was not as great as may be assumed. This comprehensive analysis of uncertainty in
E. coli concentrations measured in streamflow and runoff should provide valuable insight for designing
E. coli monitoring projects, reducing uncertainty in quality assurance efforts, regulatory and policy deci-
sion making, and fate and transport modeling.

Published by Elsevier B.V.

1. Introduction

Protection Agency’s (USEPA) national summary of data collected
from states under sections 305(b) and 303(d) of the Clean Water

The presence of pathogens in surface waters is increasingly a
concern in the United States and worldwide, with fecal indicator
bacteria (FIB) typically being used to indicate the presence of fecal
matter in surface waters and the associated risk of pathogen con-
tamination. Case in point, more stream and river miles were
impaired due to pathogens (as inferred by high FIB concentrations)
than any other pollutant in the United States Environmental
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Act (USEPA, 2014). Since 1995, this has led to more Total Maximum
Daily Loads (TMDLs) being developed in the United States for indi-
cator bacteria than any other impairment (USEPA, 2014). Such pol-
lution is not unique to the United States, with similar concerns
being present from Australia’s Yarra River (Daly et al., 2013) to
the Seine River Estuary in France (Garcia-Armisen et al., 2005).
Modeling is a primary component of TMDL development, and
similar watershed management plan development worldwide,
with models being calibrated and validated using field-collected
flow and water quality data. The output from these efforts is used
for determining source load allocations (i.e., allowable pollutant
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loads exported to the impacted surface water by various sources in
the watershed). There are inherent errors associated with field
monitoring, and TMDLs are required to include some margin of
safety in these source load allocations due to the uncertainty pre-
sent in these data (40 CFR 130.7). Further, optimal water quality
monitoring can only be achieved if uncertainty in measurements
and alternatives to reduce it are considered in sampling design
and implementation (Beven, 2006; Harmel et al., 2006a, 2006b;
Rode and Suhr, 2007). This is rarely the case with routine monitor-
ing conducted by regulatory entities, despite the recognition of the
importance of measurement uncertainty. In addition, little
research has been performed to determine the uncertainty associ-
ated with monitoring FIB in streams and stormwater runoff. Due to
this lack of information, relatively arbitrary margins of safety are
currently employed to account for variability. Studies such as
Hession et al. (1996) have indicated that uncertainty and risk anal-
ysis are a vital part of TMDL development. Thus, defining the
uncertainty associated with FIB monitoring is a critical need that
will improve the scientific basis of pathogen regulation, policy,
modeling, and watershed plan development and implementation.

Fecal indicator bacteria are generally used instead of specific
pathogens because of the large number of potential waterborne
pathogens, substantial time required and expense of pathogen
analyses, analytical expertise required to perform such analyses,
difficulty determining which pathogens to target, and longer sur-
vivability of indicators (EPA, 2003). Various FIB, including fecal col-
iform, Escherichia coli, and enterococci, are utilized to assess
compliance with water quality standards related to fecal contami-
nation with the FIB of choice varying regionally and by water body
type. In 1986, the USEPA published a report recommending E. coli
or enterococci as a preferred FIB for fresh waters (USEPA, 1986).
Subsequently, E. coli has been more frequently utilized and
researched in fresh waters and is the focal point of this study.

Previous efforts to elucidate the uncertainty associated with
water quality sampling and analysis have focused on nutrients
and sediment (Harmel et al., 2006b, 2009). Harmel et al. (2006b)
compiled error sources associated with flow measurement, sample
collection, sample preservation/storage, and laboratory analysis for
total suspended solids and various nutrient species. The total error
accompanying these elements was compiled using the root mean
square error propagation methodology (Topping, 1972). Harmel
et al. (2006b) estimated the uncertainty of storm concentrations
to be +15% for total suspended sediment, +14% for NOs-N, +20%
for PO4-P, +27% for total N, and +29% for total P. Using a similar
methodology, McCarthy et al. (2008) conducted the only known
comprehensive uncertainty analysis of field-collected E. coli data.
Their results showed an average uncertainty of +33% and a range
of +15-67%. However, because uncertainty varies based on the
method of data collection, storage, and analysis, further research
is needed to understand the uncertainty of additional monitoring
regimes not analyzed by McCarthy et al. (2008). The Harmel
et al. (2006b) and McCarthy et al. (2008) studies noted that “ran-
dom” effects or sources of uncertainty are typically bi-directional
and appropriately represented by the normal distribution.

The objective of this study was to expand on previous urban
stormwater work by McCarthy et al. (2008) by compiling a more
comprehensive collection of uncertainty data related to E. coli con-
centrations measured in streamflow and runoff. Specifically, uncer-
tainty contributed by sample collection, sample preservation and
storage, and laboratory analysis in measured E. coli data were com-
piled and presented using the theoretical framework established
by Harmel et al. (2006b) and McCarthy et al. (2008). Similarly,
the differences in sampling method and sample type (individual
discrete and runoff event) were compared.

Similar to Harmel et al. (2006b), the analysis applies principally
to edge-of-field runoff (<50 ha) and streamflow in small water-

sheds (<10,000 ha). On larger streams and rivers with perennial
flow, additional considerations such as diurnal fluctuations,
groundwater contribution, freshwater and saltwater interaction,
and point sources such as waste water treatment plant outfalls
would need to be considered. Lastly, the terms “error” and uncer-
tainty are used synonymously herein to represent random and sys-
tematic statistical variation. Human error and equipment
malfunction are not considered.

2. Materials and methods
2.1. Compilation of uncertainty data

An exhaustive literature search was performed to collect and
compile data pertaining to measurement uncertainty for determi-
nation of E. coli concentrations in runoff and streamflow from small
watersheds (inclusion of sources of spatial and temporal variability
that contribute to uncertainty in data sets from long-term and/or
multi-location monitoring projects was outside the scope of the
present analysis). Then uncertainty estimates were determined
as described in Table 1. These data/results were used to populate
Tables 2-4, which present uncertainty estimates for steps/proce-
dures within the major procedural categories (i.e., sample collec-
tion, sample preservation/storage, laboratory  analysis)
established by Harmel et al. (2006b). The distributional parameters
presented in Tables 2-4 (usually the average and standard devia-
tion) were used in the subsequent estimation of uncertainty con-
tributed by each of the procedural categories and in the overall
measured E. coli concentrations.

Harmel et al. (2006b, 2009) assumed that measurement uncer-
tainty in water quality data collection was random, bi-directional
(equally likely to be positive or negative), and normally dis-
tributed. These assumptions are valid for sources of “random”
uncertainty in the present analysis of the uncertainty associated
with individual E. coli concentrations, whether individual discrete
samples or throughout a single storm runoff event. It is important
to note that this assumption does not apply to populations or sets of
E. coli data, which are often asymmetric. In contrast to Harmel
et al. (2006b), the present analysis also assessed several sources
of “systematic” uncertainty that introduced directional bias and
are not appropriately represented by the normal distribution. To
accommodate both types of uncertainty, uncertainty sources were
separated based on whether they introduce random or systematic
uncertainty (Tables 2-4).

2.2. Estimation of uncertainty in each procedural category and in
measured E. coli concentrations

With the uncertainty estimates for individual steps or procedu-
ral categories, the random uncertainty in each procedural category
and in measured E. coli concentrations was estimated with the
method of Topping (1972) adapted as shown in Eq. (4). These
results represent the cumulative random uncertainty such that
over-estimation and under-estimation are equally likely; therefore,
the resulting uncertainty is presented as +%.

AE. coli
E. coli

A\ A\ (Axs? Ax,\?
CRGEOECNE
X1 X2 X3 Xn
Then, the influence of systematic uncertainty was included as
the sum of uncertainty in individual steps or processes that con-
tributed to over- or under-estimation. The systematic uncertainty

thus shifted the random uncertainty by the appropriate direction
to achieve an overall uncertainty estimate.

+% unc. =
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Table 1

Summary of methods used to determine uncertainty estimates from available literature and data sets.

Uncertainty estimation method Comments

Equation

1. Used uncertainty estimate as directly reported
2. Used methods of Taylor and Kuyatt (1994) and McCarthy

uncertainty

3.1. Used Eq. (1) to estimate uncertainty

- For random uncertainty
etal. (2008) (Eq. (1)) or Harmel and Smith (2007) to estimate - Used if necessary summary statistics (e.g., mean, standard deviation,
number of samples collected) were reported

- For random uncertainty

- Rarely were these estimates available -

£% unc. = 4% ~ 25 (1)

Eq. (1)

- Used for raw data sets, after determination of mean and standard

deviation

3.2. Used Eq. (2) to estimate uncertainty

- For systematic uncertainty

+% unc. = % 2y

- Used for paired values (a;, b;) with a; assumed to be the “true” value

3.3. Used Eq. (3) to estimate uncertainty

3.4. Used best professional judgment to assign an uncertainty

- For random uncertainty
- Used for paired values with no “true” value

i—b;
+£% unc. = 4 (3)

estimate based on data for another constituent such as total Used when no data relevant to E. coli were available.

suspended solids

- Used only as a contingency for knowledge gaps present for critical

elements of E. coli monitoring; accounting for these uncertainty sources
was necessary for a comprehensive uncertainty analysis

2 Where x; is the sample mean of a given data series, Ax,/x; is the relative uncertainty of a quantity x;, and u(x;) is the standard deviation of the mean.

> Where a; and b; are paired values.

For this analysis, three “data quality” scenarios were created
(good, average, poor) using a method similar to that of Harmel
et al. (2006b). To determine differences in the uncertainty for these
scenarios, relevant uncertainty data for each data collection step/
procedure were selected from Tables 2-4. For example in the good
scenario, which represents concerted quality assurance/quality
control (QA/QC) effort and good sampling conditions (e.g., well-
mixed, small streams), the lowest uncertainty estimates were
selected when multiple options were available. For the poor sce-
nario, which represents reduced QA/QC emphasis and larger and/
or less uniform stream cross-sections, uncertainty estimates
appropriately representing that scenario were selected. When only
a single uncertainty estimate was available (e.g., Position within
cross section — Across transect in Table 2), best professional judg-
ment was used to assign a reasonable estimate based on the pub-
lished mean and standard deviation.

Then, the random and systematic uncertainty for each procedu-
ral category (sample collection, sample preservation/storage, labo-
ratory analysis) and each sampling method (manual grab, manual
integrated, automated) were analyzed for the three data quality
scenarios (good, average, poor). Similarly, differences in uncer-
tainty for individual samples and for samples collected throughout
runoff events (whole event sampling) were compared for each pro-
cedural category and each sampling method.

3. Results and discussion
3.1. Compilation of E. coli uncertainty data

3.1.1. Sample collection

Samples are typically collected from surface waters with either
manual or automated sampling techniques. For manual sampling,
which is designed to sample at a discrete moment in time, uncer-
tainty is introduced by the timing and location of sample collec-
tion. With manual grab sampling, a sample is taken at a single
location in the stream, but with integrated manual techniques a
sample is collected throughout the stream cross section. With
automated sampling, samples are typically taken from a fixed
point in the stream. In the only known direct comparison of
E. coli sampling techniques, Galfi et al. (2014) found automated
flow-weighted discrete samples had a mean E. coli concentration
of 3120 CFU/100 ml, whereas corresponding grab samples taken
at the same time had a mean of 3438 CFU/100 ml. Although the
geometric means were not statistically different, typical results

showed slightly lower concentrations for samples collected by
the autosampler.

Several studies have evaluated the effect of sampling location
within the cross-section on uncertainty of water quality con-
stituents including nutrient and sediment concentrations (Martin
etal., 1992; Ging, 1999; Harmel et al., 2010). Similarly, uncertainty
estimates related to E. coli sample collection, time of day, and loca-
tion were published by Traister and Ansifeld (2006), Whitman and
Nevers (2004, 2008), and Ibekwe et al. (2011).

In terms of sampling location within the flow cross section,
McCarthy et al. (2008) determined no statistically significant dif-
ferences in E. coli concentrations from samples collected in the
top and bottom of the water column (Fig. 1). Karthikeyan
(unpublished data) conducted a similar analysis comparing stream
E. coli samples collected from the top 1-2 cm to samples collected
near the stream bottom. The resulting p value (0.058) indicated a
likely significant effect on the mean, and the uncertainty or the dif-
ference between the two samples (Avg. = —509%) was much larger
than that shown by McCarthy et al. (2008). Quilliam et al. (2011)
sampled across a river transect to determine the most representa-
tive sampling location relative to public use areas in a UK river/
estuary system. Three of four transects, with 3-5 samples each,
exhibited significant differences in E. coli concentrations within
the transect, and the uncertainty averaged +62%. The flow condi-
tions in the stream or pipe (laminar or turbulent flow) likely influ-
ence the amount of mixing, and thus the consistency of
concentrations, therein. Thus, these effects likely vary based on
location.

With automated sampling, uncertainty is also introduced by the
location of the sampler intake (discussed previously), frequency of
sampling (or sampling interval), and the minimum flow threshold
(if storm sampling). Each of these sources of uncertainty are sum-
marized in Harmel et al. (2006b) based on previous research such
as Miller et al. (2000, 2007), Harmel et al. (2002), Harmel and King
(2005), and King and Harmel (2003); however, none of these eval-
uated automated E. coli sample collection. Therefore, in the
absence of comparable data for pathogens, we used values for
nutrients and sediment as rough estimates for E. coli. McCarthy
et al. (2008) followed a similar approach where continually mea-
sured turbidity data were used to estimate the error introduced
into E. coli data by sampling interval; they found that sampling
interval errors ranged between 7% and 9%. In contrast, the uncer-
tainty introduced by the sampler set up, specifically the effect of
residual fecal coliform in autosampler tubing, has been evaluated
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Table 2

Uncertainty in E. coli sample collection.
Sample collection technique Random uncertainty Systematic uncertainty Reference Unc. Est.

method

Location (immediately below bridge)
Large population of nesting birds - Avg. =+1017%; Std.=919% Wolfe (unpublished) 3.2
Large population of nesting birds - Avg. = +1264%; Std. = 1286% Pendergrass et al. (2015) 3.2
Small population of nesting birds - Avg. = +43%; Std. = 65% Wolfe (unpublished) 3.2
Small population of nesting birds - Avg. = +139%; Std. = 202% Pendergrass et al. (2015) 3.2
Small population of nesting birds - Avg. = +69%; Std. = 59% Karthikeyan (unpublished) 3.2

Sample location and timing
Sample timing

Repeated sampling (1 min apart) Avg. = +23%; Std. = 16% - Pendergrass et al. (2015) 3.1
Position within cross section

Surface sample vs. bottom - Avg. = —1%; Std. =27% McCarthy et al. (2008) 33
Surface sample vs. bottom - Avg. = —509%; Std. = 927% Karthikeyan (unpublished) 3.2
Surface sample vs. cross-sectionally - Median = —20% Martin et al. (1992)

integrated

sample (assume similar to TSS)
Across transect Avg. = +62%; Std.=30% - Quilliam et al. (2011) 31

Automatic sampling
Sampling interval

Assume similar to nutrients and +15% - King and Harmel (2003), Harmel and King (2005), 3.4
sediment Miller et al. (2000)
Assumed similar to turbidity Avg. = +85% Std. = 12% - McCarthy et al. (2008)
measurements
Minimum flow threshold
Assume similar to nutrients and +10% - Harmel et al. (2002) 3.4
sediment
Intra-event residual in tubing (30 min between samples)
Straight tubing - Avg. = +5.5%; Std. = 0.05% Hathaway et al. (2014) 3.2
Tubing with loop - Avg. = +4.5%; Std. = 0.04% Hathaway et al. (2014) 3.2
Sloped tubing - Avg. = +1.7%; Std. = 0.02% Hathaway et al. (2014) 3.2
Tubing with dip - Avg. = +2.7%; Std. = 0.02% Hathaway et al. (2014) 3.2
Inter-event residual in tubing (7 days between samples)
Straight tubing - Avg. = +0.2%; Std.=0.001% Hathaway et al. (2014) 3.2
Tubing with loop, sloped tubing, - Avg. = +0.1%; Std.=0.001% Hathaway et al. (2014) 3.2
tubing with dip
Table 3
Uncertainty in E. coli sample preservation/storage.
Preservation/storage technique Random uncertainty Systematic uncertainty  Reference Unc. Est. method
In field conditions (up to 24 h) Avg. = +25%; Std. = 14%; - McCarthy et al. (2008) 2
In field conditions for 4 h (3 sites, 2 events with 5 reps each) - Avg. = +15%; Std.=39%  McCarthy et al. (2008) 3.2
In field conditions for 8 h (3 sites, 2 events with 5 reps each) - Avg. =+12%; Std.=54%  McCarthy et al. (2008) 3.2
In field conditions for 24 h (3 sites, 2 events with 5 reps each) - Avg. = —15%; Std.=40% McCarthy et al. (2008) 3.2
At 5°C 4 h (1 site, 5 reps) - Avg. =+13% McCarthy et al. (2008) 3.2
At 5°C 8 h (1 site, 5 reps) - Avg. = +13% McCarthy et al. (2008) 3.2
At 5°C 24 h (1 site, 5 reps) - Avg. = -22% McCarthy et al. (2008) 3.2
At5°C(2h)vs.<1h - Avg. = +15%; Std.=52%  Karthikeyan (unpublished) 3.2
At5°C(3h)vs.<1h - Avg. = —15%; Std. = 14%  Karthikeyan (unpublished) 3.2
At5°C(6h)vs.<1h - Avg. = -3%; Std. = 27% Karthikeyan (unpublished) 3.2
At5°C(12h)vs.<1h - Avg. = —17%; Std.=10%  Karthikeyan (unpublished) 3.2
At5°C(24h)vs.<1h - Avg. = —5%; Std. = 16% Karthikeyan (unpublished) 3.2
At 5°C (48 h) vs. <1 h - Avg. = —8%; Std. = 18% Karthikeyan (unpublished) 3.2
At 15°C (6 h) vs. 5°C - Avg. = +6%; Std. = 8% Karthikeyan (unpublished) 3.2
At 25°C (6 h) vs. 5°C - Avg. = +8%; Std. = 18% Karthikeyan (unpublished) 3.2
At 1-4°C (24 h) vs. 8 h - Avg. = —4%; Std. = 5% TCEQ (2008) 3.2
At 1-4°C (30h) vs. 8 h - Avg. = +1%; Std. = 5% TCEQ (2008) 3.2
At 1-4°C (48 h) vs. 8 h - Avg. = —2%; Std. = 6% TCEQ (2008) 3.2
At<10°C (6h)vs.0h - Avg.=+1%; Std.=16%  USEPA (2006b) 3.2
At<10°C (24 h)vs.0h - Avg. = —20%; Std.=42%  USEPA (2006b) 3.2

by Solo-Gabriele et al. (2000), Line et al. (2008), and Boyer and
Kucznska (2003) to determine the potential for cross contamina-
tion of samples. Because of potential contamination, Hathaway
et al. (2010) removed, washed, rinsed with deionized water, auto-
claved, and reinstalled all sample tubing between storm events.
This prompted additional study to quantify the contribution of
residual E. coli concentrations in autosampler tubing (Hathaway

et al., 2014). This study found little contamination in tubing after
seven days of dry conditions between events (<+1%), but higher
contamination within events with a 30 min sampling interval
(+2-6%). Similarly, studies such as Galfi et al. (2014) show the
potential for contamination when subsequent samples have highly
variable concentrations of E. coli. Galfi et al. (2014) also showed the
influence of sample tubing length on contamination, with longer
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Table 4
Uncertainty in laboratory E. coli sample analysis.

Laboratory analysis methodology Random uncertainty Systematic uncertainty  Reference Unc. Est. method
EPA 1103.1 (mTEC)

PBS® low level spike (1620-4670 CFU/100 ml) Avg. = +31.3%; Std.=15.7% - USEPA (2008) 2
PBS high level spike (1,620,000-4,670,000 CFU/100 ml) Avg. = +41.2%; Std. =42.5% - USEPA (2008) 2
CSO® unspiked (6-430,000 CFU/100 ml) Avg. =+23.5%; Std.=18.7% - USEPA (2008) 2
CSO spiked (51-8857 CFU/100 ml) Avg. = £29.4%; Std.=11.0% - USEPA (2008) 2
EPA 1603 (modified mTEC)

Multi-lab precision - disinfected wastewater spiked in lab ~ Avg. = +9.2 - USEPA (2006a) 1
Multi-lab precision - PBS spiked in lab Avg. =+6.9 - USEPA (2006a) 1
PBS low level spike (1620-4670 CFU/100 ml) Avg. = £30.5%; Std. =22.5% - USEPA (2008) 2
PBS high level spike (1,620,000-4,670,000 CFU/100 ml) Avg. =+30.3%; Std. =37.4% - USEPA (2008) 2
CSO unspiked (5-680,000 CFU/100 ml) Avg. = +28.0%; Std. = 16.5% - USEPA (2008) 2
CSO spiked (35-8189 CFU/100 ml) Avg. = £33.0%; Std. =27.5% - USEPA (2008) 2

Includes uncertainty contributed by field splitting
Test versus Bioball (24 CFU/100 ml)

Includes uncertainty contributed by lab splitting
Comparative Study to Method 1604

EPA 1604 (MI Agar)

Comparative Study to Method 1603
Single lab precision

Multi-lab precision

IDEXX Colilert

Avg. = +14%

Avg. =+10.5%

Avg. = £21%; Std. = 22% -
Avg. = +8%; Std. = 15%
Avg. = +19%; Std. = 26% -

Avg. = +8.2%; Std. = 7.3% -
Avg. = +5.1%; Std. = 3.8% -

Gregory et al. (2012, 2013) 3.3
- Gregory et al. (2012, 2013) 3.3
Wagner (unpublished) 33
- Brenner et al. (1993) 2

[\S)

- Brenner et al. (1993)
USEPA (2002) 2
USEPA (2002)

Conducted by manufacturer Avg. = +27% - IDEXX (2004) 1
Colilert 24 (4 groups of 5 reps, 3 sites, twice per site) Avg. = £22%; Std. = 15% - McCarthy et al. (2008) 2
Colilert-18 or -24 Avg. = +36%; Std. = 14% - TCEQ (2008) 2
Colilert-18 (conducted by method developer) Avg. = 9% - Noble et al. (2010) 2
Colilert-18 (conducted by independent laboratories) Avg. = +12% - Noble et al. (2010) 2
qPCR
qPCR with bead beating (conducted by method developer) Avg. = +32% - Noble et al. (2010) 2
qPCR with bead beating (conducted by authors) Avg. = +12% - Noble et al. (2010) 2
¢ PBS - Phosphate Buffered Saline.
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Fig. 1. E. coli concentrations taken simultaneously from the top and bottom of the water column (from McCarthy et al., 2008).

tubing showing higher levels of contamination. These studies con-
firm the importance of field QA/QC procedures when monitoring
indicator bacteria such as ensuring positive drainage from the tub-
ing between samples (i.e., ensure the tubing is sloped to allow
complete draining between sample events).

Another potentially large source of sample collection uncer-
tainty is sampling location relative to bridges with nesting birds.
Sampling immediately below bridges with high bird populations
can contribute >1000% systematic uncertainty according to
Pendergrass et al. (2015) and Wolfe (unpublished); however, this
uncertainty source was not included in the present analysis
because it would not occur in most sampling locations.

3.1.2. Sample preservation/storage

The uncertainty contributed by sample preservation/storage
typically receives considerable attention in quality assurance
efforts to reduce uncertainty in water quality data whether sam-
pling for nutrients (e.g., Kotlash and Chessman, 1998) or FIB
(McCarthy et al., 2008; Hathaway et al., 2010). Sample preserva-
tion and storage protocols may be even more critical for microbial

samples due to their transient nature and susceptibility to environ-
mental conditions (Crane and Moore, 1986).

Typical preservation procedures involve placing the sample on
ice after collection and transporting it to a refrigerator such that
storage time between collection and analysis is minimized to the
extent possible. For non-potable water compliance analyses, the
standard storage time between collection and processing is <8 h
with the sample held below 10°C during this period (APHA,
AWWA, and WEF, 1998). For non-compliance sampling, the stan-
dard hold time given by APHA, AWWA, and WEF (1998) is 24 h
with the sample held below 10 °C during storage. However, utiliz-
ing hold times longer than 8 h for fecal indicator bacteria is sup-
ported by studies such as Pope et al. (2003) and Selvakumar and
Borst (2006). Thus, numerous research studies have utilized 24 h
as a hold time threshold (e.g., Solo-Gabriele et al., 2000;
Characklis et al., 2005; Hathaway et al., 2010).

As logistical, economic, technical, and personnel barriers fre-
quently prevent short hold times, studies have been performed
to determine the changes in concentrations associated with vari-
ous hold time durations and conditions under which samples are
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held (Pope et al., 2003; Selvakumar and Borst, 2006). However,
many of these studies do not calculate or provide sufficient data
to determine the uncertainty related to sample preservation and
storage (e.g., Canteras et al, 1995; Medema et al., 1997).
Karthikeyan (unpublished data) showed that E. coli concentrations
increased an average of 15% in the first 2 h following collection, but
decreased from 3% to 17% for 3-48 h. Karthikeyan (unpublished
data) also showed slightly higher average uncertainty when sam-
ples were held at 25 °C compared to 15 °C (analyzed after 6 h). A
Texas Commission on Environmental Quality (TCEQ) study
(2008) showed small decreases in E. coli concentrations after
24h and 48 h relative to those after 8 h, but concentrations
increased slightly after 30 h. In a comparative study of E. coli con-
centrations determined after hold times of 6 h and 24 h, changes
after 6h ranged from -21% to +30% (Avg.=1%); however,
decreases occurred in most of the samples by 24 h (Avg. = —20%,
although one sample increased by 61%) (USEPA, 2006Db).

McCarthy et al. (2008) built upon this literature by testing the
uncertainty associated with samples stored outside in “environ-
mental conditions” for up to 24 h. McCarthy et al. (2008) deter-
mined that the number of hours a sample is stored in the field
was not statistically significant with an average random uncer-
tainty of +25%. However, when comparing holding times for sam-
ples stored in environmental conditions, McCarthy et al. (2008)
reported initial increases in E. coli concentrations (4 and 8 h) but
decreases after 24 h. Although preservation and storage does intro-
duce systematic uncertainty in measured E. coli concentrations, the
direction of that uncertainty is quite variable based on these
studies.

3.1.3. Laboratory analysis

Similar to sample preservation/storage, laboratory analysis is a
focal point in efforts to reduce measurement uncertainty in nutri-
ent (Jarvie et al., 2002) and FIB analyses. E. coli can be analyzed by
various methodologies, including both culture and genetic tech-
niques. Membrane filtration techniques are common for E. coli
analysis, utilizing such growth media as membrane thermotolerant
E. coli (mTEC), modified mTEC, or MI agar. Also increasingly com-
mon is the usage of the Defined Substrate Technology® present
in IDEXX's Colilert product due to its ease of use. Uncertainty in lit-
erature was found to vary based on three elements: analysis
methodology, concentration of E. coli in the sample, and
between-lab errors. Variability in analysis methodologies ranged
from 5% to 41%, with the least variability noted for MI agar being
processed by multiple laboratories (USEPA, 2002). The greatest
uncertainty involved utilizing the mTEC method to measure high
concentrations of E. coli added to Phosphate Buffered Saline
(1,620,000-4,670,000 CFU/100 ml) (USEPA, 2008). IDEXX Colilert
and the modified mTEC analyses showed similar uncertainty, vary-
ing from 9% to 36% and +8% to 33%, respectively (USEPA, 2006a;
IDEXX, 2004; McCarthy et al., 2008). MI Agar showed the least
average uncertainty (between +5% and 11%), while mTEC was typ-
ically the most uncertain (+24% to 41%). Finally, qPCR uncertainty
was similar to that of IDEXX Colilert and the modified mTEC
method based on a limited number of data points (+12-32% aver-
age uncertainty). Data from USEPA (2008) for both the mTEC and
modified mTEC methods also suggested that uncertainty is rela-
tively consistent despite differences in E. coli concentration.

Genetic based methodologies (qQPCR) were compared to mem-
brane filtration for enumeration of E. coli by Noble et al. (2010).
In this study, both the developer of the qPCR techniques and
microbiologists from a municipal public health laboratory (City
of Los Angeles) determined E. coli concentrations via both analysis
methodologies. Uncertainty was not consistently different among
the two methodologies, and the qPCR techniques did not show
substantially different variability from the culture techniques.

Wagner (unpublished data) and Gregory et al. (2012, 2013) split
samples to assess the uncertainty contributed by the EPA Method
1603 analytical procedure. The wuncertainty in Wagner
(unpublished data) samples averaged +19%, and the uncertainty
in Gregory et al. (2012, 2013) samples averaged +21%. It should
be kept in mind that these results are affected to some degree by
the uncertainty in obtaining two identical samples in the physical
process of field or lab splitting (subsampling). Thus, Gregory et al.
(2012, 2013) used a calibrated BioBall® to produce a known E. coli
concentration and thus directly evaluated the analytical uncer-
tainty associated with EPA 1603. The resulting analytical uncer-
tainty averaged 8%. As shown in the discussion of analytical
uncertainty and in Table 4, analysis of E. coli samples introduces
random uncertainty (equally likely to be positive or negative).

3.1.4. Comparison of uncertainty contributed by each procedural
category

As shown in Tables 4 and 5, sample collection contributed a
majority of both random and systematic uncertainty in many of
the data quality scenarios. The relatively large uncertainty in sam-
ple collection results mainly from vertical gradients and to some
degree horizontal gradients in E. coli concentrations within stream
cross-sections and to concentration differences over time (Table 2).
It is also important to recognize that aqueous bacteria samples are
heterogeneous suspensions. Unlike chemical constituents dis-
solved in solution, micro-organisms are not uniformly distributed
within a sample. Instead they tend to clump forming aggregates
with suspended clay particles and/or soluble and particulate
organic matter (Lind and Davalos, 1990). In turbid waters, clay-
organic matter aggregates are heavily colonized by bacteria whose
numbers and biomass increase with turbidity (Lind et al.,, 1992).
Suspended clay particles often carry the largest concentrations of
pathogenic bacteria (Kunkel et al., 2013). Laboratory evidence sug-
gests that bacteria are clustered to some degree, even within small
volume samples (Gale, 1996). The heterogeneous nature of bacte-
rial suspensions explains some of the extreme variation and uncer-
tainty observed in E. coli sampling and analysis.

Preservation/storage also introduced notable systematic uncer-
tainty in measured E. coli concentrations (Tables 5 and 6); how-
ever, the direction of the systematic shift varied (Table 3). Of the
data reported in USEPA (2006b), TCEQ (2008), McCarthy et al.
(2008), and Karthikeyan (unpublished), ~40% showed increases
in E. coli concentrations post collection, and ~60% showed
decreases. In spite of variability in the direction of systematic
uncertainty, there seemed to be a shift in holding time influence
that occurred in the 8-12 h time frame. For 2-12 h holding times,
the average systematic uncertainty was +3%, and 66% of the E. coli
concentrations increased during this time. In contrast, the average
systematic uncertainty was —10% for 24-48 holding times, and
88% of the concentrations decreased. Similar results to these
occurred when 2-8 h holding times were compared with 12-48 h.

The uncertainty in laboratory analysis was always random and
ranged from +8% for EPA 1604; to approximately +20% for EPA
1603, IDEXX Colilert, and gPCR; and to +31% for EPA 1103.1
(Table 4). As such, laboratory analysis typically contributed less
random uncertainty than did sample collection (Tables 5 and 6).
It is important to note that this study was not meant to compare
the quality of laboratory E. coli analysis techniques. Thus, these
results should not be used to justify the use of any method com-
pared to another. The number of studies, samples utilized in each
study, and conditions of each study performed to evaluate labora-
tory analysis methodologies varied, resulting in only preliminary
estimates of their associated uncertainty for use herein.

It should also be kept in mind, that the uncertainty estimates
presented in Tables 4 and 5 apply to general cases represented
by good, average, and poor data quality scenarios. In the absence
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Table 5

Random and systematic uncertainty in individual measured E. coli concentrations for various data quality scenarios and various sampling methods.

Integrated Near surface grab Automated
Good (%) Avg. (%) Poor (%) Good (%) Avg. (%) Poor (%) Good (%) Avg. (%) Poor (%)

Random uncertainty®
Sample collection
Sampling interval/timing 17 +23 +39 +7 123 +39 +7 23 +39
Horizontal gradient 15 +10 +20 +32 162 92 +32 162 192
Min. flow threshold +0 +0 +0 +0 +0 +0 +0 +0 +0
Subtotal for collection 19 +25 +44 +33 +66 +100 +33 +66 +100
Laboratory analysis
Analysis method 18 +20 +31 +8 120 +31 +8 +20 131
Total random uncertainty +12 +32 +54 +34 +69 +105 +34 +69 +105
Systematic uncertainty”
Sample collection
Vertical gradient 0 0 0 -1 -20 —254 +1 +20 +254
Within-event residual 0 0 0 0 0 0 +2 +3 +6
Between-event residual 0 0 0 0 0 0 0 0 0
Subtotal for collection 0 0 0 -1 -20 -254 +3 +23 +260
Preservation/storage
Storage-time, temp +3 -10 -10 +3 -10 -10 +3 -10 -10
Total systematic uncertainty +3 -10 -10 +2 -30 —264 +6 +13 +250

2 Random uncertainty was estimated with Eq. (4).

b Systematic uncertainty was estimated as the sum of individual sources of uncertainty.

Table 6
Random and systematic uncertainty in E. coli concentrations measured throughout runoff events (whole event sampling) for various data quality scenarios and various sampling
methods.
Integrated Near surface grab Automated
Good (%) Avg. (%) Poor (%) Good (%) Avg. (%) Poor (%) Good (%) Avg. (%) Poor (%)
Random uncertainty”
Sample collection
Sampling interval/timing 155 +71 +71 +39 155 +71 +7 +23 +39
Horizontal gradient 15 +10 +20 +32 162 +92 +32 +62 192
Min. flow threshold +0 +0 +0 +0 +0 +0 5 +10 +15
Subtotal for collection *55 +72 74 +50 +83 +116 +33 67 +101
Laboratory analysis
Analysis method +8 +20 +31 +8 +20 +31 +8 120 +31
Total random uncertainty 156 +74 +80 51 +85 +120 +34 +70 +106
Systematic uncertainty”
Sample collection
Vertical gradient 0 0 0 -1 -20 —254 +1 +20 +254
Within-event residual 0 0 0 0 0 0 +2 +3 +6
Between-event residual 0 0 0 0 0 0 +0.1 +0.1 +0.2
Subtotal for collection 0 0 0 -1 -20 —254 +3 +23 +260
Preservation/storage
Storage-time, temp +3 -10 -10 +3 -10 -10 +3 -10 -20
Total systematic uncertainty +3 -10 -10 +2 -30 —264 +6 +13 +240

4 Random uncertainty was estimated with Eq. (4).

b Systematic uncertainty was estimated as the sum of individual sources of uncertainty.

of project-specific uncertainty data, these results can serve as rea-
sonable estimates for E. coli concentrations measured in field run-
off and streamflow from small watersheds; however, if available
project-specific uncertainty estimates should be utilized to the
extent possible.

3.2. Comparison of uncertainty associated with each sampling method

The random and systematic uncertainty contributed by each
sampling method varied considerably. For integrated sampling,
no systematic uncertainty is introduced by sample collection
(Tables 5 and 6) because this method collects the sample through-
out the stream cross-section and thus minimizes the influence of

vertical and horizontal gradients in E. coli concentrations. Inte-
grated sampling produces the best measurement of E. coli concen-
trations for individual samples (Fig. 2) contributing random
uncertainty ranging from +12% to +54% for good to poor data qual-
ity scenarios (Table 5). This method does, however, introduce more
random uncertainty for whole event sampling because the substan-
tial time required for personnel to collect a single sample makes it
difficult to collect frequent samples (Table 6). In other words, inte-
grated sampling effectively captures cross-sectional concentration
variability for individual samples but is not typically able to capture
temporal variability, especially at multiple sampling sites.

For near surface grab sampling, which is commonly used to col-
lect E. coli samples, both the random and systematic uncertainty
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contributed by sample collection increases substantially for the
average and poor scenarios (Tables 5 and 6, Fig. 2). This potential
large increase in uncertainty results from the difficulty of capturing
cross-sectional concentration gradients with a single grab sample.
With this method it is also difficult for staff to be onsite to collect
samples throughout runoff events such that temporal variability is
sufficiently captured; therefore, the uncertainty is higher for event
sampling than for individual measurements.

Automated sampling produces the lowest uncertainty when
samples are collected throughout runoff events to determine the
event mean (Table 6, Fig. 2), which is logical as automated sam-
plers were developed for this purpose and thus best capture tem-
poral variability. However, automated sampling, like grab
sampling, is not able to capture the variability in E. coli concentra-
tions in stream cross-sections (Quilliam et al., 2011), although
modifications have been developed to reduce the influence of ver-
tical stratification (e.g., Selbig et al., 2012). Whereas grab sampling
underestimates sediment and E. coli concentrations because sam-
ples are typically collected near the surface, sample intakes of
automated samplers are often mounted near the bottom of chan-
nels, thus overestimating sediment and E. coli concentrations. This
difference can be clearly seen in Fig. 2 for the average and poor

Collection of Individual Sample

scenarios. The substantial increase in uncertainty contributed by
sample collection in the average and poor scenarios supports pre-
vious recommendations of the importance of site selection when
utilizing automated sampling (e.g., Harmel et al., 2006a).

3.3. Comparison of uncertainty in E. coli concentrations relative to
other water quality constituents

Harmel et al. (2006b) published the following estimates of
uncertainty, which apply to typical “average” conditions and sam-
ple collection throughout storm events with an autosampler: Q
(£10%); total suspended sediment (+15%); NOs-N, NH4-N, and
PO,4-P (x14-30%); total N and total P (¥27-29%). Based on the pre-
sent research, the random uncertainty associated with E. coli con-
centrations was greater than that of flow as well as sediment,
and nutrient concentrations (Fig. 3). For E. coli concentrations,
the uncertainty for the average scenario was +70% and ranged from
+34% to +106% for the good and poor scenarios. However, with
careful attention to proper QA/QC and selection of good sampling
sites (e.g., well-mixed, small streams), the +33% average uncer-
tainty of McCarthy et al. (2008) and the +34% uncertainty of the

Collection of Samples throughout Runoff Event
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Fig. 2. Random and systematic uncertainty assuming a true E. coli concentration of 100 CFU/100 mL (errors bars represent random uncertainty, and the - or + value indicates
the direction and magnitude of the shift due to systematic uncertainty) for: (a) integrated sampling, (b) near surface grab sampling, and (c) automated sampling.
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Fig. 3. Total random uncertainty ranges for flow and sediment, N, P, and E. coli
concentrations (the whiskers represent the maximum and minimum for the typical
data quality scenario and the black dot represents the average for the typical data
quality scenario).

“good” data quality scenario in the present study are readily
achievable (Fig. 3).

In the absence of project specific uncertainty estimates, the pre-
sent results can be used to establish reasonable estimates for
uncertainty introduced by sample collection, sample preserva-
tion/storage, laboratory analysis and for the resulting measured
E. coli concentrations. However, the reader is encouraged to apply
uncertainty estimates that correspond to specific data sets, if that
information is available.

4. Conclusions

e The reduction of random and systematic uncertainty in E. coli
concentrations measured with manual integrated sampling is
an important result; however, it applies only to individual mea-
surements such as commonly taken in periodic or routine sam-
pling programs. In contrast, when E. coli data are collected
throughout runoff events to determine the event mean, auto-
mated sampling typically produces the lowest uncertainty.

e The sample collection procedural category contributed the
highest amount of uncertainty in all data quality scenarios
due to the presence of vertical and horizontal gradients in
E. coli concentrations. Various collection methodologies employ
either fixed or distributed sampling locations and are thus
biased depending on the strength and direction of these
gradients.

o The total random uncertainty associated with E. coli concentra-
tions for the average scenario was +70% and ranged from +34%
to +106% for the good and poor scenarios, which is larger than
generally associated with flow and concentrations of sediment
and nutrients. However, uncertainty can be readily reduced to
+33-34% with careful attention to QA/QC and selection of good
sampling sites (e.g., well-mixed, small streams).

4.1. Gaps in scientific knowledgebase

Several issues related to E. coli sampling are not well under-
stood and warrant further study to support improved data collec-
tion methodology; these include:

e Sampling immediately downstream of bridges with nesting
birds. Additional study is needed to improve understanding of
the magnitude, frequency of occurrence, and spatial differences
and supplement information provided by Pendergrass et al.

(2015), Karthikeyan (unpublished), and Wolfe (unpublished);
however, the potential for significant increases in E. coli concen-
trations immediately downstream of bridges with nesting birds
should be carefully weighed when determining sampling
locations.

e Conditions under which E. coli concentrations increase or
decrease in water samples after sample collection.

o Differences in the magnitude of within event cross-sectional
variability and temporal variability.

o Influence of sampling interval, minimum flow threshold, and
the use of refrigerated samplers.

e Vertical and horizontal gradients of E. coli concentrations in
streams and the degree to which these gradients are affected
by flow conditions (laminar vs. turbulent).

Acknowledgments

The continued support by the Texas State Soil and Water Con-
servation Board in related projects to better understand bacteria
fate and transport and mitigate its negative impacts is appreciated.

USDA is an equal opportunity employer and provider.

References

American Public Health Association, American Water Works Association, and Water
Environment Federation (APHA, AWWA, and WEF), 1998. Standard Methods for
the Examination of Water and Wastewater, 20th ed. American Public Health
Association, Alexandria, VA.

Beven, K., 2006. On undermining the science? Hydrol. Process. 20, 3141-3146.

Boyer, D.G., Kuczynska, E., 2003. Storm and seasonal distributions of fecal coliforms
and cryptosporidium in a spring. ]. Am. Water Resour. Assoc. 39 (6), 1449-1456.

Brenner, K.P., Rankin, C.C., Roybal, Y.R., Stelma Jr., G.N., Scarpino, P.V., Dufour, A.P.,
1993. New medium for the simultaneous detection of total coliforms and
Escherichia coli in water. Appl. Environ. Microbiol. 59 (11), 3534-3544.

Characklis, G.W., Dilts, M.J., Simmons III, 0.D., Likirdopulos, C.A., Krometis, L.H.,
Sobsey, M.D., 2005. Microbial partitioning to settleable particles in stormwater.
Water Res. 39, 1773-1782.

Canteras, J.C., Juanes, J.A., Pérez, L., Koev, K.N., 1995. Modelling the coliforms
inactivation rates in the Cantabrian Sea (Bay of Biscay) from in situ and
laboratory determinations of Tgo. Water Sci. Technol. 32 (2), 37-44.

Crane, S.R., Moore, J.A., 1986. Modeling enteric bacterial die-off: a review. Water,
Air, Soil Poll. 27, 411-439.

Daly, E., Kolotelo, P., Schang, C., Osborne, C.A., Coleman, R., Deletic, A., McCarthy, D.
T., 2013. Escherichia coli concentrations and loads in an urbanised catchment:
the Yarra River, Australia. J. Hydrol. 497, 51-61.

Gale, P., 1996. Developments in microbiological risk assessment models for
drinking water - a short review. J. Appl. Bacteriol. 81, 403-410.

Galfi, H., Nordqvist, K., Sundelin, M., Blecken, G.-T., Marsalek, J., Viklander, M., 2014.
Comparison of indicator bacteria concentrations obtained by automated and
manual sampling of urban storm-water runoff. Water Air Soil Poll. 225, 2065.
http://dx.doi.org/10.1007/s11270-014-2065-z.

Garcia-Armisen, T., Touron, A., Petit, F., Servais, P., 2005. Sources of Faecal
Contamination in the Seine Estuary (France). Estuaries 28 (4), 627-633.

Ging, P., 1999. Water-Quality Assessment of South-Central Texas: Comparison of
Water Quality in Surface-Water Samples Collected Manually and by Automated
Samplers. USGS Fact Sheet FS-172-99. Washington, DC: USGS.

Gregory, L., Casarez, E., Truesdale, J., DiGiovanni, G., Owen, T., Wolfe, J., 2013.
Bacterial Source Tracking to Support the Development and Implementation of
Watershed Protection Plans for the Lampasas and Leon River - Lampasas River
Watershed Final Report. TSSWCB Project 10-52.

Gregory, L., Casarez, E., Truesdale, ]., DiGiovanni, G., Owen, T., Wolfe, ]., 2012.
Bacterial Source Tracking to Support the Development and Implementation of
Watershed Protection Plans for the Lampasas and Leon River - Leon River
Watershed Final Report. TSSWCB Project 10-51.

Harmel, R.D., Slade, R.M., Haney, R.L., 2010. Impact of sampling techniques on
measured storm water quality data for small streams. J. Environ. Qual. 39 (4),
1734-1742.

Harmel, R.D., Smith, D.R., King, KW., Slade, R.M., 2009. Estimating storm discharge
and water quality data uncertainty: a software tool for monitoring and
modeling applications. Environ. Model. Softw. 24, 832-842.

Harmel, R.D., Smith, P.K., 2007. Consideration of measurement uncertainty in the
evaluation of goodness-of-fit in hydrologic and water quality modeling. J.
Hydrol. 337, 326-336.

Harmel, R.D., King, KW., Haggard, B.E., Wren, D.G., Sheridan, ].M., 2006a. Practical
guidance for discharge and water quality data collection on small watersheds.
Trans. ASABE 49 (4), 937-948.


http://refhub.elsevier.com/S0022-1694(16)00058-5/h0005
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0005
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0005
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0005
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0010
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0015
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0015
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0025
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0025
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0025
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0030
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0030
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0030
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0035
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0035
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0035
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0035
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0040
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0040
http://refhub.elsevier.com/S0022-1694(16)00058-5/h9000
http://refhub.elsevier.com/S0022-1694(16)00058-5/h9000
http://refhub.elsevier.com/S0022-1694(16)00058-5/h9000
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0050
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0050
http://dx.doi.org/10.1007/s11270-014-2065-z
http://refhub.elsevier.com/S0022-1694(16)00058-5/h9005
http://refhub.elsevier.com/S0022-1694(16)00058-5/h9005
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0075
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0075
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0075
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0080
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0080
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0080
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0085
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0085
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0085
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0090
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0090
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0090

R.D. Harmel et al./Journal of Hydrology 534 (2016) 524-533 533

Harmel, R.D., Cooper, R]., Slade, R.M., Haney, R.L., Arnold, ].G., 2006b. Cumulative
uncertainty in measured streamflow and water quality data for small
watersheds. Trans. ASABE 49 (3), 689-701.

Harmel, R.D., King, KW., 2005. Uncertainty in measured sediment and nutrient flux
in runoff from small agricultural watersheds. Trans. ASAE 48 (5), 1713-1721.

Harmel, R.D. King, KW., Wolfe, J.E., Torbert, H.A., 2002. Minimum flow
considerations for automated storm sampling on small watersheds. Texas J.
Sci. 54 (2), 177-188.

Hathaway, J.M., Hunt, W.F., Guest, R.M., McCarthy, D.T., 2014. Residual indicator
bacteria in autosampler tubing: a field and laboratory assessment. Water Sci.
Technol. 69 (5), 1120-1126.

Hathaway, J.M., Hunt, W.F., Simmons III, 0.D., 2010. Statistical evaluation of factors
affecting indicator bacteria in urban storm-water runoff. J. Environ. Eng. 136
(12), 1360-1368.

Hession, W.C., Storm, D.E., Haan, C.T., Reckhow, K.H., Smolen, M.D., 1996. Risk
analysis of total maximum daily loads in an uncertain environment using
EUTROMOD. ]. Lake Reservoir Manage. 12 (3), 331-347.

Ibekwe, A.M., Lesch, S.M., Bold, R.M., Leddy, M.B., Graves, A.K., 2011. Variations of
indicator bacteria in a large urban watershed. Trans. ASABE 54 (6), 2227-2236.

IDEXX Laboratories, 2004. Quanti-Tray/2000 MPN Table with 95% Confidence
Limits. IDEXX Laboratories, Maine, USA.

Jarvie, H.P., Withers, PJ.A., Neal, C., 2002. Review of robust measurement of
phosphorus in river water: sampling, storage, fractionation, and sensitivity.
Hydrol. Earth Syst. Sci. 6 (1), 113-132.

Karthikeyan, R., unpublished data.

King, KW., Harmel, R.D., 2003. Considerations in selecting a water quality sampling
strategy. Trans. ASAE 46 (1), 63-73.

Kotlash, A.R., Chessman, B.C., 1998. Effects of water sample preservation and
storage on nitrogen and phosphorus determinations: implications for the use of
automated sampling equipment. Water Res. 32 (12), 3731-3737.

Kunkel, E.A., Privette, C.V., Sawyer, C.B., Hayes, J.C., 2013. Attachment of Escherichia
coli to fine sediment particles within construction sediment basins. Adv. Biosci.
Biotechnol. 4, 407-414.

Lind, O.T., Doyle, R.D., Vodopich, D.S., Trotter, B.G., 1992. Clay turbidity: regulation
of phytoplankton production in a large, nutrient-rich tropical lake. Limnol.
Oceanogr. 37, 549-565.

Lind, O.T., Davalos, L.O., 1990. Clay, dissolved organic matter, and bacterial
interactions in two reservoirs. Archiv. Hydrobiol. 34, 119-125.

Line, D.E., White, N.M., Kirby-Smith, W.W., Potts, ].D., 2008. Fecal coliform export
from four coastal North Carolina areas. J. Am. Water Resour. Assoc. 44 (3), 606-
617.

Martin, G.R., Smoot, J.L., White, K.D., 1992. A comparison of surface-grab and cross-
sectionally integrated stream-water-quality sampling methods. Water Environ.
Res. 64 (7), 866-876.

McCarthy, D.T., Deletic, A., Mitchell, V.G., Fletcher, T.D., Diaper, C., 2008.
Uncertainties in stormwater E. coli levels. Water Res. 42, 1812-1824.

Medema, G.J., Bahar, M., Schets, F.M., 1997. Survival of Cryptosporidium parvum,
Escherichia coli, faecal enterococci, and Clostridium perfringens in river water:
influence of temperature and autochthonous microorganisms. Water Sci.
Technol. 35 (11-12), 249-252.

Miller, P.S., Mohtar, R.H., Engel, B.A., 2007. Water quality monitoring strategies and
their effects on mass load calculation. Trans. ASABE 50 (3), 817-829.

Miller, P.S., Engel, B.A., Mohtar, R.H., 2000. Sampling Theory and Mass Load
Estimation from Watershed Water Quality Data. ASAE paper no. 003050, ASAE,
St. Joseph, Mich.

Noble, R.T., Blackwood, A.D., Griffith, ]J.F., McGee, C.D., Weisberg, S.B., 2010.
Comparison of rapid quantitative PCR-based and conventional culture-based
methods for enumeration of Enterococcus spp. and Escherichia coli in
recreational waters. Appl. Environ. Microbiol. 76 (22), 7437-7443.

Pendergrass, D., McFarland, A., Hauck, L., 2015. Instream bacteria influences from
bird habitation of bridges. J. Amer. Water Resources Assoc. 51 (6), 1519-1533.

Pope, M.L., Bussen, M., Feige, M.A., Shadix, L., Gonder, S., Rodgers, C., Chambers, Y.,
Pulz, J., Miller, K., Connell, K., Standridge, ]., 2003. Assessment of the effects of
holding time and temperature on Escherichia coli densities in surface water
samples. Appl. Environ. Microbiol. 69 (10), 6201-6207.

Quilliam, R.S., Clements, K., Duce, C., Cottrill, S.B., Malham, S.K., Jones, D.L., 2011.
Spatial variation of waterborne Escherichia coli - implications for routine water
quality monitoring. ]. Water Health 9, 734-737.

Rode, M., Suhr, U., 2007. Uncertainties in selected river water quality data. Hydrol.
Earth Syst. Sci. 11, 863-874.

Selbig, W.R., Cox, A., Bannerman, R.T., 2012. Verification of a depth integrated
sample arm as a means to reduce stratification in urban stormwater sampling. J.
Environ. Monit. 14 (4), 1138-1144.

Selvakumar, A., Borst, M., 2006. Variation of microorganism concentrations in urban
stormwater runoff with land use and seasons. J. Water Health 4 (1), 109-124.

Solo-Gabriele, H.M., Wolfert, M.A., Desmarais, T.R., Palmer, CJ., 2000. Sources of
Escherichia coli in a coastal subtropical environment. Appl. Environ. Microbiol.
66, 230-237.

Taylor, B.N., Kuyatt, C.E, 1994. Guidelines for Evaluating and Expressing the
Uncertainty of NIST Measurement Results. Technical note 1297, National
Institute of Standards and Technology, USA.

TCEQ, 2008. E. coli Holding Time Study Report. Texas Commission on Environmental
Quality, Austin, TX.

Topping, J., 1972. Errors of Observation and Their Treatment, fourth ed. Chapman
and Hall, London, U.K..

Traister, E., Anisfeld, S.C., 2006. Variability of indicator bacteria at different time
scales in the Upper Hoosic River Watershed. Environ. Sci. Technol. 42 (16),
4990-4995.

USEPA, 2014. National Summary of Impaired Waters and TMDL Information.
<http://iaspub.epa.gov/waters10/attains_nation_cy.control?p_report_type=T>
(accessed April 2014).

USEPA, 2008. Results of the interlaboratory testing study for the comparison of
methods for detection and enumeration of enterococci and Escherichia coli in
Combined Sewer Overflows (CSOs). EPA-821-R-08-006, Environmental
Protection Agency, Office of Water, Washington, DC.

USEPA, 2006a. Method 1603: Escherichia coli (E. coli) in Water by Membrane
Filtration Using Modified Membrane-Thermotolerant Escherichia coli Agar
(Modified mTEC). EPA-821-R-06-011, Environmental Protection Agency, Office
of Water, Washington, DC.

USEPA, 2006b. Assessment of the Effects of Holding Time and Enterococci
Concentrations in Fresh and Marine Recreational Waters and Escherichia coli
Concentrations in  Fresh  Recreational =~ Waters. EPA-821-R-06-019,
Environmental Protection Agency, Office of Water, Washington, DC.

USEPA, 2003. Managing Urban Watershed Pathogen Contamination. EPA/600/R-03/
111.

USEPA, 2002. Method 1604: Total Coliforms and Escherichia coli in Water by
Membrane Filtration Using a Simultaneous Detection Technique (MI Medium).
EPA-821-R-02-024, Environmental Protection Agency, Office of Water,
Washington, DC.

USEPA, 1986. Ambient Water Quality Criteria for Bacteria - 1986. EPA 440/5-84-
002, Office of Water, Washington, DC.

Whitman, R.L., Nevers, M.B., 2008. Summer E. coli patterns and responses along 23
Chicago beaches. Environ. Sci. Technol. 42 (24), 9217-9224.

Whitman, R.L, Nevers, M.B., 2004. Escherichia coli sampling reliability at a
frequently closed Chicago beach: monitoring and management implications.
Environ. Sci. Technol. 38 (16), 4241-4246.

Wagner, K.L.,, unpublished data.

Wolfe, J., unpublished data.


http://refhub.elsevier.com/S0022-1694(16)00058-5/h0095
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0095
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0095
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0100
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0100
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0105
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0105
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0105
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0110
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0110
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0110
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0115
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0115
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0115
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0120
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0120
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0120
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0125
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0125
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0130
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0130
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0135
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0135
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0135
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0145
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0145
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0150
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0150
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0150
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0155
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0155
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0155
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0160
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0160
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0160
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0165
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0165
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0170
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0170
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0170
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0175
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0175
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0175
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0180
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0180
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0185
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0185
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0185
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0185
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0190
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0190
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0200
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0200
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0200
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0200
http://refhub.elsevier.com/S0022-1694(16)00058-5/h9010
http://refhub.elsevier.com/S0022-1694(16)00058-5/h9010
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0210
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0210
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0210
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0210
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0215
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0215
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0215
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0220
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0220
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0225
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0225
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0225
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0230
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0230
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0235
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0235
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0235
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0250
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0250
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0255
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0255
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0255
http://iaspub.epa.gov/waters10/attains_nation_cy.control?p_report_type=T
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0295
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0295
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0300
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0300
http://refhub.elsevier.com/S0022-1694(16)00058-5/h0300

	Uncertainty in monitoring E.&blank;coli concentrations in streams �and stormwater runoff
	1 Introduction
	2 Materials and methods
	2.1 Compilation of uncertainty data
	2.2 Estimation of uncertainty in each procedural category and in measured E.&blank;coli concentrations

	3 Results and discussion
	3.1 Compilation of E.&blank;coli uncertainty data
	3.1.1 Sample collection
	3.1.2 Sample preservation/storage
	3.1.3 Laboratory analysis
	3.1.4 Comparison of uncertainty contributed by each procedural category

	3.2 Comparison of uncertainty associated with each sampling method
	3.3 Comparison of uncertainty in E.&blank;coli concentrations relative to other water quality constituents

	4 Conclusions
	4.1 Gaps in scientific knowledgebase

	Acknowledgments
	References


