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Abstract

Improved microstructural imaging and characteriwaiethods have recently opened the
door for quantitative evaluation of microstructugssuch functional materials as solid oxide
fuel cell and battery electrodes and compositesgasiration membranes. Accurate quantitative
characterization of these structures relies oncivecept of a representative volume element
(RVE) to provide a sufficiently large sample to diatistically representative of the material. In
Part 1 of this work, several models were descrittedletermine the RVE size for several
common microstructural properties: volume fractiparticle size, and network contiguity. In
this work, extensive synchrotron x-ray nanotomofpyapnaging of a multiphase composite gas
separation membrane is used to provide an expet@neoamparison to the model predictions.
Results suggest that the models provide a reasorastimate of RVE size, and can serve as a

starting point for researchers planning imaging emaracterization experiments.

1. Introduction to Experimental RVEs
Numerous experimental studies have aimed to dyaati RVE size for material
characterization. Frequently, the evaluation dbree-independence is performed after imaging

either by altering the analysis volume or splittthg total sample volume into numerous smaller



sub-volumes and analyzing the distribution of cb@mazation results. Several such studies are
briefly described here to provide context for tlodldwing discussion of the characterization
performed in this work. Shearirjal. used x-ray tomography to examine the microstrectdr

a graphite electrode for a lithium-ion battery.[After imaging, the domain was sub-divided into
a number of smaller sub-volumes of different siesnalyze the variation in properties. An
RVE was defined when the standard deviation of ltesat a given size was considered
adequately small, although this criteria was nqtliekly defined. In this manner the authors
determined an RVE size for specific surface areactur for a volume of 43x60x60 microns,
and for tortuosity to be at least as large as tieeesample, 43x348x478 microns. Although not
stated in the paper, the mean particle size vigagpears to be about 20-30 microns based on a
3-D rendering.

Metcalfe et al. used a simulation approach to generate and anayzetures of
composite solid oxide fuel cell electrodes.[2] Tdreup was most interested in the triple phase
boundary length (TPBL), and defined an RVE as &gstvhen less than 3% variation existed
amongst replicate volumes of the same ratio of ,porec, and electronic phases. Such a criteria
was used to determine a cubic RVE volume of L*=Wdere L* is defined below in Eq. 1.
Measurements of the effective TPBL based on onffigoous structures were also performed at
a single composition and provided similar result§he authors also acknowledged that
significant variations of the effective TPBL coutdist when one of the composite’s phases is
near its percolation threshold, increasing the s&agy size of the RVE.

Lombardoet al. used x-ray nanotomography to evaluate a varietproperties for a
composite SOFC anode composed of nickel and wtabHized zirconia (YSZ).[3] The

approach evaluated a single cube for several diftevalues of L*, and defined an RVE when



the characterization results did not vary signifita between successive L* sizes. Such an
approach can suffer from a dependence on the gtepstween successive L*, especially if the
step is made small, and does not rigorously ewaluaplicate sub-volumes for each L*.
Nonetheless, large YSZ particles were found to eaugnificant fluctuations in the results for
low values of L*, and it was concluded that padisize distribution, tortuosity, and properties
involving the YSZ phase required the largest RVEisgxcess of roughly L*~6.

Laurencinet al. also used x-ray tomography to study Ni-YSZ, buedus slightly
different imaging procedure capable only of distishing solid from pore.[4] A large total
volume was imaged, which was split into numerouallensub-volumes to analyze the variation
in porosity and tortuosity for different sub-volunseze. For both properties, an RVE was
obtained for L*=14.6 based on sufficiently smaltiation of results.

Jooset al. used FIB-SEM imaging to characterize an SOFC chkghoonsisting of a
porous solid phase of uniform composition.[5] Timaged volume was split into 3 smaller sub-
volumes and characterized in terms of porosityutmity, and specific surface area. The size of
the 3 sub-volumes was varied and RVE size wasmeéted based on the variations between the
sub-volumes as well as the results for differeft-golume sizes. It was reported that the
porosity and tortuosity of the pore phase couldrsasured using a volume of 5.25x5.25x10
microns, while measuring tortuosity of the solicapl required 5.25x5.25x20 microns. An RVE
for specific surface area was not conclusive ase¢kalts showed variation even at the largest
sub-volume sizes. The solid particle size is reggbtd be about 0.5 microns.

Rolland du Roscoadt al. and Gelbet al. each used x-ray tomography to examine the
microstructures of paper and shale, respectiveR).pach of the authors sub-divided their entire

imaged volume into sets of smaller volumes of egeanf sizes. The variation of properties



measured on replicate volumes of a common sizeielisas a required level of precision, were
used to determine an appropriate representativemelsize for porosity (Rolland du Roscoat
and Gelb) and specific surface area (Rolland duc&d¥ The materials examined by these
authors are much different than the particle-likenposites considered in this work, but are
mentioned because the overall experimental apprizacéry similar to that which is employed

in the following sections of this paper.

2. X-ray Nanotomography Imaging

Composite oxygen separation membranes were fabdicasing the same starting
materials and general fabrication process as dextrin previous work.[8] The membranes
consist of an oxygen ion-conducting gadolinium-dbperia (CgsGdy0,, GDC) phase and an
electron conducting cobalt iron oxide (CeBg CFO) phase. The previous work also revealed
an additional solid phase, denoted GFCC (suspefuadula G@ 37L& 07800077 .470x),
which emerges during high temperature sinteringhim membrane fabrication process. The
same sample preparation and imaging proceduresuwserkin this work to examine membranes
fabricated under 5 sets of processing conditiomg, 6f which are listed below:
1) 50/50 GDC-CFO ratio, sintered at 1300°C foo2ris
2) 60/40 GDC-CFOQ ratio, sintered at 1300°C foroRis
3) 80/20 GDC-CFO ratio, sintered at 1300°C foroRis
4) 80/20 GDC-CFO ratio, sintered at 1300°C foohis

The fifth set of conditions (80/20 GDC-CFO ratgintered at 1400°C for 2 hours)
produced samples with very large feature sizes eoedp to the other four conditions.

Presumably this is due to the higher sintering terafure, and is an area of ongoing



investigation. Because of the large features, twemography measurements could only be
performed on samples containing a small numberiofastructural features. This comparison

of length scales can be cast in terms of a dimafess cubic sample edge length
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In Eq. 1, the size of a cubic sample is scaleddmescharacteristic particle size of the material,
as chosen by the researcher. The concept of acleais used as an abstraction in this work to
represent feature sizes in the material, and wealldiscussed further in application to this
particular experimental work in section 3. In thght, the membranes produced under the fifth
set of processing conditions correspond roughlgamples of size L*=1 or 2. Therefore, the
samples are certainly too small to provide repriedée volumes, and are omitted from this
study.

Three cylindrical samples of each of the other forocessing condition were prepared
by FIB-SEM milling followed by x-ray nanotomographsaging performed at the Stanford
Synchrotron Radiation Lightsource (SSRL, beamlirfgcand the National Synchrotron Light
Source (NSLS, beamline X8C).[3] The size of thepared cylinders was approximately 10
microns in diameter and 15 microns in height. T8 was chosen so that the sample would
both provide partial transmission of the x-ray besswell as remain within the microscope field
of view, however does not guarantee that volumepeddence will be achieved with that size.
As in the previous work, nanotomography was perémtrmapanning the Fe k-edge and G4 L
edge to map GDC, CFO, GFCC, and pore phases. i beamlines, a zone plate lens
providing 30 nm spatial resolution was used. Mscape configuration and imaging parameters
were similar for each sample, but slight adjustrmemtre made according to the capabilities of

the particular beamline. For example, when expental time was constrained, imaging was



performed at the 3 energy levels used previoudl907 7200, and 7280 eV. But when time was
not a factor, such as due to the shorter expoguestrequired per image at SSRL, tomography
could be performed at 4 energy levels to more pedgispan each of the absorption edges: 7095,
7130, 7230, and 7260 eV.

The image processing for each sample was performiged same fashion as the previous
work. The data sets were reconstructed usingexdd back-projection algorithm, and contrast
across the absorption edges was used to geneeats &g a watershed segmentation algorithm
implemented in MATLAB. The output of the watershisd3-D digitized structures with the

phases denoted by an integer label of 1, 2, 3,aor & Cartesian grid.

3. Statistical Characterization Approach

Testing the existence of an experimental RVE megusampling random and independent
cubic sub-volumes of the material and observing theaation in properties among them.
Because each cylindrical GDC-CFO sample was esmaftom a random location on the
membrane, each selected sub-volume from withincyfieder can also be considered random.
But particular attention must be paid to ensure pasnare also independent. Two cubic
volumes which overlap or share a common planar dauynwill not be independent, particularly
for the measurement of contiguity which is stronghfluenced by the geometry at the
boundary. To avoid such a scenario, it is usefulléfine a separation distance, specific to the
particular material, at which microstructural faaiat two locations are not correlated. For this

purpose, we introduce a definition of covarianckiclv in the x-direction is written as[4,9]

K, (h) =V1j|(x,h,y, 2V @)



1 if k(x,y,z)=k(x+h,y,z)
0 if k(x,y,z)zk(x+h,y,z)

where I(x,h,y,z)={

The variablek is used to denote the digitized volume, which ams integer labels for
each phase. The variabbes/, andz denote spatial coordinates of a given voxel withiandh
denotes the offset of the volurkeelative to itself. | is a logical variable denoting whether or
not a particular voxel ik contains the same phase as the voxdl spatially offset (in the x-
direction, in this case) by the distariteTo evaluate Eq. 2, a cubic volume of materiahated
k, is extracted from the segmented data set. (foptrposes of determining the covariance, the
largest possible cube is taken from the recongidudata as to include as much material, and
therefore produce as accurate a measurement, siblpds The covarianck of the cube with
itself, as a function of the offset distanbe gives a measure of the scale over which the

microstructural features are correlated. A typresiult applying Eq. 2 to a sample in this study

is shown in Fig. 1(a).

At smallh, a structure is highly correlated with itself, &0ds close to a value of 1. As
increases, the correlation decreases and asympmtdse limit of the sum of the volume

fractions of each phase squared, as in Eq. 3.
lim(h - ), K, (h)=>¢ -
i

The asymptotic limit indicates uncorrelated stuoes, and can be used to define a
correlation length. For each offset step h, theadance in the X, y, and z directions can be
averaged to produce an average covariange Khis is only appropriate for isotropic structire
in which the curves in the x, y, and z directions similar. For anisotropic structures, the three

directions will produce distinctly different curyeand such an operation would not be valid. No



clear anisotropy was observed for any of the sasnpléhis work. Following the definition used
by Laurencin et al., the correlation length is defl as the offsdt* at which the covariance is

within 5 percent of its asymptotic value,[4]

Kave(h*) - sz
ZC”.Z < 005 (4)

It should be noted that the method outlined aliovéetermine the correlation length is,
in itself, subject to the RVE volume independenoacept. Therefore we arrive at a case of
circular logic: the correlation length is being dsa a process to help determine the RVE size
for a number of other properties, but the correfatength itself cannot be rigorously calculated
without knowing the RVE size. While this is true,practice it has not been a significant issue
for two reasons. First of all, the definition ajreelation length in Eq. 4 is somewhat arbitrary
and should be seen as an approximation. It is tre@agive an estimate of the length scale
characterizing the structure. Secondly, it is¢gy clear when not enough material is available
for Eq. 2 to produce meaningful results. This baen illustrated in Fig. 1(b). Whereas the
covariograms in Fig. 1(a) display the expected bieinaand asymptote to a common value, this
is not the case in Fig. 1(b). It can be seentti@aicovariance in the x, y, and z directions is not
similar, and more significantly they do not seemasymptote towards the expected limit. This
behavior occurs when the cube is small comparéhetsize of the microstructural features, and
indicates not enough of these features have berpled to provide a meaningful covariogram
and correlation length. This has been observegainicular for the samples of processing
condition #5, which were not analyzed any furtimethis work.

Once the correlation lengtht is known, it defines the minimum spatial separati

which two points can be considered independenighlering particles, the centers of which are



separated by an average distalmteare therefore considered independent, consistiémearlier
modeling assumptions. Likewise, neighboring cumtumes used for analysis must also be
separated by this distant® so their boundaries do not share the same voxelspeoduce
dependent results. The tomography data, consisiémthe shape of the FIB-prepared samples,
are cylindrical and due to imperfect mounting & ttylinders on the pin during the preparation
process are frequently tilted relative to the Gaate grid, creating oblique cylinders. A simple
geometric search routine has been written in MATLIARIetermine the number and locations of
cubes of a given size L* that can be extracted fwathin the constraints of the sample geometry
and the required cube separation distante Logically, the number of cubes that can be
extracted depends on both L* ahtl This procedure can be repeated for differenireléd *
using the same tomography data and siatmeThe results of the cube extraction routine oo t
different cube sizes are shown in Fig. 2. Notdest the RVE concept, each cube will only be
compared to others of the same L*, therefore cubetifferent sizes may re-sample the same
data.

The largest cube that could be extracted from s@asiples was 7 microns on a side. The
authors acknowledge that a 7 micron cube may neayd be large enough to provide
representative measurements, and this will be exglo the following sections. Throughout
each cylindrical sample, as many cubes as poss#ile extracted with 7, 6, 5, 4, and 3 micron
dimensions. The exact size and orientation ofctimdrical samples dictated how many cubes
of each size could be extracted. The number oddafor each size and sample is shown in
Table 1. To express the cube dimensions in tefmh$,an average characteristic particle size
must be chosen to represent the denominator inLEqTrhis number is an approximation that

must be estimated by the researcher, and for tbik was taken as the average correlation



lengthh* for all samples created using processing conditi#il4, as this represents an average
length scale of all features in the samples. Htenate for average particle size was thus taken
as 0.77 microns. The cubes measured experimentallthis study therefore correspond
approximately to L*=3.9, 5.2, 6.5, 7.8, and 9.1n future applications of this approach, a
researcher could also estimate the characteriatiicfe size in simpler ways, such as from 2D
SEM micrographs, since generally covariograms ateamailablea priori as presented in this
work.

Each cube was analyzed using a set of microstaictucharacterization
codes.[10,11] Properties obtained through theadarization include the volume fraction of
each phase, the size distribution of the “partictéseach phase, and the contiguity (or isolation)
of that phase’s network structure. Some of theesddave been modified slightly from their
original formulation, as described below.

The ray tracing method described by Gremwal. and used in this work to determine
phase sizes has been modified to provide an impgrome@nner of handling domain
boundaries.[11] Following the RVE definition, abotivolume which we would like to use as
representative and descriptive of the total sampldd conceptually be replicated and repeated
spatially, in a tile-like fashion, to recover thdlfsize of the total sample and with a consistent
set of properties and behavior. Therefore, a éabe/hich we are testing the concept of volume
independence can be treated as if it were a sstgletural unit. Such a representation can be
achieved through the use of symmetry boundary tiongi at each of the 6 faces of the cube.
Rays that are launched from within the structuranguthe ray shooting routine can either i)
intercept another phase of material, thereby teatimg the ray propagation, or ii) reach the

boundary of the cubic volume. In previous impletaéinons of the code, rays of type (ii) were
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terminated and tabulated along with those of typeHowever, a more realistic implementation
within the framework of the RVE concept is to impasymmetry boundaries and have rays
“bounce back” into the structure and continue pgapag until another phase is intercepted and
terminates the ray. Figure 3 shows examples oéraévays used to measure the red phase,
including one which intercepts the top boundarytled domain and follows the symmetry
boundary condition. This methodology will providenore accurate description of the structure
because it prevents the premature terminationys & the cube boundary, which is not a true
physical boundary within the material but rathebaundary created by cropping of the sub-
volume from a larger domain. After all possiblggdave been measured, number-weighted and
volume-weighted mean particle sizes are calculasediscussed in the references work.[11]
Contiguity of the real structures is measuredgisiite same region-growing method used
for the simulated structures, which has been medliBlightly from the version presented by

Grewet al. to provide the symmetry and periodic boundary domdcases described previously.

4. Results: Comparison of Models and Experimentaa8lirements
4.1. General Procedure for Anderson-Darling Gooshodg-it Test

For each L* and each of four processing conditianfinite number of independent cubes
were analyzed, as described in Table 1. Concéptoalvever, a nearly infinite number of such
cubes could be analyzed if experimental time althwErom a statistical perspective, this nearly
infinite number represents the total population pafssible sample cubes which could be
examined. In order to have an RVE, it is this tpigbulation which we desire to have a standard
deviation of properties less than or equal to saseeptable value. But since in reality only a

very small sub-set of the population has been aedlya statistical test should be performed to
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determine if the sub-set could have come from thal tpopulation of cubes with standard
deviatione (for the volume fraction modes= o, and for the size distribution modek cges.
Specifically, the group of cubes for each L* aagleprocessing condition is tested to see
if it could have been taken from a hypothesizednabpopulation of cubes with the same mean
property value as that of the group, and standaxdationc. Because of the relatively small
sample sizes of the experimental data, the Andebsoting (A-D) goodness-of-fit test is used
which compares the cumulative distribution functiminthe hypothesized normal distribution
with that of the ordered empirical data.[12] Thgdthesized normal distribution is defined as
having the same mean as the experimental datatamdiesd deviatiow. The null hypothesis of
the test states that the data came from a populatith the specified normal distribution, while
the alternative hypothesis states the data canma fodifferent distribution. A “p-value”
significance level of “p-value”=0.05 was used fdr @ases. (Note, “p-value” as used in this
context refers to the significance level of theist@al test as is conventional in the statistical
literature, rather than a microstructural volunection property. To keep this distinction clear,
“p-value” will be placed in quotation when refegino the statistical significance level.) A “p-
value” of less than 0.05 indicates rejection of tiad hypothesis, while a “p-value” greater than
0.05 fails to reject the null hypothesis, indicgtithe data may have come from the specified
normal distribution and therefore displays the mexquents for an RVE. The test was performed
using the built in Anderson-Darling function in MAAB (adtest) for each phase of the material,
each property (volume fraction and mean particke)siL* value, and processing condition.
(The A-D test was not applied to the experimentadtiguity results, as will be discussed in a
following section). In certain cases, the dataengearly non-normal due to being close in value

to the minimum or maximum of their range, such alsime fractions very nearly equal to zero.
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In these cases, the A-D goodness-of-fit test based normal distribution is not valid, and the
variation in the data has instead been considardtisntly small to define an RVE when the

total spread is less thaon.2

4.2. Model for Volume Fraction RVE

Comparison of experimental data with the analyticendel for volume fraction is
performed in the following manner. First, an adabfe standard deviation of resuls is
chosen as 0.02 for this work. This means thaek secube size for which, if many cubes of that
same size were extracted from the total materidlaralyzed in the same manner, the variation
in the measurements of volume fraction would hastaadard deviation of 0.02 (or 2%).

Next, the experimental results are analyzed usirgA-D test to determine at which L*
the required condition af, =0.02 is met. The experimental data is analyepdustely for each
phase within each set of processing conditions.#BAd example of the data is shown in Fig. 4
for the volume fraction of the CFO phase from pesoeg condition #2. This data set passed the
A-D test at L*=7.8. Therefore, any cube largernththis size will be representative for the
volume fraction of the CFO phase. The lower lifoit the volume representative cube size for
this CFO property is somewhere between L*=7.8 and6l5. Because the experimental
sampling has been performed for discrete cube,sizessunknown exactly where in this range
the true limit occurs, and is therefore consenedyiveported as the L* at which the A-D test is
first satisfied, which for this example is L*=7.8.

A comparison of experimental results (4 phasesdapibcessing conditions for a total of
16 data points) and the analytical model for fixgd=0.02 is shown in Fig. 5. The green data

points indicate instances in which the A-D test was valid due to non-normal data, which is
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just at very small volume fractions as expectetle &stimated volume fractigm which in a real
application of this method is estimated by the aeder, is taken as the average volume fraction
of the phase over all 7 micron (L*=9.1) cubes meaddor that processing condition. (Note, the
variable p is used to represent a researcher’s estimate loimeo fraction which in future
implementations of this approach would be approxéeha priori, while ¢ denotes the sought-
after true volume fraction.) The experimentaluitssshow reasonable agreement to the model,
with the largest RVE sizes required for compossiavith volume fractions close to 0.5. In
addition, in most cases the model is conservativ @ver-predicts the necessary RVE size,
although a number of exceptions are seen at veajl smiume fractions. This could be due to
the strong non-normality of the data near the lwhits range.

For the property of volume fraction, additionahgmarisons can be made to experimental
data in the literature. The results presentedosédt al. suggest an RVE of a solid oxide fuel
cell cathode of about 25m® (corresponding roughly to L*=12) for accurately asering
porosity of $=0.49 within a standard deviation of about 0.01s@ohon Fig. 7 in Jooa al.),
which is in reasonable agreement to the modellfbjaddition, Laurenciret al. calculated an
RVE size for a solid oxide fuel cell anode of L*=igk measuring porosity a#=0.5 also with

accuracy of about 0.01, which is in similar agreenj4]

4.3. Model for Particle Size RVE

The comparison of data to the PSD model is doresimilar fashion. The comparison is
performed using a fixed standard deviation (SDpraf 10. For definition of the SD ratio and
derivation of the analytical model, the readeleieired to part 1 of this manuscript. An estimate

for opop the standard deviation of particle sizes in ttaltmaterial domain, must be provided by
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the researcher. In this work, rays obtained dutfiregray-shooting routine on the 7 micron cubes
of the various samples were used. The standarndtaev of lengths of all pore, GFCC, CFO,
and GDC rays from the 7 micron cubes was measgpmreyjding values ob,o= 0.31, 0.27,
0.63, and 1.05 microns, respectively. The SD rats then used to calculatg.s which was
used in the A-D test to evaluate the experimerdtd.d

Experimental results are shown as data pointsgalda the analytical model curve in
Fig. 6. A green arrow is also shown, indicatinpeation where 3 data points had very small
volume fractions, and large enough cubes were malyaed to satisfy the RVE criteria. The
arrow indicates that the size of the RVESs for tholsases must therefore be larger than what was
measured.

Reasonable agreement between the data and modghoisn in Fig. 6. Some
discrepancies seem to appear at the high volunetidns, where a larger RVE is required
experimentally than dictated by the model. Thehang suggest that the lack of very good
agreement may be due to the difficulty in estingtine standard deviation of particle sizes in
the total material domain. Methods for improvimgstapproximation represent potential future
improvements in the application of the presentepr@gch. However, measurements are still
reasonably close to the prediction curve, validatirat it provides a reasonable starting point for

the prediction of RVE dimensions needed for meaguyparticle sizes experimentally.

4.4. Model for Network Contiguity
The simulation approach presented in Part 1 afwark to describe network contiguity
does not provide a closed-form prediction equatierwas found for the other two properties.

Rather, the variation observed in simulated stmastis meant to provide some general guidance
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in the planning of experiments as well as the pregation of the results for real structures. The
contiguity of the GDC-CFO samples in this study waslyzed using the type 1 symmetry/free
boundary condition formulation described in Padf this study. Symmetry/free boundaries are
chosen in an effort to produce realistic geomdaatures at the boundaries because they ensure
smooth and continuous particle surfaces withoutatorg new, artificial surfaces at the
boundaries. Periodic boundary conditions, on theerohand, would generate jagged and
discontinuous surfaces when the domain is stackedcally with itself, and are therefore
considered to be a conceptually poor representatidghe structure. (Note, in the infinite limit
with large cube sizes, the material at the boueddsecomes insignificant in comparison to the
internal volume, and the distinction of differenbumdary conditions should no longer be
important). For the four processing conditions d&odr phases considered, 15 out of the 16
phases contained clusters which were either veaylyneompletely contiguous or completely
isolated for all L*. This was because the composg of these phases were not near their
percolation threshold. However, interesting ressulere found for the CFO phase of processing
condition #2 because the CFO volume fraction wasdoto be about 34%, and therefore in the
vicinity of its expected percolation threshold. tiVa phase near the percolation threshold, we
would expect to see greater variation in the meabstesults as well as a dependence on volume

size. The contiguity of the phase as a functiob*ag shown in Fig. 7.

Comparison of this result with the simulation fesin Fig. 8 (which is equivalent to Fig.
4(a)-(d) in Part 1 of this study) can help provalelescription of the structure. At small L*
(L*<6) erroneous experimental measurements carbbereged describing zero contiguity in Fig.

7. Likewise, the simulations in Fig. 8 predidrsficant scatter of results for L* = 6, even when
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the phase composition may be well above the pedroolthreshold. However, in Fig. 7 at larger
L* the experimental errors are not present, ancetieea fairly narrow spread of values between
0.9and 1. Comparing the experimental data pa@nt*=9.1 (Fig. 7) to the simulation data for
L*=10 (yellow symbols, Fig. 8) suggests the phasékely at least 10% above its percolation
threshold. The percolation threshold predictedbyg and Gupta for spherical particles in a 3-D
continuous matrix is about 18.7%, meaning a 10%esse would be about ~29%.[13] This
value is fairly close to the measured volume faactf the CFO (34%) in this sample, indicating
the simulations provide a reasonable means of ainglyreal data. If the material is thus
assumed to be about 10% above its percolation, lihetsimulations for very large L* (L*=100)
provide a predictive capability for the infinite teaal, and suggest a true contiguity value of

about 0.97.

5. Conclusions
Imaging was performed in 3-D using synchrotrongdax-ray nanotomography on

composite gas separation membranes synthesized aindegety of conditions. The membranes
consisted of three solid phases plus pore spacke riicrostructures of the samples were
evaluated in terms of volume fraction, particleesiand network contiguity. Samples of various
sizes were analyzed by splitting large volumes isnealler independent sub-volumes. The
variation in characterization results amongst ogppé samples of a given sub-volume size was
used to evaluate the size at which volume-indepgendeeasurements were obtained. The
experimental results were compared with predictioos statistical models developed in Part 1

of this work. Reasonable agreement was found letwbe models, experimental data, and
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several previous reports in the literature, prowgdconfidence in the predictive capabilities of

the models as well as their applicability to reahples.
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Sample | Processing Location | 7um 6 um 5um 4 um 3um
ID # Condition L*=9.1 L*=7.8 L*=6.5 L*=5.2 L*=3.9
1 1 SSRL 2 2 3 6 16
2 4 SSRL 0 0 2 3 3
4 3 SSRL 0 0 2 3 6
5 2 SSRL 1 2 4 4 12
7 1 NSLS 1 2 2 6 12
8 4 NSLS 1 1 2 4 12
10 3 NSLS 1 2 2 4 12
11 2 NSLS 2 2 2 6 16
12 1 NSLS 1 2 2 5 12
13 3 NSLS 1 1 2 4 12
14 2 NSLS 2 2 2 6 16
15 4 NSLS 1 2 2 2 6

Table 1: The experimental data used in this stumyluding the processing conditions, where
imaging was performed, and the number of cubesaoh esize that were extracted from each

sample.

20



1.0 - a)
......... Kx
0.9 - K
""" y
0.8 - ---Kz
¥ 0.7 4 —K average
— ~Limit
0.6 4
0.5 1
0.4 — — 0.4 . —_—
0 2 4 0 2 4

h, microns h, microns

Figure 1. Covariograms for two different samplés.(a), a sufficiently large volume of material
is sampled to produce a covariogram which dispteyexpected asymptotic limiting behavior.
In (b), very large features relative to the volusime prevented the measurement of a meaningful

covariogram.

21



Figure 2: Cubic sub-volumes are extracted from iwithe cylindrical samples analyzed using x-
ray nanotomography. Cubes of different sizes asgl uwhile maintaining a separation between
cubes equal to the sample’s covariance lefgyth Cubes of edge length 6 microns (a) and 3

microns (b) are shown.
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Figure 3: Depiction of the ray shooting method teasure the size distribution of the red phase.
Implementation of symmetry boundary conditions emdnstrated with the ray on the top

boundary of the domain.
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Figure 4: Experimental results for the volume fi@ttof the CFO phase in the sample produced
using processing condition #2. The blue arrowdat#s the value of L* at which the data passes

the Anderson-Darling test with, =0.02.
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Figure 5: Comparison of the volume fraction anabitimodel with experimental results for fixed
oy =0.02. p represents the researcher’s estimate of volunotidra The model is shown by the
black curve, while the points represent experinerdgaults. The green points are instances
where strongly non-normal data prevented the usheoAnderson-Darling test, as discussed in

the text.
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Figure 6: Comparison of the size distribution RVEBdal with experimental results for a fixed
standard deviation ratio of 1(0p represents the researcher’s estimate of volunwtidra The
model is shown by the black curve, while the ponefsresent experimental results. The green
arrow is meant to depict several instances wher®VER size was not determined (and must

therefore be larger than the maximum size which mweasured).
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constitute non-representative volumes and canhbapae, contain only limited structures which
do not span the volume. Note these non-represemtatasurements are not obtained for larger
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HIGHLIGHTS

Manuscript number: POWER-D-14-04232
Title: Determining the Representative Volume Element Size for Three-Dimensional

Microstructural Material Characterization: Part 2: Application to Experimental Data
Authors: W. Harris and W.K.S. Chiu

* Representative volume elements (RVE) are frequently used for analysis of 3D
composites.

* Anapproach is developed to estimate RVE size for property measurements.

* Volume fraction, particle size, and network contiguity properties are
considered.

» Statistical and numerical approaches are developed in the context of
simplified structures.

* Results presented graphically to help guide future research.



