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a b s t r a c t

As grid energy storage systems become more complex, it grows more difficult to design them for safe
operation. This paper first reviews the properties of lithium-ion batteries that can produce hazards in
grid scale systems. Then the conventional safety engineering technique Probabilistic Risk Assessment
(PRA) is reviewed to identify its limitations in complex systems. To address this gap, new research is
presented on the application of Systems-Theoretic Process Analysis (STPA) to a lithium-ion battery based
grid energy storage system. STPA is anticipated to fill the gaps recognized in PRA for designing complex
systems and hence be more effective or less costly to use during safety engineering. It was observed that
STPA is able to capture causal scenarios for accidents not identified using PRA. Additionally, STPA enabled
a more rational assessment of uncertainty (all that is not known) thereby promoting a healthy skepticism
of design assumptions. We conclude that STPA may indeed be more cost effective than PRA for safety
engineering in lithium-ion battery systems. However, further research is needed to determine if this
approach actually reduces safety engineering costs in development, or improves industry safety
standards.

© 2015 Published by Elsevier B.V.
1. Introduction

Controlling the potential hazards that lithium-ion batteries can
pose has been a challenge since their market introduction by Sony
in 1991 [1]. Lithium-ion batteries, while inert and non-hazards in
most contexts, have the following properties that can develop
hazardous conditions: voltage [2], arc-flash/blast potential [2], fire
potential [1,3], vented gas combustibility potential [4], and vented
gas toxicity [3]. While this is not a comprehensive list, for example
weight could also produce a hazard, these are properties that are
somewhat unique to lithium-ion batteries and become more
osewater), adwill@mit.edu
challenging to manage in large stationary energy storage systems.
This list will be used to perform the safety analysis in Section 3.
Each property is capable of producing a hazard if and only if specific
contextual requirements are met. Section 1.1 will introduce the
circumstances necessary for lithium-ion batteries to produce a
hazard and briefly discuss commonly applied controls for each
property. It then discusses the potential for hazard combinations
and why safety engineering in systems with lithium-ion batteries
has been historically difficult. Section 1.2 then reviews the most
prevalent of the conventional techniques used in safety engineer-
ing and discusses its limitations in complex systems.

The aim of this paper is to propose an alternate perspective for
designers to engineer safe lithium-ion battery systems. This
perspective is developed and explored through the robust, non-
quantitative hazard analysis method Systems-Theoretic Process
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Nomenclature

Accident an undesired or unplanned event that results in a
loss

CESS Community Energy Storage System
Hazard a system state, or set of conditions that, together

with a particular set of worst-case environmental
conditions, will lead to an accident

Loss any unacceptable outcome (loss of life or injury,
damage to property, loss of mission, loss of data, loss
of investment, damage to reputation, etc.)

PRA Probabilistic Risk Assessment
Risk the effect of uncertainty on outcomes
Safety freedom from accidents (loss events)
STAMP System-Theoretic Accident Model and Processes
STPA System-Theoretic Process Analysis
System a set of components, including mechanical;

electrical; computer; human; organizational; and
societal elements, along with the connections
between components that together form a complex
whole
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Analysis (STPA) and its application to a lithium-ion battery system.
We argue that framing hazard analyses to emphasize uncertainty,
in the ways that component interactions violate safety constraints,
can help to overcome costly systematic biases which are enforced
by the conventional perspective. Systematically identifying and
eliminating the ways that can hazards develop allows for safety to
be ensured more efficiently than trying to prove safety through the
collection and analysis of historical data. A brief discussion is also
included on how this perspective could impact the way safety is
represented, and therefor publicly perceived, promoting a better
understanding of uncertainty and a more rational approach to risk
management.
1 The term “Reactivity” is used in place of “Hazard” as source uses a conflicting
definition of hazard.
1.1. Hazardous properties in lithium-ion battery systems

1.1.1. Voltage
The number of battery cells per string in grid energy storage can

be higher than in mobile applications, resulting in higher DC
voltage and a need for additional precautions. In the voltage range
100e1000 V DC, the National Fire Protection Agency's (NFPA)
standard 70E on electrical safety in the workplace establishes a
limited approach boundary for unqualified workers at 1.0 m [2].
This boundary is to prevent those who are unable to avoid hazards
from coming within arms reach of the exposed electrical conduc-
tors. An additional boundary is established for those personnel who
are aware of the hazard to restrict what tasks they can perform.
NFPA 70E sets the restricted approach boundary for qualified
workers to the distance “avoid contact” for exposed conductors
between 100 and 300 V DC, and a more precise 0.3 m for exposed
conductors between 300 and 1000 V [2]. This boundary is to pre-
vent even qualified workers fromworking on or around live circuits
with dangerous voltage. If the circuit can be deenergized, a Lock-
Out-Tag-Out (LOTO) procedure is required to remove the
dangerous voltage, apply a lock to prevent its return, and verify its
absence before work. For LOTO to be possible in a battery system,
the design must include isolation points that allow a worker to
divide the string into segments each less than 100 V DC without
being exposed to dangerous voltage. An exception to the require-
ment for LOTO exists for systems that are impossible to deenergize
but this requires that qualified workers must have high level work
authorization in addition to adequate shock Personnel Protective
Equipment (PPE), and insulated tools.

1.1.2. Arc-flash/blast
High string voltage affects both the potential for shock and the

potential for arc-flash/blast. Equations (1) and (2) show the
maximum power point method for calculating the incident energy
in DC arc-flash [2]. Indecent energies calculated by this equation are
described as “conservatively high” [2] and other methods are being
explored for calculating and classifying the potential harmful en-
ergy in a DC arc-flash [5]. Arc-blast results from explosive compo-
nents of an electric arc (e.g., vaporized copper) and depends greatly
on the equipment and environment involved in the arc. Common
controls to prevent arc flash include increasing separation between
positive and negative conductors, regular maintenance to prevent
equipment failure, and arc-rated PPE for electrical workers.

Iarc ¼ 0:5Ibf (1)

IE ¼ 0:01VsysIarcTarc
.�

D2
�

(2)

Where:

Iarc ¼ Arcing current (amps)
Ibf ¼ System bolted fault current (amps)
IE ¼ incident energy at a given working distance (cal cm�2)
Vsys ¼ System voltage (volts)
Tarc ¼ Arcing Time (sec)
D ¼ working distance (cm)
1.1.3. Fire
Thermal runaway is chemical process where self-heating in a

battery exceeds the rate of cooling causing high internal tempera-
tures, melting, off-gassing/venting, and in some cases, fire or ex-
plosion. Causes of thermal-runaway include mechanical, electrical,
and thermal abuse; internal short circuit from manufacturing de-
fects; and the development of metallic dendrites that form an in-
ternal short over time [1,6,7]. “Reactivity1 level” is measured on a
scale between 0 and 7, shown in Table 1. The reactivity1 level in
thermal runaway can vary greatly depending on chemistry, con-
centrations, additives, cell design, cell conditions (such as its state
of charge (SOC) or state of health (SOH)) and environmental con-
ditions [1,6,8]. At very high reactivity1 levels (5e7) the cells can
produce heat rapidly enough to catch fire, rupture or explode.

Controls for lithium-ion battery fires can be divided into three
classes: abuse testing, battery management design, and emergency
systems. Abuse testing exposes a representative sample of cells to
the worst case environmental conditions they would expect to see
during both use and foreseeable misuse; thereby establishing the
limits of safe operation [8]. Many abuse testing standards exist
[9e17], each with different intended environments and use con-
ditions. Designers then impose these limits in products, often
through the application of a Battery Management System (BMS).
There exist many challenges in BMS design to detect and respond to
the violation of environmental or use limits [18]. When fires do
occur, emergency systems use warnings, alarms, fire suppression,
or other response mechanisms to mitigate the scope of damage
from the fire. Fire detection and suppression systems are used in



Table 1
Reactivity1 levels and descriptions (adapted from Ref. [8]).

Reactivity1

level
Description Classification criteria

0 No effect No effect. No loss of functionality.
1 Passive protection

activated
No defect; no leakage; no venting, fire, or flame; no rupture; no explosion; no exothermic reaction or thermal runaway. Cell
reversibly damaged. Repair of protection device needed.

2 Defect/Damage No leakage; no venting, fire, or flame; no rupture; no explosion; no exothermic reaction or thermal runaway. Cell irreversibly
damaged. Repair needed.

3 Leakage mass less than
50%

No venting, fire, or flame; no rupture; no explosion. Weight loss less than 50% of electrolyte weight (electrolyte ¼ solvent þ salt).

4 Venting mass greater
than 50%

No fire or flame; no rupture; no explosion. Weight loss greater than 50% of electrolyte weight (electrolyte ¼ solvent þ salt).

5 Fire or flame No rupture; no explosion (i.e., no flying parts).
6 Rupture No explosion, but flying parts of the active mass.
7 Explosion Explosion (i.e., disintegration of the cell).
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many stationary systems [19] though, current life safety provisions
for their design and installation do not hold provisions specific to
lithium-ion batteries [20e26]. Increasing separation of cells within
a pack, use of different electrical configurations, active external
cooling, and containment within certain plastics have also been
shown to mitigate the need for emergency systems by preventing
thermal runaway from propagating [27e29].
Table 2
Estimated battery energy to reach the IET and FLET values for the NO, CO, HCl, SO2

and HF toxic gases (exposure time of 60 min, fire occurring in a 50 m3 room)
(adapted from Ref. [3]).

(Wh) HF CO NO SO2 HCl

IET 60 290 280 530 1320
FLET 110 1140 2080 4710 7880
1.1.4. Vented gas combustibility
Gasses can vent from a cell in thermal runaway at lower reac-

tivity1 levels (3e7). These gases include carbon dioxide, carbon
monoxide, hydrogen, and methane and if they are allowed to reach
a critical concentration in an enclosed space, a spark can cause an
explosion [30]. Marr, Somandepalli, and Horn investigated this
phenomena with a cell test chamber, gas analysis and, combustion
test chamber apparatus [30]. Marr and colleagues analyzed the
makeup and explosiveness of gasses emitted during the thermal
runaway of 7.7 Wh lithium-ion cells with graphite anode and a
LiCoO2 cathode [30]. Tests performed at 100% SOC produced an
estimated 2.5 L of gas with a Lower Explosive Limit (LEL) of 6.3%
and explosion severity index Kg ¼ 65 m-bar/s (comparable to
methane at 46m-bar/s, or propane at 76 m-bar/s) [30]. To provide a
better understanding of how these conditions may occur, Equation
(3) shows an expression for estimating the minimum kWh of
lithium-ion batteries required to reach the LEL in a room with no
ventilation. Using this equation and the values derived byMarr and
colleagues, ELEL can be estimated for a 50m3 room. Vroom¼ 50,000 L,
LEL¼ 6.3%, Ecell¼ 7.7 Wh, and Vrunaway¼ 2.5 L, results in
ELEL¼ 9.7 kWh. This result is sensitive to the assumptions of room
size, gas composition and LEL, cell chemistry, design, SOC and the
average volume of vented gas produced during thermal runaway.
This potential hazard can be controlled through preventing thermal
runaway, ventilation of the space sufficient to prevent gas con-
centrations from reaching the minimum combustion threshold,
deflagration venting [31], and explosion suppression [32].

ELEL ¼
Vroom*LEL*EðcellÞ

Vrunaway
(3)

Where:

ELEL ¼ Minimum energy of lithium-ion batteries required to
reach LEL (Wh)
Vroom ¼ Volume of the room (liters)
LEL ¼ Low explosive limit of vent gas (concentration by volume
%)
Ecell ¼ Energy of tested cell (Wh)
Vrunaway ¼ Volume of gas produced by one cell at 100% SOC in
thermal runaway (liters)
1.1.5. Vented gas toxicity
Gases vented during thermal runaway can be toxic in high

concentrations. Ribiere et al. evaluated toxicity levels based on
combustion tests of lithium manganese oxide cells [3]. Table 2
shows the estimated battery energy (Wh) needed to reach con-
centrations in a 50 m3 room that could, after 60 min, lead to
exposure exceeding the Irreversible Effects Threshold (IET) and the
First Lethal Effects Threshold (FLET) [3]. The gases listed are
hydrogen fluoride (HF), carbon monoxide (CO), nitrogen oxide
(NO), sulfur dioxide (SO2), and hydrogen chloride (HCl). In addition
to preventing thermal runaway through abuse testing and the ap-
plications of a BMS, this hazard can be controlled through sufficient
ventilation, access control, and use of a positive pressure breathing
apparatus.
1.1.6. Combinations of hazards
These five properties, in addition to the hazards they can lead to

individually, have the potential to interact and make individually
designed controls less effective or even counterproductive. Exper-
iments performed by the Federal Aviation Administration (FAA)
demonstrate one example where the suppression of a thermal
runaway fire in a shipment of lithium-ion batteries allowed vent
gasses to buildup and explode in the test compartment [28].
Perhaps a higher profile example of emergent hazards is that of the
fire that occurred in a Boeing 787 Auxiliary Power Unit (APU) in
2013. According to the NTSB report, experimentation had been
performed at standard temperatures and pressures to demonstrate
that a thermal runaway event in a single cell would not propagate
to adjacent cells in the APU [33]. After the accident, this experiment
was repeated at a temperature near the high end of the operational
range which demonstrated the potential for propagation [33].
Neither mechanical abuse alone nor elevated temperature alone
produced the hazardous propagation of fire observed when both
these conditions were applied to the APU. A combination of factors
spanning design, manufacturing, testing, shipment, installation,
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oversight, regulation, operation, and environment can lead to real
world accidents in all types of energy storage systems [34e37,33].
Because of the complex nature of the controls needed in each of
these areas, safety in lithium-ion battery systems is a complex
problem. The next section will review the conventional perspec-
tives and techniques applied to analyze hazards in complex
systems.

1.2. Conventional safety engineering practices

Risk can be described as the effect of uncertainty on objectives
[38] and current practices in safety engineering are built from a
foundation of managing such uncertainties. Risk management
seeks to 1. Ensure that adequate measures are taken to protect
people, the environment, and assets, and 2. Balance different con-
cerns (e.g., safety and cost) through analytic methods [39]. One
foundational principle of current risk analysis is a focus on
observable quantities (e.g., failure occurrence rate) that describe
the states of the system in question [40]. Such observable quantities
can be predicted through design and historical data analysis, with
the related mathematical uncertainties expressed as probabilities
[40]. One specific risk management and analysis tool Probabilistic
Risk Assessment (PRA) (also called Quantitative Risk Assessment e
QRA) is commonly used in safety engineering across domains (e.g.,
aviation [41] and nuclear [42]), as well as in electrical and energy
storage specific applications [43,44]. PRA attempts to capture and
mathematically express the current state of knowledge about a
system including uncertainties [39]. It identifies hazards, their
deterministic causes and consequences, and provides a way of
describing uncertainty [39]. PRA enables the calculation of ex-
pected risk values (defined as probability of an event multiplied by
the severity of its consequences) so that alternatives can be
compared on a similar numerical basis [39]. Where there is insuf-
ficient data to directly predict behavior, and therefore risk, PRA
relies on Fault Tree Analysis (FTA) and Event Tree Analysis (ETA) to
deconstruct a system into components which can be more readily
quantified. Total risk is then calculated through a mathematical
function of the system's architecture and risk identified at the
component level [39]. PRA logic suggests that for safety engineer-
ing, risk reduction is equated with improved safety.

Despite a history of successful (and useful) application in across
safety domains, PRA encounters several problems when applied to
safety of complex systems. These problems stem from the struc-
tural assumptions and underlying biases inherent in PRA logic.
Performing PRA assumes that there is sufficient input/output data
and knowledge of the underlying mechanisms to make accurate
predictions of system behavior. But there exist many factors
effecting safety that are difficult or impossible to measure, quantify
and therefore observe. These factors challenge the assumptions of
PRA and call into question the accuracy of the safety predictions it
makes. Minute manufacturing variations, untracked environmental
conditions (including during shipping and installation), imper-
ceptible chemical side-reactions, digital errors whose records and
effects are erased, biological sensory perception, human under-
standing, and organizational safety culture are all factors known to
affect safety in ways that are difficult or impossible to directly
observe and predict. Software performance in automated systems
can also be difficult to observe in a safety context due to the
complexity of system requirements and interactions across orga-
nizations involved in its development.

Even when quantities are technically observable, predictions
can be inaccurate if input/output data are sparse, if data cannot be
collected under realistic conditions, or if the model of the system is
flawed. The conditions where this can occur are varied. While
describing its application to reliability engineering, Zio
documented that PRAs generally have four assumptions, adapted
for a safety context, which lead to underestimation of risk in
complex systems: a system has fixed interface boundaries, obser-
vations of past system behavior are sufficient to allow accurate
prediction of future behavior, actuarial data are available and ac-
curate for all system components and system behavior can be un-
derstood based on element behavior and cause-and-effect links
[45]. Each of these assumptions is rendered invalid in complex
systems which tend to display a highly dynamic structure, non-
deterministic and interdependent links and insufficient data to
bound uncertainty. Researchers hold significant criticism for PRA
performed under these conditions. For example, in reference to the
precautionary principal, Sterling describes the use of reductive risk
management methods (including PRA) in cases with poor knowl-
edge about probabilities and outcomes as irrational, unscientific
and potentially misleading [46].

When system risk is calculated based on system architecture
and component risk values, risk management assumes system in-
teractions can be combined in deterministic or predictable ways.
But today's complex systems increasingly include social and orga-
nizational influences that can invalidate this assumption. For this
reason, Leveson cites the fast pace of technological change, new
types of hazards, increasing complexity and coupling, decreasing
tolerance for single accidents, more complex relationships between
humans and automation, and changing regulatory and public views
on safety as factors in society that are ubiquitously stretching the
limits of safety engineering [47]. These factors that continue to
create cases with poor knowledge about probabilities and out-
comes are especially prevalent in energy storage technologies.
Similarly, Taleb frames these factors as the misuse of statistics in
cases where the underlying type of probability distribution is un-
predictable. He argues that out-of-sample risk estimation in sys-
tems governed by low-probability events with extreme outcomes
the Black Swan domain are especially vulnerable to the fragility of
our knowledge about these systems [48]. Knowledge of the system
is generated by analyzing the sparse available data to produce
probability distributions (e.g., Gaussian) for events. Because of the
low rates of occurrence of these events, risk calculations possess
high error relative to their absolute probabilities. As the severity of
outcomes in these systems is inversely proportional to their prob-
abilities, even small errors in the estimation of probability are
magnified dramatically in the calculation of risk. In such systems,
Taleb advocates a philosophy that includes a healthy skepticism of
our knowledge [48]. However PRA, as it is described above, relies on
the strength of our knowledge to predict underlying risk. If grid
scale energy storage is an industry where extremely rare accidents
can havewide economic impacts, designers should be keenly aware
of the inability of PRA to accurately calculate this kind of risk.

To explore whether lithium-ion energy storage systems possess
sufficiently observable risk and/or predictably compounded risk
amenable to PRA, two examples from Section 1.1 are revisited in the
context of PRA. These examples come from the aviation industry on
account of the rich data available in this field; however similar
cases exist for the use of PRA in grid energy storage. First, FAA
experimentation on fire suppression showed how a fire in a ship-
ment of lithium-ion batteries could be suppressed using oxygen
starvation but that doing so could produce the conditions for a
combustible gas explosion [28]. The calculated PRA probability of
this accident scenario is the number of lithium-ion batteries that
catch fire during shipment divided by the number total number of
batteries shipped. In a 2013 FAA study, expected probability of an
accident was estimated by using Equation (4). The mean result of
this equation predicts approximately OR¼ 4.1 battery fire accidents
in the 10 year period from 2012 to 2021 prior to mitigation in-
terventions [49]. Severity of an accident was calculated by taking
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the numerical sum of the estimated costs associated with crew
injuries, airplane damage, cargo damage, collateral damage [49].

OR ¼ BAR*Bton�miles (4)

Where:

OR¼Occurrence Rate (Accidents per 10 year period 2012e2021)
BAR ¼ Battery Accident Rate (1.99 * 10�9: historical battery ac-
cidents per ton shipped, per mile)
Bton�miles ¼ Battery Ton-Miles (2,063,769,370: Estimated tons of
batteries to be shipped� estimated miles through the air in 10
year period 2012e2021)

While such calculations do produce an estimate of risk, this
mathematical reduction could be misleading given the magnitude
of the uncertainty in both probability and severity observations. As
the designs of lithium-ion batteries continue to evolve,
manufacturing processes change, and shipping regulations are
applied; the underlying risk will change and historical observations
may no longer predict future occurrence rates. Also, the costs
directly associated with an accident do not begin to capture the
reputation and confidence damage to the airline, the battery
manufacture, and the shipping and battery industries. The uncer-
tainty inherent in these quantities is clouded by the apparent
clarity of calculated risk.

Second, the NTSB reported on the fire in the Boeing 787 APU
battery in 2013. According to the report, designers calculated that
the likelihood of occurrence of a cell venting was 1 in 10 million
flight hours. This estimate was based partly on the available data
from the battery supplier that 14,000 similar cells had been used in
industrial applications for significant time without incident [33]. At
the time of the 2013 fire, the actual occurrence of venting in the
APU design was 2 in 52,000 flight hours [33]. As previously dis-
cussed, the causes for thermal runaway fire can be a complex
combination of factors spanning materials, manufacturing, ship-
ping, installation, and use environment. The effect of each of these
factors is difficult to account for in new applications as they can
combine in non-linear and unanticipated ways. Not only is the
calculation of risk made more difficult by the intricacies of thermal
runaway in lithium-ion batteries, organizational complexities can
make the mechanisms that compound risk in system design more
difficult to predict. Indeed, the NTSB cited manufacturing defects as
the root-cause of the fire, but also identified the effects of inte-
gration, thermal management, testing, design reviews, and regu-
latory oversight [33]. Boeing's observation and subsequent
calculation of risk may have been fully accurate based on the
available information at the time but this metric may not have
adequately represented the underlying effects of uncertainty on the
real-world system.

In these examples contextual factors make some observations of
risk quantities inaccurate and the ways that it compounds in sys-
tems difficult to predict. While PRA may be robust enough to
distinguish between these different types and qualities of risk, as
humans we are subject to the “anchoring” and “what you see is all
there is” heuristics of risk estimation described by the psychologist
and Nobel laureate Daniel Kahneman [50]. These cognitive biases
make invalidating/ignoring available but inaccurate data and
seemingly-deterministic mechanisms especially difficult. This
happens because it is cognitively easier to trust available informa-
tion than ignore it or look for where the information is incomplete.
The conformation bias also effects how risk data are inter-
penetrated in that it is cognitively easier to accept new data that
confirms, rather than conflicts with, what we already believe [50].
As PRA is structured around available data and deterministic
mechanisms, it can be inferred that its use enforces the biases that
may, in complex systems, lead to mischaracterization of
uncertainty.

Instead of focusing on the potential for mischaracterization, PRA
can perhaps be better assessed on the basis of its claim of cost-
effective usefulness, that it improves safety even without accu-
racy, for which there is some support [51]. It could be argued
however that the cost-effective usefulness of risk management
generally could benefit from a lack of probability and severity cal-
culations where any such figures would be more misleading than
helpful. Indeed Aven and Zio write that “the motivation for the
qualitative analysis is the acknowledgment and belief that the full
scope of the risks and uncertainties cannot be transformed to a
mathematical formula” and in such systems “Numbers can be
generated but would not alone serve the purpose of the risk
assessment” [52]. This suggests that for lithium-ion energy storage
systems, where risk quantities are difficult to observe/compound, a
robust and non-quantitative method for safety engineering could
be more useful or less costly than PRA. Such a method could
encourage a healthy skepticism of our knowledge, help us to
overcome our cognitive biases, and enable us to make design de-
cisions informed by all that we do not know. This paper presents
the application of a non-quantitative safety engineering method to
a lithium-ion battery system in order to assess the plausibility of
this claim.

2. A systems perspective on safety

System-Theoretic Accident Model and Process (STAMP) pro-
vides a new model of causality for analyzing (and designing
against) accidents, especially those involving complex, socio-
technical systems [47]. This model has been applied successfully
to complex problems in many high consequence industries
including aviation [53,54], space [55,56,54], automotive [57,58],
medical [59,60], security [61,62], and nuclear power [61,63]. STAMP
argues that in today's complex world safety is best understood in
terms of interrelated components needing to maintain dynamic
equilibrium. In order to prevent accidents, the systemmust enforce
safety constraints by adapting to changes in itself or its environ-
ment [47].

As such, safety can be described and analyzed as an emergent
system property that results from adequate system-wide enforce-
ment of design constraints through control actions. In this causality
model, losses are considered the result of flawed interactions be-
tween physical components, engineering activities, operational
mission, organizational structures and social factors [64]. Further,
losses occur when the system enters a hazardous state (e.g.,
buildup of explosive vent gases) and experiences an additional
challenge external to the hardware system, such as an environ-
mental or human event scenario (e.g., technician opens the door
and causes a spark) [47]. Rather than focus on estimating risk of
such external scenarios or events (like PRA-based analyses), STAMP
emphasizes identifying and manipulating the elements of a sys-
tem's design that can be controlled. This model shifts the analytical
paradigm from preventing failures to enforcing safety control ac-
tions [47].

This paradigm shift has its origins in systems and control theory.
Systems theory introduces two concepts useful for battery system
safety: hierarchy and emergence. Hierarchy refers to understanding
the fundamental differences and relationships between levels of
complexity within a system, including identifying what generates,
separates and links each level. Emergence refers to the phenome-
non by which behaviors at a given level of complexity are irre-
ducible to the behavior or design of its component parts. Such
emergent properties act as constraints on the actions of
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components at the lower levels [47]. Hierarchy and emergence help
explain the observation that a system can have a “safe” (or reliable)
component, but that the same component can exhibit unsafe
behavior in the context of a different design or environment (e.g.,
batteries that are safe for use in industrial applications but not in
aviation or aerospace). Taken together, hierarchy and emergence
suggests that safety emerges at each level of complexity, depending
on the enforcement of constraints on components at lower levels to
determine the movement of the system away from or toward
hazardous system states.

Likewise, control theory is founded on two principles useful to
battery system safety: control (actions and loops) and communi-
cations (between components and levels of a hierarchy). If the
emergent properties within a hierarchy act as constraints on
component interactions, then a set of control actions can be
designed to enforce these constraints. Control theory introduces
the concept of a control loop to describe this process. A typical loop
(an example of which is presented later in Section 3.2, shown in
Fig. 2) follows an action command from a controller (the initiator)
to the actuators (the controlled variables) to the controlled pro-
cesses (the components or systems that need to change) to the
sensors (the measured variables) and back. Movement of infor-
mation around this loop also highlights the importance of
communication within systems. Regardless of whether the system
is open or closed, control presupposes a need for components
within and across levels to communicate the pertinent information
in a timely manner [47]. This suggests that if safety is an emergent
systems property, then safety constraints can be enforced through a
network of safety control actions that need be provided (commu-
nicated) effectively.

Considering safety through the lenses of hierarchy, emergence,
control and communication suggests a redefinition of battery sys-
tem safety that replaces a focus on probabilistic risk and redun-
dancy with a larger perspective aimed at identifying and imposing
safety constraints to avoid hazardous system states. Safety for en-
ergy storage, then, is an emergent property recast as a control
problem regarding appropriate responses to: component failures
(e.g., malfunctioning batteries, inoperable battery management
systems or installation errors), external disturbances (e.g., natural
disasters, reduction of maintenance resources or changing modes
of operation), or dysfunctional interactions among system com-
ponents (e.g., confusion over maintenance responsibility, pore co-
ordination between components that charge or discharge a battery
or competing objectives between the manufacturer and electric
utility) [64].

STAMP is not alone in promoting a systems perspective on safety
[65]. Per the description of STAMP above, ‘safety’ can be further
described as the ability of an energy storage system to maintain a
state that eliminates losses related to disruption of its services.
Rather than relying on defense-in-depth reliability intended to
minimize the chance of a series of random, independent compo-
nent failures leading to a loss, this framework analyzes energy
storage safety as the avoidance of hazardous states in terms of three
fundamental concepts: (1) safety control actions, (2) control
structures and (3) process models.

2.1. Safety control actions

Control actions act as constraints or set points by which higher
levels within a hierarchy exercise control of activities at lower
levels based on the current understanding of the system being
controlled [47,64]. For example, a control computer provides set-
points to a energy storage system's inverter based on data
received from battery telemetry. The presence (or lack) of safety at
one level imposes constraints on the behaviors of the components
at a lower level to ensure that unsafe system states are avoided.

2.2. Control structures

Hierarchical organizational structures help visualize the entire
socio-technical system and understand safety constraints to avoid
unsafe states. A control structure, such as the one showed in Fig. 1,
illustrates how constraints and commands are communicated from
the top down via reference channels, as well as operational expe-
rience from the bottom up via feedback channels [47]. The accurate
and timely communication of safety control actions through this
control structure enables a socio-technical system (such as a bat-
tery energy storage system) to avoid hazardous states.

2.3. Process models

In order to ensure that appropriate controls are being applied to
manage the constraints at lower levels of the system, the controller
(human or automation) uses a model of the process being
controlled (“mental map” or digital abstraction) to make decisions.
Process models must contain information regarding relationships
between variables, the current system state, and themechanisms to
employ changes in the system state. This model is used by the
controller to determine which safety control actions need to be
issued and when each should be applied. For example, a system
controller must have a model for restricting a battery's charge and
discharge current based on voltage, temperature, state of charge,
etc. Accurate process models are needed at all levels of the control
structure to enforce adherence to safety requirements [47].

In summary, STAMP combines hierarchy, emergence, con-
straints and communications to reframe the concept of safety for
complex energy storage systems as an emergent system property.
In other words, losses result from interactions between system
components (e.g., the batteries and the BMS) that violate safety
design constraints (e.g., batteries exceed temperature limits and
BMS does not detect it or respond). Understanding how control
actions are issued though a control structure in response to process
models can help mitigate these component interactions and
enhance the safety of energy storage systems. This perspective,
along with a rigorous non-quantitative method for hazard analysis,
is anticipated to make risk management in design more effective
and/or less costly.

3. Safety analyses of a battery system using STAMP

The following analysis serves as an illustrative example of how a
systems perspective on safety can be applied. The vender's name
and the identifying details of the system have been removed to
retain ability for this example to widely apply across many venders
and systems. A small, grid connected, lithium-ion battery system
(between 3 and 30 kWh)was selected to illustrate howboth system
details and environmental/use characteristics are important for a
safety analysis. Referred to here as a Community Energy Storage
System (CESS), devices similar to this one are being considered for
wide deployment in residential applications. Such systems can
provide improved service reliability to home owners and may
enable a higher penetration of distributed renewable generation
assets [66].

Based on a systems perspective of safety, Systems Theoretic
Process Analysis (STPA) is a tool to systematically analyze the safety
constraints of a design. It consists of two broad steps: Step 1.
Identify potentially hazardous control actions, and Step 2. Deter-
mine how unsafe control actions could occur [47]. STPA refines a
designer's view of safety control by analyzing a series of integrated
control loops within a system's safety control structure. In the next



Fig. 1. CESS control structure diagram.
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sections, a CESS will be prepared for STPA by establishing the sys-
tem accidents, hazards, and control structure. Then one control
loopwithin this structurewill be analyzed in detail to exemplify the
application of STPA Steps 1 and 2. The discussion section will then
provide an assessment of the positive and negative attributes of the
analysis approach.
3.1. System characterization

Before STPA can be performed the system level losses to prevent
must be clearly defined. Working with the vender, three unac-
ceptable losses were identified: injury or death, damage to prop-
erty, and cost overruns and damage to reputation with costumers.
Table 3 shows these accidents along with descriptions detailed
enough to establish pass/fail criteria. While these criteria are
helpful for the system in question, pass/fail criteria are not neces-
sary for STPA. Unacceptable losses can often be unique to a specific
organization or project so it is important to capture them each time
the analysis is performed.

With the accidents to prevent clearly defined, the system's
hazardous states can be derived. These hazards are developed by
tracing the losses in Table 3 to the five properties of lithium ion
batteries that can develop a hazard as discussed in the introduc-
tion: voltage, arc-flash/blast potential, fire potential, vented gas
combustibility potential, and vented gas toxicity. This process
promotes a complete list of hazardous states but does not, by itself,
ensure comprehensiveness. It is vital to be skeptical of seemingly
firm knowledge of how each of these losses could come about and
Table 3
STAMP unacceptable losses for CESS safety.

Losses Description

L1 Injury or death (Shock, electrocution, burn, smoke inhalation, or any other eve
installed in one- or two-family dwellings)

L2 Damage to property (Fire that spreads, explosion, or any other event or condit
L3 Cost overruns and damage to reputation with costumers (No more than 10% o
all assumptions that limit the scope should be documented. For
example: “While injury may result from through the mechanical
properties of a CESS (e.g., sharp corners, tipping and failing over) it
is assumed that the CESS does not posses anything that would set it
apart from similar electrical equipment (washing machine, HVAC,
etc.) in this regard. Differences include a lockable door, heavier in
weight, and labeled as a battery. This assumption may not hold in
cases where the physical differences are significant in the associ-
ated manufacturing/installation standards and inspection process
(e.g., developing countries, or areas where prevalent seismic ac-
tivity is poorly represented in local codes).” This documentation
tracking what is not known or poorly understood is vital to the
completeness of an hazard analysis.

Table 4 lists the systems states that, under certain external
conditions, could lead to a loss. This is to say that a buildup of
vented gasses to combustible concentrations (H5) is not a loss in
and of itself but given a spark, it could be. Each hazard could lead to
one or more losses and a loss can develop out of one or more
hazards. For example: if a home owner is exposed to voltage po-
tential (H1) it may lead to injury (L1), which could in turn lead to
reputation damage with costumers (L3). Likewise, if conditions are
present to lead to thermal runaway (such as a manufacturing
defect) (H3) and people are in proximity to the device, the potential
exists for human exposure to vented gasses (H5) which may lead to
Injury from smoke inhalation (L1). Note that hazards H4, H5, and
H6 can develop out of the conditions leading to thermal runaway of
installed cell(s) (H3), which include both internal conditions (e.g.,
shipping damage) or external conditions (e.g., building fire). These
nt related to life safety in excess of that expected for similar electrical equipment

ion that causes damage property outside of the unit itself)
f the initial distribution require service by a technician within the first year)



Table 4
STAMP potential hazardous states of CESS.

Hazard Description

H1 Human exposure to dangerous voltage potential
H2 Human exposure to dangerous arc-flash/blast potential
H3 Conditions leading to thermal runaway of installed cell(s)
H4 Conditions allowing propagation of thermal runaway or fire
H5 Conditions allowing human exposure to vented gasses
H6 Conditions allowing the buildup of vented gasses to combustible concentrations
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hazards will be used to help define safety constraints in later steps.
A hierarchical control structure can be established to describe

the system that is expected to avoid these hazardous states. Control
structures help to define and communicate functional component
interactions and hierarchy. The development of a control structure
can be iterative; allowing it to evolve as a design or the under-
standing of a real system grows. Working with the vender, the
control structure in Fig. 1 was developed. The highest level con-
trollers established in this control structure are the electric utility
and the CESS manufacture. Higher level controllers would be reg-
ulators and perhaps even congress but as the vender will have little
influence on these interactions they can be modeled as environ-
mental factors. It is important to recognize that this control struc-
ture is an open system with many external influences such as
weather, insurance policies, and legislative environments many of
which will have unknown effects on the assumed structure. For
example: if local regulations were to require regular inspections by
the county electrical inspector, that inspector may need to be
included in this structure such that their interactions could be
analyzed in detail. This promotes the documentation and critical
assessment of the assumptions about how components interact.

3.2. Representative control loop

While an analysis of the whole system is needed to ensure safe
operation, a condensed analysis of a single control loop is sufficient
to capture the effectiveness of the method. Fig. 2 shows the control
loop used to enforce limits on battery operation in the CESS. STPA
allow a designer to assess the effectiveness of this control loop
within the constraints provided by higher levels in the control
structure. A controller (e.g., the EnergyManagement System (EMS))
issues a safety control action based on its current process model to
an actuator (e.g., inverter). This actuator then implements a
controlled process (e.g., adjust DC current). The completion of this
controlled process is registered by a sensor (e.g., Battery Manage-
ment System (BMS)). This sensor information becomes feedback
upon which the controller updates its process model. Proceeding
around each control loop in a systematic fashion allows for a ho-
listic STAMP-based analysis of the safety control actions designed to
help the system enforce its safety constraints.

3.3. Safety control actions

Each entity in the hierarchical control structure has system
safety responsibilities. The interactions of safety responsibilities
must enforce safety constraints in order to avoid hazardous systems
states. Each constraint is enforced by a safety control action and so
the two terms are often used interchangeably. The connections in
Fig. 2 represent how control actions are communicated from one
element to another. While these control actions can range from a
conversation, to digital communication, to a direct mechanical
force, each has a set of safety constraints. Table 5 lists each of the
control actions for battery cell voltage shown in Fig. 2 along with a
high level description of their qualities. Similar tables could be
developed for control of cell temperature, current, and SOC.
Together, the table and the figure show how information and ac-
tions flow through the control loop.

3.4. Potentially hazardous control actions

Now that the information/action flow through the control loop
is defined, STPA step 1 can be performed. STPA step 1, identify
potentially hazards control actions, is intended to allow the
designer to better understand the ways that the control actions can
be violated. This begins with listing four logical categories for how
control actions can violate safety constraints [47]:

1. Control Needed and Not Provided
2. Control Provided
3. Control Provided Too Early or Too Late (sequence)
4. Control Provided For Too Long or For Not Long Enough

(duration)

Table 6 lists each of the control actions from the representative
control loop in Fig. 2 along with each logical violation. Collecting all
of the potently unsafe control actions is important to ensuring a
complete analysis. Note that each of these may or may not, by itself,
cause an accident. It can often take a combination of many unsafe
control actions to develop a hazardous system state that, under a
set of worse case environmental conditions, could lead to an
accident.

3.5. Causal scenarios

Once all of the unsafe control actions have been collected the
causal factors can be determined by moving through each element,
control action, and environmental factor in the system and
assessing whether and how it could contribute to the unsafe con-
trol action. This produces a long list of contextualized causal factors
which may or may not, by themselves, cause the unsafe control
action. More impotently, this step attempts frame the search for
causes to all that is not known about what can go wrong. By sys-
tematically exploring causal links, areas where there is insufficient
knowledge can be identified and design choices can be made to
avoid or control this uncertainty. Causal factors are presented in the
form of vignettes or scenarios that explain both factors themselves
as well as the context of the system. Context is vital as wherever
contextual requirements are not met the design assumptions may
no-longer hold. Below are four causal scenarios, each selected from
one of the control actions in the representative control loop in
Fig. 2.

[#] Element, Unsafe Control Action:

- Potential Causes include:
1 Battery Module, Cell voltage not provided:

- ‘Potential Causes include: For cell voltage to not be pro-
vided to the BMS there must be a disconnection some-
where within the measurement circuit. A disconnection



Fig. 2. Representative control loop.

Table 5
Safety responsibilities, constraints, and control actions.

Name Responsibilities Constraints Control actions

EMS Provide inverter safe power
commands

Power commands must not drive battery module, Inverter, or other elements
into an unsafe state

Provide inverter power commands within
dynamically calculated system limits

Inverter Actuate power commands to
DC battery current safely

Battery current must not push battery into voltage, temperature, SOC or other
condition exceeding present limits

Actuate power commands within dynamic
limits

Battery
module

Allow BMS to access safety
related properties

Access to string current and each cell voltage and temperature must be
uninterrupted and allow for accurate data to be collected

Provide BMS uninterrupted access to safety
related properties for accurate data collection

BMS Provide data to the EMS on
dynamic battery limits

Data on highest cell voltage, lowest cell voltage, highest cell temperature,
lowest cell temperature, string current, and the battery module warning/
alarm status must be accurate and timely

Provide accurate and timely safety related
data to the EMS
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can happen in the factory if a terminal is not properly
tightened or the BMS is configured incorrectly or in the
field from a corrosive environment and lack of corrosion
protection, access by rodents, or a voltage surge on the DC
bus.’
2. BMS, Highest cell voltage transmission delay:

- ‘Potential Causes include: For there to be a delay in the BMS
sending its highest measured voltage to the EMS there
must be either a delay in collecting the data, processing the
data and producing the highest cell voltage, or in trans-
mitting the data to the EMS. Delays in collecting the data
can occur when there is a digital isolation amplification
filter that has a low bandwidth. Delays in processing can
occur when the algorithm to choose the highest cell
voltage is too large or run too often for the BMS processor
or memory to keep up. Last, delays in transmission can
occur when a communication channel is overwhelmed and
there is overflow in the digital communication buffer.’
3. EMS, AC power command stuck:

- ‘Potential Causes include: For the AC power command to
remain unchanged with respect to the battery conditions
there must be a case for which the control software ceases
operation without setting the power command to zero.
Incomplete error handling, incomplete error lists,



Table 6
Example unsafe control actions.

Control action Control needed
and not provided

Control provided Control provided too early
or too late (sequence)

Control provided for too long or
for not long enough (duration)

Battery module: Provide BMS uninterrupted access to
safety related properties for accurate data collection

(1a) Cell voltage
not provided

Inaccurate voltage Voltage measurement
delay

Voltage measurement stuck

BMS: Provide accurate and timely safety related data to
the EMS

Highest cell
voltage not
provided

Inaccurate highest cell
voltage

(2a) Voltage transmission
delay

Voltage transmission stuck

EMS: Provide inverter power commands within
dynamically calculated system limits

Power command
not provided

Power command exceeds cell
voltage or current limits

Power command delay (3a) Power command stuck

Inverter: Actuate power commands within dynamic
limits

DC current not
provided

(4a) DC current exceeds cell
voltage or current limits

DC current actuator delay DC current actuator stuck

a Reference# to selected causal scenarios in Section 3.5.
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developmental software, operating system updates, and
incomplete code testing, can create the opportunity for this
exemption to occur.’
4. Inverter, DC current exceeds cell voltage or current limits:

- ‘Potential Causes include: For the Inverter to violate the
safety constraints on DC current, it must be too high or too
low based on the complex set of conditions that the battery
experiences. For the cell voltage constraint, this starts at
the physical measurement on the cells themselves. Inac-
curacy can be produced in physical measurement of cell
voltages from: a lack or inaccuracy of calibration, rapid
measurement drift, inaccurate bus-bar compensation, high
impedance measurement isolation grounding, low mea-
surement isolation input impedance, high measurement
wire impedance, or some combination of these factors.
Once cell voltage has been collected, the BMS must sort
them and provide the highest and lowest cell voltages to
the EMS. The incorrect voltage can be transmitted because
of an incorrect algorithm that selects thewrong cell voltage
to report, derived from incomplete validation and verifi-
cation of the firmware or from incomplete, unclear, or
unenforced, design and manufacturing practices for the
BMS. The highest and voltage, along with other parame-
ters, are then used by the EMS to calculate a maximum
power command. This calculation can produce a violation
in DC current if any of its inputs are highly inaccurate or
there are mistakes in the algorithm itself. The inputs
include measurements such as: highest cell voltage, tem-
perature, SOC, measured string current, and manufacture
cell limits. The algorithm used to perform the maximum
DC current calculation could contain improper fault
handling resulting from its development process or the
application of industry standards. Last, the inverter must
take the power command from the EMS and use it to
change its set-point for DC current. A violation in DC cur-
rent can be produced in this function from low measure-
ment accuracy in the inverter DC current PI-control,
unaccounted parasitic power draw on the DC bus, excessive
pre-charge circuit current, or an AC waveform with or
without zero crossings on DC current.’
4. Discussion

A systems perspective on safety has some advantages to the
component-centric techniques as traditionally deployed. The kind
of causal scenarios developed out of STAMP based techniques are
qualitatively similar, but fundamentally different than those for
PRA. While PRA based analysis helps findmany probabilistic factors
contributing to a system fire (e.g., a faulty measurement fuse),
understanding accident scenarios where all components operate
according to design (e.g., EMS software update changes the battery
process model to a different battery type) takes a systematic
perspective. STAMP, in contrast to PRA, views non-probabilistic
components like technicians and software updates as part of a
controlled process. Under this perspective, safety constraints are
enforced through control and communication providing a variety of
design choices to address identified issues. For example, if changing
the EMS's battery process model can create a hazard then a
designer can: A. program the software to check with the BMS on
battery type before operation, B. make the technician enter in the
battery's serial number during the software update which it then
checks for type, or C. reconfigure component safety responsibilities
such that the BMS is tasked with limiting operations thereby
eliminating the hazardous system state. With each of these pro-
posed changes, the flow of information in the system changes with
the effect of better enforcing safety constraints on the batteries.

Causal scenario descriptions enable designers to make informed
decisions about safety control. Consider the case from causal sce-
nario 1 in Section 3.5 where a voltage surge on the DC bus is
identified as a contributing factor to a loss of cell voltage mea-
surement integrity. If given this information by itself, one might
foresee a requirement to install surge protection which can be
costly and in some cases unfeasible. However, given the context of
how this unsafe control action can move the system toward an
unsafe state, designers may instead chose to implement controls
elsewhere such as installing lighting protection or making sure that
the BMS can effectively identify when a voltage surge has damaged
its measurement isolation. In this way, system safety constraints
are enforced in an efficient manner and with due consideration to
other design constraints like performance, cost, and schedule.

While PRA compares safety issues on the bases of relative risk,
STPA enables designers to implement holistic control that keeps the
system away from safety issues. Prioritization then becomes opti-
mization of the performance and cost under the requirements for
enforcement of safety constraints. Consider the case from causal
scenario 2 in Section 3.5 here transmission delays in measured
voltage can result from low filter bandwidth, long processing time,
or overloaded communication buffers. If the battery is limited to a
maximum voltage that it must not exceed for more than a set time
(e.g., two seconds) then design choices can be made as long as this
requirement is met. There exist a host of measurement filters, BMS
devices, and programming architectures that can meet and ensure
the enforcement of this constraint and engineers have the freedom
to optimize design choices for performance and cost within this
space.

More impotent to the effectiveness of a hazard analysis is the
ability to understand and adapt to uncertainty. Note that each of the
known Potential Cause scenarios can be “inverted” to produce a list
of what is not known and should be specified in the requirements
or otherwise controlled or accounted for in the design. For example,
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Scenario 4 can be inverted to ask the following example questions
about the voltage enforcement control loop: How accurate is the
voltage measurement/calibration procedure? How often should
calibration be performed? How quickly does the measurement
accuracy drift? What are the BMS design, manufacturing, and
programming standards? What is the validation and verification
procedure to be used on the EMS control software? Are there any
measurements missing from the EMS for it to enforce voltage
effectively? These questions should both direct design efforts to
reduce uncertainty and help design around it where it cannot be
reduced. For example, how a home owner may interact with a
system is not fully known in the design stage. Still this analysis
perspective allows that fact to be incorporated into the develop-
ment process through staged/supervised beta testing that mini-
mizes accident risk while feedback can be collected from the home
owner. STPA enables the control of uncertainty at the heart of any
successful safety engineering program.

Note that STPA is most effective when applied early in design
process. If it is applied during conceptualization, as was shown
viable by Fleming, all design options are available and design
changes cost nothing [67]. This has the potential to reduce the cost
of safety engineering programs, and may allow for more safe-by-
design measures to be used than techniques that can only be per-
formed later in the design process when options are limited and
changes are expensive. Understanding the safety responsibilities
and control actions can aid in the development of requirements and
specifications for each component and for system integration. Early
establishment of these requirements in a CESS design is speculated
to reduce cost and time to market though further research is
needed to determine if this is the case or not.

5. Conclusion

The analysis presented in this paper has demonstrated that a
systems perspective on safety can be beneficial to the safety engi-
neering process for lithium ion-battery systems. The five properties
of lithium ion-batteries that can develop into hazards, voltage, arc-
flash/blast potential, fire potential, vented gas combustibility po-
tential, and vent gas toxicity, can develop hazards and combina-
tions of hazards that are difficult to predict or control using
conventional analysis techniques. This difficulty stems from the a
reliance on Probabilistic Risk Assessment (PRA) which poorly
models the complexity of accidents in modern systems. The pro-
posed alternative, Systems-Theoretic Accident Model and Process
(STAMP), views safety as an emergent property of sociotechnical
systems and has been shown to better address complexity in many
high consequence industries. Based on STAMP, Systems-Theoretic
Process Analysis (STPA) provides a step-by-step procedure to
analyze hazards which, by treating them as emergent system
states, was especially effective when applied to a system with
lithium-ion batteries.

To assess its benefits and drawbacks, STPA was applied to the
design of a lithium-ion based Community Energy Storage System
(CESS). STPA works by breaking down a complex system into the
safety constraints that are imposed on component actions and in-
teractions tomaintain safety at the system level, and analyzing how
those constraints could be violated. For the CESS, three unaccept-
able losses were identified along with six potentially hazardous
system states which, under worst case environmental conditions,
could lead to a loss. A safety control structure was also developed to
illustrate functional system components and the flow of safety
control actions throughout the system. From the identified hazards
and control structure, the safety control actions were derived
through an analysis of each component's safety responsibilities.
Control actions can logically become unsafe if and only if they are:
needed and not provided, provided, provided too early or too late,
or provided for too long or not long enough. The system's logical
unsafe control actions were then analyzed for the causal scenarios
involving other system components, control actions, and environ-
mental factors that could contribute to their development.

The causal scenarios developed from STPA provided holistic
insight into how accidents might happen in the CESS. For example,
the analysis showed how EMS software updates which change
battery process model can cause the EMS to provide unsafe control
actions and possibly allow thermal runaway to develop in the
battery. It is important to recognize that nothing in this scenario
has a probabilistic mechanism of failure and so generally would not
be accounted for in a PRA based analysis. Understanding the
complex causes of accidents promotes design changes that act
systematically. In the example above this means that designers can
choose the right combination of version control, database man-
agement, software testing, oversight, technician training, signage,
and informational/hardware redundancy to assure that a new
process model will not provide unsafe control. If scenarios are
identified early enough in the design process, then even architec-
tural changes can be made to eliminate accident scenarios alto-
gether. These insights provide designers a complete picture of how
to avoid accidents such that cost and performance optimization can
be performed without compromising safety.

In addition to the benefits of applying these techniques to spe-
cific design challenges, a systems perspective on safety could have a
positive impact on the energy storage industry at large, where there
is a narrow focus on “battery safety.” The analysis in this paper has
demonstrated that the batteries themselves are only one small
piece of a much larger safety picture in a battery energy storage
system. While it is a semantic distinction, using the term battery
safety narrows the public's perspective on what design choices
affect safety. Shifting usage to battery system safety or equivalent
terminology more appropriately distributes the perceived re-
sponsibilities for safe design between battery development and
integration engineering. If language is the medium through which
humans provide control actions, then a breakdown in language
could lead to hazardous system states. Given this potential, one
could speculate that a concerted, industry wide effort to better
communicate how lithium-ion battery systems can be designed
safely would help breakdown safety concerns that are nowa barrier
to market growth.

Future work in on these techniques will include further devel-
opment and application of STPA to analyze safety in energy storage
systems, the application of Casual Analysis using Systems Theory
(CAST) to analyze accidents, and working to make these abstract
techniques more accessible to energy storage manufactures, in-
tegrators, and customers. This effort is working toward, in the long
term, a large scale cost/effectiveness comparison between PRA and
STPA for energy storage technologies.
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