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Abstract

Let k be a number field and Ok its ring of integers. Let Γ be a finite group, N/k a Galois extension with
Galois group isomorphic to Γ , and ON the ring of integers of N . Let M be a maximal Ok-order in the
semisimple algebra k[Γ ] containing Ok[Γ ], and Cl(M) its locally free class group. When N/k is tame
(i.e., at most tamely ramified), extension of scalars allows us to assign to ON the class of M⊗Ok[Γ ] ON ,
denoted [M⊗Ok[Γ ] ON ], in Cl(M). We define the set R(M) of realizable classes to be the set of classes
c ∈ Cl(M) such that there exists a Galois extension N/k which is tame, with Galois group isomorphic
to Γ , and for which [M⊗Ok[Γ ] ON ] = c. Let p be an odd prime number and let ξp be a primitive pth root
of unity. In the present article, we prove, by means of a fairly explicit description, that R(M) is a subgroup
of Cl(M) when ξp ∈ k and Γ = V �ρ C, where V is an Fp-vector space of dimension r � 1, C a cyclic
group of order pr − 1, and ρ a faithful representation of C in V ; an example is the symmetric group S3. In
the proof, we use some properties of a cyclic code and solve an embedding problem connected with Steinitz
classes. In addition, we determine the set of Steinitz classes of tame Galois extensions of k, with the above
group as Galois group, and prove that it is a subgroup of the class group of k.
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1. Introduction and statement of main results

Throughout this article, if K is a number field, we denote by OK its ring of integers and Cl(K)

its class group.
Let k be a number field and Γ a finite group. Let M be a maximal Ok-order in k[Γ ] con-

taining Ok[Γ ]. Let Cl(Ok[Γ ]) (respectively Cl(M)) be the locally free class group of Ok[Γ ]
(respectively M) (see [F4, Chapter I]). We denote by R(Ok[Γ ]) (respectively R(M)) the set of
realizable classes, that is the set of classes c ∈ Cl(Ok[Γ ]) (respectively Cl(M)) such that there
exists a Galois extension N/k at most tamely ramified (we abbreviate this to: tame), with Galois
group isomorphic to Γ and the class of ON (respectively M ⊗Ok[Γ ] ON ) is equal to c; we will
say that c is realizable by the extension N/k. It is easily seen that R(Ok[Γ ]) ⊂ Cl◦(Ok[Γ ])
(respectively R(M) ⊂ Cl◦(M)) (see [M2, (4.4)]), where Cl◦(Ok[Γ ]) (respectively Cl◦(M)) is
the kernel of the morphism Cl(Ok[Γ ]) → Cl(k) (respectively Cl(M) → Cl(k)) induced by the
augmentation Ok[Γ ] → Ok (respectively M → Ok). The results of McCulloh (see [M3]) lead
one to the following conjecture.

Conjecture 1. The set R(Ok[Γ ]) is a subgroup of Cl◦(Ok[Γ ]).

A difficulty coming from local units of group rings arises when we attempt to prove this
conjecture (see the proof of Fröhlich’s conjecture in [T]; see [BS1,BS2]). An approach toward
circumventing this difficulty is to study the following weaker conjecture.

Conjecture 2. The set R(M) is a subgroup of Cl◦(M).

Conjecture 1 implies Conjecture 2. Indeed: extension of scalars from Ok[Γ ] to M induces a
surjective morphism Ex : Cl(Ok[Γ ]) → Cl(M) and it is clear that Ex(R(Ok[Γ ])) = R(M).

If k is any number field and Γ is abelian, McCulloh [M3] proved Conjecture 1 by means of a
“Stickelberger map.”

Let A4 be the tetrahedral group (i.e., the alternating group of degree 4) and D4 the dihe-
dral group of order 8. In [BS1] Conjecture 1 was proved for A4; more precisely, the equality
R(Ok[A4]) = Cl◦(Ok[A4]) was established for all number fields k. In [BS2] it is shown that
R(Ok[D4]) = Cl◦(Ok[D4]) for any number field k such that the ray class group of k with modu-
lus 4Ok has odd order. For previous work toward Conjecture 2, see for instance [BGS,GS2,So2,
So4,So5,So6].

Let p be a prime number. Let Fp be the finite field of p elements, which we will often identify
with Z/pZ. Let V be an Fp-vector space of dimension r � 1, and C a cyclic group of order
pr − 1. Let

ρ :C → AutFp
(V )

be a linear representation of C in V . We denote Γ = V �ρ C the semidirect product of V by C

which is defined by ρ.
In [BGS], we consider the case: p = 2 and r � 2; under the hypothesis that ρ is faithful, we

prove Conjecture 2 by means of a fairly explicit description of R(M) (see [BGS, Theorem 1.1]).
A part of the present paper is to study Conjecture 2 in the situation: p odd and r � 1.
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The Wedderburn decomposition of the semisimple algebra k[C] as a product of simple alge-
bras is (see [CR2, p. 330 and §74]):

k[C] �
n∏

i=0

k(χi),

where n + 1 is the number of the conjugacy classes over k of absolutely irreducible characters
of C (i.e., characters of irreducible complex representations), and for each i ∈ {0,1, . . . , n}, χi is
a representative of one of these classes, χ0 is the trivial character, and k(χi) is the extension of k

obtained by adjoining to k the values of χi .
Let M(C) be the maximal Ok-order in k[C]. Since C is abelian, we have

Cl
(
M(C)

) �
n∏

i=0

Cl
(
k(χi)

)
, and then Cl◦

(
M(C)

) �
n∏

i=1

Cl
(
k(χi)

)
.

Let R(M(C)) be the set consisting of the classes in Cl(M(C)) which are realizable by tame
Galois extensions of k, with Galois group isomorphic to C. By [M3], R(M(C)) is a subgroup
of Cl◦(M(C)) which can be described by a Stickelberger map. We will often identify R(M(C))

with a subgroup of
∏n

i=1 Cl(k(χi)).

Now, suppose p odd, r � 1, ρ faithful and ξp ∈ k; where ξp is a primitive pth root of unity.
Let M be a maximal Ok-order in k[Γ ] which contains Ok[Γ ]. In Section 4, we will determine
the conjugacy classes over k of the absolutely irreducible characters of Γ , and show that

Cl◦(M) �
n∏

i=1

Cl
(
k(χi)

) × Cl(k). (1.1)

We will often identify Cl◦(M) with
∏n

i=1 Cl(k(χi)) × Cl(k) under the isomorphism of (1.1).
We fix the following notation which will be in force throughout this article. If K/k is an

extension of number fields, then NK/k denotes the norm map in K/k. If G is an abelian group
and m ∈ N, then Gm denotes the subgroup of the mth powers of elements of G.

In Section 4, we shall prove the following theorem.

Theorem 1.1. Let k be a number field which contains ξp and Γ = V �ρ C, where p is an
odd prime number. Suppose that the representation ρ is faithful. We identify Cl◦(M) with∏n

i=1 Cl(k(χi)) × Cl(k). Then R(M) is a subgroup of Cl◦(M), equal to the following sub-
group A:

A =
{(

c1, c2, . . . , cn, x

n∏
i=1

Nk(χi)/k(ci)

) ∣∣∣
(c1, c2, . . . , cn) ∈R

(
M(C)

)
, x ∈ Cl(k)p

r−1(p−1)/2

}
.

Remark. An immediate consequence of Theorem 1.1 is: R(M) is isomorphic to the group
R(M(C)) × Cl(k)p

r−1(p−1)/2.
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We will see in Section 2 that the symmetric group S3 is an example of a group Γ which
satisfies the hypotheses of Theorem 1.1 (see Remark 2 which follows Proposition 2.3, in this
case p = 3 and r = 1).

Corollary 1.2. Let k be any number field and Γ = S3. Then R(M) is the subgroup Cl◦(M). In
this case, Cl(M) � Cl(k) × Cl(k) × Cl(k), and R(M) = Cl(k) × Cl(k).

This corollary extends, without any hypothesis on the base field k, the following main result
of [So2] in the case of the metacyclic group S3 (see §4, Proof of Corollary 1.2): if ξ3 /∈ k, then
R(M) = Cl(k) × Cl(k).

Now, recall the definition of Steinitz class. Let M be a finitely generated, torsion-free module
of rank s over Ok . Then, there exists an ideal I of Ok such that M � Os−1

k ⊕ I as an Ok-
module. The class of I in Cl(k) is called the Steinitz class of M , and will be denoted by clk(M)

(see [FT, Theorem 13, p. 95], or [Co2, Theorem 1.2.19, p. 9 and Corollary 1.2.24, p. 11]). The
structure of M as an Ok-module is determined up to isomorphism by its rank and its Steinitz
class. One applies the previous discussion to M = OK , where K/k is an extension of number
fields of degree s; we will also say that clk(OK) is the Steinitz class of K/k.

As we have seen for instance in [BGS,GS2,So4,So5], when we attempt to study Conjec-
ture 2, we are faced with the embedding problem connected with the problem of studying Steinitz
classes.

Another part of the present paper is to study the Steinitz classes in the following setting.
Let Γ be a finite group and Δ a normal subgroup of Γ . We have the following exact sequence:

Σ : 1 → Δ → Γ → Γ/Δ → 1.

We fix a tame Galois extension E/k with Galois group isomorphic to Γ/Δ. We denote by
Rt(E/k,Σ) (t means tame) the set of (realizable) classes c ∈ Cl(k) satisfying: there exists a
tame Galois extension N/k whose Galois group is isomorphic to Γ and whose Steinitz class is
equal to c, containing E, with an isomorphism π from Gal(N/k) to Γ such that E is the subfield
of N fixed by π−1(Δ), and the action of Γ on E corresponds via π to the prescribed action of
Γ/Δ on E.

If Δ = Γ , then Rt(E/k,Σ) is simply the set of the Steinitz classes of tame Galois extensions
of k whose Galois group is isomorphic to Γ ; we write Rt(k,Γ ) instead of Rt(E/k,Σ).

As we have seen in [BGS, §1], the trivial injection 1 → Γ induces the restriction morphism
resΓ

1 : Cl(Ok[Γ ]) → Cl(k), and we have resΓ
1 (R(Ok[Γ ])) = Rt(k,Γ ). Thus Conjecture 1 im-

plies the following conjecture.

Conjecture 3. The set Rt(k,Γ ) is a subgroup of Cl(k).

As a consequence of [M3], this conjecture is true when Γ is abelian. When Γ is not abelian,
for recent works toward the study of Rt(E/k,Σ) and Conjecture 3, see for instance [BGS,C,
GS1,GS3,So3,So5,Sov].

In the present article, we are interested in the case where Γ = V �ρ C and Δ = V . We have
Gal(E/k) � C, therefore E/k is a cyclic extension of degree pr − 1. In [BGS], we treat the
case: p = 2, r � 2; assuming ρ faithful, we determine Rt(E/k,Σ) and prove Conjecture 3 for
any number field (see [BGS, Theorem 1.4]). In this paper we treat the situation: p odd and r � 1.
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By [M3], the set Rt(k,C) of Steinitz classes of tame Galois extensions of k, whose Galois
group is isomorphic to C, is a subgroup of Cl(k).

In Section 3, we will prove the following result.

Theorem 1.3. Let Γ = V �ρ C. Assume p odd, r � 1 and the representation ρ faithful. Let k be
a number field and E/k a tame cyclic extension of degree pr − 1.

(i) If ξp ∈ E, then Rt(E/k,Σ) = clk(OE)p
r
(NE/k(Cl(E)))p

r−1(pr−1)(p−1)/2.

(ii) Suppose ξp ∈ k, then Rt(k,Γ ) is a subgroup of Cl(k) and

Rt(k,Γ ) = Rt(k,C)p
r (

Cl(k)
)pr−1(pr−1)(p−1)/2

,

where Rt(k,C) is the group of Steinitz classes of tame Galois extensions of k whose Galois
group is isomorphic to C.

Corollary 1.4. With the notation and hypotheses of Theorem 1.3, we have the following asser-
tions:

(i) If ξp ∈ E and OE is a free Ok-module, then Rt(E/k,Σ) is the subgroup

NE/k(Cl(E))p
r−1(pr−1)(p−1)/2 of Cl(k).

(ii) Assume that ξp ∈ k. If k contains a primitive (pr − 1)th root of unity ξpr−1, then Rt(k,Γ ) =
Cl(k)p

r−1
. In particular, Rt(k, S3) = Cl(k).

Finally, we point out that the present article originates from an attempt to extend the re-
sults and arguments of [BGS]. For the reader’s convenience (especially the non-French-speaking
reader), we will try to give sufficient details for some proofs and definitions which are analo-
gous to those in [BGS], in order to help the reader to understand the similarities and differences
between [BGS] and this paper.

2. Preliminaries

From now on and throughout the present paper, p is an odd prime number and r � 1.

Let V be an Fp-vector space of dimension r , and G an abelian group with order relatively
prime to p. (Then Fp[G] is a semisimple algebra.) Let

ρ :G → AutFp
(V )

be a linear representation of G in V . We denote by Γ = V �ρ G the semidirect product of V by
G which is defined by ρ.

If g ∈ G and v ∈ V , we set gv = ρ(g)(v); this defines on V a natural structure of Fp[G]-
module.

In the sequel, in order to simplify the notation, one identifies groups which are isomorphic
whenever we can do so without any ambiguity; for instance we will very often consider G and
V as subgroups of Γ .

Let E be a number field which contains ξp and let E× = E \ {0}. By Kummer theory (see for
instance [Co2, §10.2]), an extension N/E is Galois with Galois group V if and only if there exists
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a subspace W of the Fp-vector space E×/E×p having dimension r , such that N = E(
p
√

W),
where p

√
W is the set of all pth roots of the elements of E× belonging to the classes of W , and

such that the following pairing is perfect:

〈,〉 :V × W → 〈ξp〉,
(v,w) 
→ 〈v,w〉 = v

(
p
√

w
)
/ p
√

w,

where p
√

w is an abuse of notation for a chosen pth root of a chosen representative of the class w,
and 〈ξp〉 is the group of the pth roots of unity.

The group 〈ξp〉 being isomorphic to Fp as an Fp-vector space, the preceding pairing may be
considered as a nondegenerate Fp-bilinear form from V × W to Fp . Then, the vector spaces V

and W are dual:

W � Hom
(
V, 〈ξp〉) � HomFp

(V ,Fp).

Hence, there exists a unique linear representation

ρ∗ :G → AutFp
(W)

such that for all g ∈ G, v ∈ V , w ∈ W ,

〈
ρ(g)(v), ρ∗(g)(w)

〉 = 〈v,w〉,

which is equivalent to 〈ρ(g−1)(v),w〉 = 〈v,ρ∗(g)(w)〉.
The representation ρ∗ is called the contragredient representation of ρ (see [CR1, §10D,

p. 245]). Therefore the vector space W is equipped with the Fp[G]-module structure defined
by: for all g ∈ G, gw = ρ∗(g)(w).

If E/k is a Galois extension with Galois group G, then any g ∈ G induces an automorphism
of the Fp-vector space E×/E×p , which will also be denoted by g. Hence, the Fp-vector space
E×/E×p has a natural Fp[G]-module structure.

Arguing as in the proof of [BGS, Proposition 2.1, p. 8], we obtain the following proposition.

Proposition 2.1. Let k be a number field, E/k a Galois extension containing ξp with
Gal(E/k) = G, W an Fp-subspace of E×/E×p and N = E(

p
√

W)/E a Galois extension with
Gal(N/E) = V . Then the following assertions are equivalent:

(i) N/k is Galois with Gal(N/k) � Γ = V �ρ G.

(ii) The space W is stable under the action of G and the corresponding natural representation
from G to AutFp

(W) is the contragredient ρ∗ of ρ.

From now on and throughout the present article, we assume that G = C is a cyclic group of
order pr − 1. We choose a generator σ of C.

Let Fp be an algebraic closure of Fp . In what follows, the extensions of Fp are assumed to be
included in Fp .

The following terminology comes from coding theory (see for instance [Ro, p. 293]).
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Definition 2.2. Let f ∈ Fp[X] of degree n � 1. We say that f is primitive if it is the minimal
polynomial of a generator of the cyclic group F×

pn (= Fpn \ {0}).

Examples. There exist tables for primitive polynomials, see for instance [Ro, pp. 459–463] and
[LN, Chapter 10, Tables E and F, pp. 564–566]. Table E of [LN] lists all primitive polynomials
of degree 2 for 11 � p � 31, and Table F lists one primitive polynomial of degree n for all n � 2
and p < 50 such that pn < 109. Let us give one for some values of n and p:

n = 1, p = 3: X + 1; n = 2, p = 5: X2 + X + 2;
n = 3, p = 7: X3 + X2 + X + 2; n = 4, p = 11: X4 + X + 2;
n = 5, p = 13: X5 + X3 + X + 11; n = 6, p = 23: X6 + X5 + 7;
n = 5, p = 47: X5 + X + 42; n = 18, p = 3: X18 + X5 + 2.

Remarks. (1) The roots of an irreducible polynomial of Fp[X] of degree n have the same order
in F×

pn , because they are conjugate under the Frobenius of Gal(Fpn/Fp). In particular, each root

of a primitive polynomial of degree n is a generator of the group F×
pn .

(2) Computing primitive polynomials (see for instance [Ro, pp. 456–457]): Let e = pn − 1.
Let Φe(X) be the eth cyclotomic polynomial over Fp; that is the monic polynomial whose roots
in Fp are (all) the primitive eth roots of unity. Then Φe(X) ∈ Fp[X], and clearly the irreducible
factors of Φe(X) are precisely the primitive polynomials of degree n. To compute ones, we can
use Berlekamp’s algorithm (see [Co1, §3.4, Algorithms 3.4.10 and 3.4.11, pp. 131–132]), and
the formula Φe(X) = ∏

d|e(Xe/d − 1)μ(d) (see [Ro, Theorem A.2.4, Example A.2.3, p. 441]),
where d runs through the set of positive divisors of e and μ is the Möbius function (μ(1) = 1; if
d is a product of m distinct primes, μ(d) = (−1)m; otherwise μ(d) = 0).

A similar argument as in the proof of [BGS, Proposition 2.3, p. 10] allows us to have:

Proposition 2.3.

(1) With the previous notation, if the representation ρ is faithful, then it is irreducible. Further-
more, the minimal polynomial of ρ(σ ) ∈ AutFp

(V ) is primitive of degree r and the action of
C on V \ {1} is simple and transitive.

(2) Conversely, to each primitive polynomial f ∈ Fp[X] of degree r , one may associate a faithful
representation of C in AutFp

(V ).

Remarks. (1) There is a one-to-one correspondence between the isomorphic irreducible repre-
sentations ρ of C in V and the simple modules over Fp[C]; these modules correspond to the
irreducible divisors f of Xpr−1 − 1. In this bijection, a faithful representation corresponds to a
primitive polynomial f .

(2) The tables of primitive polynomials f (see for instance [Ro, pp. 459–463] and [LN,
Chapter 10, Tables E and F, pp. 564–566]), or Remark (2) following Definition 2.2, allow us
to construct groups Γ which are defined by a faithful representation ρ; it suffices to use the com-
panion matrix associated to f . Thus, it is easy to check that if r = 1 and p = 3, we may take (in
fact we have to take) f = 1 + X and Γ is isomorphic to the symmetric group S3.
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In all that follows in the present paper, we suppose that ρ is faithful. We denote by f the
minimal polynomial of ρ(σ ) and by g the element of Fp[X] satisfying

fg = Xpr−1 − 1.

Recall that if P ∈ K[X] has degree n, where K is any field, then the polynomial P̂ =
XnP (X−1) is called the reciprocal polynomial of P . It is easily seen that if P is irreducible
and P(0) �= 0, then P̂ is also irreducible.

Using a method analogous to that in the proof of [BGS, Proposition 2.4, p. 11], we obtain:

Proposition 2.4. With the previous notation, the following assertions are equivalent:

(i) The extension N/k is Galois and Gal(N/k) � Γ = V �ρ C.

(ii) There exists m ∈ E×/E×p satisfying ĝ(σ )m �= 1 and W = Fp[C]ĝ(σ )m.

Let s̄ be the natural surjective morphism from Z[C] onto Fp[C].
From now on and until the end of the present paper, we will use the following abuse of

notation: we will also denote ĝ(σ ) the inverse image, by s̄, of ĝ(σ ) ∈ Fp[C], which has its
coefficients in {0,1, . . . , p − 1}; we will say that we consider ĝ(σ ) as an element of N[C], where
N = {0,1,2, . . .} is the set of natural numbers.

An immediate consequence of the previous proposition is the following result, which is a
criterion for a cyclic extension of degree pr − 1 to be embeddable in an extension whose Galois
group is isomorphic to Γ . This result generalizes Proposition 2.5 of [BGS] and will be useful in
the proofs of the main results.

Proposition 2.5. Let k be a number field, E/k a cyclic extension of degree pr − 1 containing ξp ,
and L/E a cyclic extension of degree p. Then the following assertions are equivalent:

(i) The Galois closure of L/k is an extension N/k with Galois group isomorphic to Γ .
(ii) There exists m ∈ E such that L = E( p

√
ĝ(σ )m), where we consider ĝ(σ ) as an element

of N[C].

Furthermore, if (ii) is satisfied, we may choose N equal to the compositum of the extensions
E( p

√
σ iĝ(σ )m), 0 � i � pr − 2.

Below, we will give some definitions and results which will be useful in the subsequent sec-
tions.

Let α(σ) = ∑pr−2
i=0 aiσ

i be an element of the group ring Z[C], where ai ∈ Z.
We define the integral weight of α(σ), that will be denoted win(α(σ )), by win(α(σ )) =∑pr−2
i=0 ai ; in other words, it is the image of α(σ) by the augmentation morphism Z[C] → Z.
We define the modular weight of α(σ), that we denote wm(α(σ )), to be the number of coeffi-

cients ai which are relatively prime to p.
Let k be a number field and I a (nonzero) fractional ideal of Ok . We call integral weight of I

the number win(I ) defined as
∑

p vp(I ), where p runs through the set of prime ideals of Ok and
vp is the corresponding p-adic valuation. Immediately, we have win(IJ ) = win(I ) + win(J ) for
every fractional ideal J .
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Clearly, the fractional ideal I can be written uniquely in the form:

I = J
p

0

p−1∏
i=1

J i
i ,

where J0 is a fractional ideal of Ok , and the Ji , 1 � i � p − 1, are pairwise relatively prime
square free integral ideals of Ok . The ideal J0 will be called the p-part of I , and the ideal∏p−1

i=1 Ji , which will be denoted by F(I ), the conductor of I (for this terminology see Remark (3)
following Proposition 3.2).

Remark. The p-part (respectively conductor) of a certain fractional ideal I is useful to calcu-
late the realizable Galois module class (respectively Steinitz class) (see Section 4 (respectively
Section 3)).

We recall the (simplest) definition of a cyclic code (see for instance [Ro, §7.4, p. 320]): it is
an ideal of Fq [X]/(Xn − 1), where Fq is a finite field with q elements and n a nonzero natural
integer; its elements are called codewords. In the terminology of coding theory (see for instance
[Ro, p. 146]), the weight of a codeword of a cyclic code is the number of its nonzero components
in the canonical basis (1,X, . . . ,Xn−1).

In our situation, since Fp[C] � Fp[X]/(Xpr−1 − 1) (the isomorphism is given by σ 
→ X),
one defines a cyclic code of Fp[C] as an ideal of Fp[C]. Let α(σ) be the image of an element
α(σ) ∈ Z[C] in Fp[C] by the natural surjective morphism s̄ : Z[C] → Fp[C]. Then, wm(α(σ ))

is in fact the weight of α(σ) as an element of any cyclic code.

We will say that α(σ) is considered as an element of N[C] (as we did for ĝ(σ )), to mean that
we identify α(σ) with its inverse image (by s̄) of which the coefficients belong to {0,1, . . . , p−1}.

Proposition 2.6. The nonzero codewords of the cyclic code of Fp[C] generated by ĝ(σ ) have
the same (modular) weight pr−1(p − 1), and considered as elements of N[C], have the same
integral weight pr(p − 1)/2.

Proof. The morphism from Fp[C] to Fp[C], which to h(σ ) assigns h(σ )ĝ(σ ), gives Fp[C]/
(f̂ (σ )) � (ĝ(σ )). Let i, 0 � i � pr −2. We have σ i ≡ 1 mod f̂ (σ ) if and only if f̂ divides Xi −1
(since Fp[C]/(f̂ (σ )) � Fp[X]/(f̂ )), which is equivalent to i = 0, because the order of the roots
of f̂ is pr − 1, since they are the inverses of those of f . One deduces that the σ i , 0 � i � pr − 2,
are pairwise distinct modulo f̂ (σ ). As Fp[C]/(f̂ (σ )) is an Fp-vector space of dimension r , it

is then equal to {0,1, σ , . . . , σpr−2}. It follows that (ĝ(σ )) = {0, σ i ĝ(σ ), 0 � i � pr − 2}. We
observe that (ĝ(σ )) consists simply of 0 and all the cyclic shifts of ĝ(σ ). It is hence clear that the
codewords σ iĝ(σ ), 0 � i � pr − 2, have the same modular weight wm(ĝ(σ )) and, considered
as elements of N[C], have the same integral weight win(ĝ(σ )) = ĝ(1).

By the previous observation, wm(ĝ(σ )) is equal to the cardinal of the set {x ∈ (ĝ(σ )) | the 1st
component of x in the basis C is nonzero}. But this last set is the complement of a hyperplane of
(ĝ(σ )). Consequently, wm(ĝ(σ )) = pr − pr−1 = pr−1(p − 1).

Now, let us calculate win(ĝ(σ )). In the following discussion, we consider the codewords
of (ĝ(σ )) as elements of N[C]. We write ĝ(σ ) = ∑pr−2

i=0 aiσ
i . Let Ij = {ai | ai = j}, where

1 � j � p − 1; I1 is not empty: since g being monic, we have a0 = 1. The cardinal of Ij
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(card(Ij )) is equal to that of I1; indeed, we see this by observing that the number of the co-
efficients of the codeword j ĝ(σ ) which are equal to j is both card(I1) and card(Ij ). One
deduces that win(ĝ(σ )) = card(I1)(1+2+· · ·+p−1) = card(I1)(p(p−1)/2). But wm(ĝ(σ )) =∑p−1

j=1 card(Ij ) = (p − 1) card(I1). It follows that win(ĝ(σ )) = pr(p − 1)/2. �
Remark. Proposition 2.6 is true even for p = 2 (in this case, (ĝ(σ )) is the dual of the binary
Hamming code). It generalizes the well-known Lemma 3.6 of [BGS].

3. Steinitz classes

The purpose of this section is to prove Theorem 1.3. We recall that Γ = V �ρ C, where V

is an Fp-vector space of dimension r � 1, p is an odd prime number, C = 〈σ 〉 is a cyclic group
of order pr − 1, and ρ is a faithful representation of C in V . Recall also that f is the minimal
polynomial of ρ(σ ) and g is the element of Fp[X] satisfying fg = Xpr−1 − 1.

We begin by fixing some notation and recalling well-known results which will be useful for
the proof of Theorem 1.3.

Let k be a number field. If I is a fractional ideal of k, we denote by cl(I ) its class in Cl(k).
Let C be a cycle of k and x ∈ k×; the notation x ≡ 1 mod∗ C will denote the usual relation of
congruence mod∗ in class field theory (see [N]). If K/k is a finite extension of number fields,
[K : k] denotes its degree, Δ(K/k) its discriminant and NK/k (respectively TrK/k) its norm map
(respectively trace map). We recall that clk(OK) is the Steinitz class of K/k. The following
proposition is Proposition 3.1 of [BGS].

Proposition 3.1. Let k ⊂ K ⊂ M be a tower of number fields. Then:

(i) clk(OK) = cl((Δ(K/k)/d)1/2), where d is the discriminant of a basis of the k-vector
space K . Moreover, if K/k is Galois with odd degree, then clk(OK) = cl((Δ(K/k))1/2).

(ii) clk(OM) = clk(OK)[M:K]NK/k(clK(OM)).

Proof. The assertion (i) is a theorem of Artin (see [A]). The result (ii), which may be read as the
transitivity of the Steinitz class in a tower of number fields, is Theorem 4.1 of [F1]. �

Let K be a number field containing ξp . Let M/K be a cyclic (Kummer) extension of degree p.
Let m ∈ K be such that M = K( p

√
m). We have seen at the end of Section 2 that the fractional

ideal mOK can be written uniquely in the form:

mOK = (
I (m)

)p
p−1∏
i=1

J i
i , (3.1)

where I (m) is the p-part of mOK , the Ji , 1 � i � p − 1, are pairwise relatively prime square
free integral ideals of OK , and F(mOK) = ∏p−1

i=1 Ji is the conductor of mOK .
The following proposition results immediately from Kummer theory (see [H, §39], or [Co2,

§10.2]) and the above theorem of Artin.

Proposition 3.2. With the preceding notation, we have:

(i) Δ(M/K) = (F(mOK)J )p−1, where J is an integral ideal of OK whose prime divisors
divide pOK . The extension M/K is tame if and only if there exists b ∈ OK such that
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bpm ≡ 1 mod∗ (1 − ξp)pOK ; this condition is equivalent to J = OK and F(mOK) is
relatively prime to pOK .

(ii) clK(OM) = cl((F(mOK)J )p−1/2).

Remarks. (1) In the case of tame ramification, the conductor of mOK determines the Steinitz
class of M/K .

(2) We point out a difference between [BGS] and the present paper: let M ′/K ′ be a quadratic
extension, and let m ∈ K ′ be such that M ′ = K ′(

√
m), then we can write (3.1) with p = 2; when

M ′/K ′ is tame, in [BGS, Remark after Proposition 3.2] the 2-part (not the conductor J1) of mOK

determines the Steinitz class of M ′/K ′ (here we extend the definition of p-part and conductor to
p = 2).

(3) Let χ be a nontrivial character of Gal(M/K) and F(χ) its Artin conductor. By the
formula of Artin and Hasse (the Führerdiskriminantenproduktformel) (see [Se2, Chapter VI]),
Δ(M/K) = (F(χ))p−1. If M/K is tame, then F(χ) = F(mOK) by the previous proposition;
this justifies the terminology of conductor of an ideal which has been introduced in Section 2.

In this section, N/k is a Galois extension whose Galois group is isomorphic to Γ . If π is an
isomorphism from Gal(N/k) to Γ and if γ ∈ Γ , one identifies π−1(γ ) with γ . Let E/k be the
subextension of N fixed by V . Then E/k is cyclic of degree pr − 1 and Gal(E/k) � C. The
extension N/E contains u = (pr − 1)/(p − 1) cyclic subextensions of E of degree p; if L/E is
one of these, then the others have the form σ i(L), 1 � i � pr − 2 (i is not unique; but if u �= 1,
i.e. r �= 1, we can take 1 � i � u − 1 so that i is unique).

Proposition 3.3. With the above notation we have:

clk(ON) = (
clk(OE)

)pr (
NE/k

(
clE(OL)

))u
.

The following lemma will be useful for the proof of the previous proposition.

Lemma 3.4. Let K be a number field, M/K a Galois extension with Galois group V , and let
Ki/K , 1 � i � u, be the cyclic subextensions of M/K of degree p. Then

clK(OM) =
u∏

i=1

clK(OKi
).

Proof of Lemma 3.4 and Proposition 3.3. The proof of Lemma 3.4 is essentially the same as
that given in [BGS, Lemma 3.4, p. 14]; the calculation of d and the di in that proof can be omitted
since the degrees of M/K and Ki/K are odd (see Proposition 3.1(i)). To get Proposition 3.3, it
suffices to proceed as in the proof of [BGS, Proposition 3.3, p. 14]. �

The group IE of fractional ideals of E is, in a natural way, a Z[C]-module. We choose expo-
nential notation for the action of Z[C] on IE : if I ∈ IE and α(σ) = ∑pr−2

i=0 aiσ
i ∈ Z[C], then

Iα(σ ) =
pr−2∏
i=0

σ i(I )ai .

It is easily seen that win(I
α(σ )) = win(α(σ ))win(I ).
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Proposition 3.5. Let P be a prime ideal of OE and e(σ ) ∈ Z[C].

(1) If P ∩ Ok is not totally split in E/k or e(σ )ĝ(σ ) = 0 in Fp[C], then F(Pe(σ )ĝ(σ )) = OE .

(2) Otherwise, NE/k(F(Pe(σ )ĝ(σ ))) = NE/k(P)p
r−1(p−1).

Proof. (1) The case where the element e(σ )ĝ(σ ) is 0 in Fp[C] is trivial; in what follows, this
element is assumed to be nonzero. Suppose that P∩Ok is not totally split in E/k. Arguing as in
part (2) of the proof of [BGS, Proposition 3.5, p. 15], we obtain Pĝ(σ ) is a pth power of an ideal
of OE , thus so is Pe(σ )ĝ(σ ), hence we have the assertion (1).

(2) Suppose that P ∩ Ok is totally split in E/k. We let α(σ) = e(σ )ĝ(σ ). Clearly one
may write α(σ) = pq(σ) + r(σ ), where the coefficients ai in the basis C of r(σ ) belong to
{0,1, . . . , p − 1}. As Pα(σ ) = (Pq(σ ))pPr(σ ) and P ∩ Ok is totally split in E/k, we have
F(Pe(σ )ĝ(σ )) = ∏

i, ai �=0 σ i(P). We deduce that NE/k(F(Pe(σ )ĝ(σ ))) = NE/k(P)wm(r(σ )). It is

clear that wm(r(σ )) = wm(e(σ )ĝ(σ )). But wm(e(σ )ĝ(σ )) = wm(e(σ )ĝ(σ )), where e(σ )ĝ(σ ) is
the image of e(σ )ĝ(σ ) in the cyclic code (ĝ(σ )) of Fp[C] (see the paragraph before Proposi-
tion 2.6 in Section 2). We then conclude that (2) holds thanks to Proposition 2.6. �
Proof of Theorem 1.3(i). Let us prove the first inclusion

Rt(E/k,Σ) ⊂ clk(OE)p
r (

NE/k

(
Cl(E)

))pr−1(pr−1)(p−1)/2
. (3.2)

Let N/k be a tame Galois extension with Galois group isomorphic to Γ . Let L =
E( p

√
ĝ(σ )m)/E be a subextension of N/E of degree p (see Proposition 2.5). As in (3.1), we

have the (unique) decomposition

ĝ(σ )mOE = [
I
(
ĝ(σ )m

)]p p−1∏
i=1

J i
i ,

where I (ĝ(σ )m) is the p-part of ĝ(σ )mOE , the Ji , 1 � i � p − 1, are pairwise relatively prime
square free integral ideals of OE , and F(ĝ(σ )mOE) = ∏p−1

i=1 Ji is the conductor of ĝ(σ )mOE .
Since L/E is tame, by virtue of Proposition 3.2 we have

clE(OL) = cl
(
F

(
ĝ(σ )mOE

)(p−1)/2)
.

We may write

mOE =
s∏

i=1

P
ei (σ )
i ,

where s � 1, ei(σ ) ∈ Z[C], and the Pi are prime ideals of OE which are above distinct prime
ideals of Ok ; consequently, the ideals P

ei (σ )
i are pairwise relatively prime. (We point out that

ei(σ ) are not unique, except in the case where all the Pi ∩ Ok are totally split in E/k.) We have

ĝ(σ )mOE =
s∏

P
ei (σ )ĝ(σ )
i .
i=1
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Since the ideals P
ei (σ )ĝ(σ )
i are pairwise relatively prime, it is immediate that

F
(
ĝ(σ )mOE

) =
s∏

i=1

F
(
P

ei (σ )ĝ(σ )
i

)
.

By Proposition 3.5, we have

NE/k

(
F

(
ĝ(σ )mOE

)) = NE/k(I
′)pr−1(p−1),

where I ′ is an integral ideal of OE . We deduce the existence of c ∈ Cl(E) satisfying

NE/k

(
clE(OL)

) = NE/k(c)
pr−1(p−1)2/2. (3.3)

Proposition 3.3 and (3.3) give

clk(ON) = (
clk(OE)

)pr (
NE/k(c)

)pr−1(pr−1)(p−1)/2
,

which implies (3.2).
Let us now show the second inclusion:

clk(OE)p
r (

NE/k

(
Cl(E)

))pr−1(pr−1)(p−1)/2 ⊂ Rt(E/k,Σ). (3.4)

Let c ∈ Cl(E). Let t � 5 be a natural odd integer such that ct = c; for instance t = 6h + 1,
where h is the class number of E or the order of c. Let ai , 1 � i � t , be natural integers relatively
prime to p and such that

∑t
i=1 ai = pt ; for instance: ai = p−1, for 1 � i � (t +1)/2, ai = p+1,

for (t + 3)/2 � i � t − 1, and at = p + 2. Denote by Cl(E, (1 − ξp)pOE) the ray class group
of E modulo (1 − ξp)pOE . By the canonical surjection from Cl(E, (1 − ξp)pOE) onto Cl(E)

and Tchebotarev density theorem (see [N, Chapter V, Theorem 6.4, p. 132]), there exist t prime
ideals Pi of OE , above distinct prime ideals of Ok , totally split in E/k, relatively prime to
(1 − ξp)pOE and such that c = cl(Pi ) in Cl(E, (1 − ξp)pOE). Similarly, let Q be a prime ideal
of OE (not necessarily totally split in E/k) such that c−1 = cl(Q) in Cl(E, (1 − ξp)pOE). Then

cl

(
t∏

i=1

P
ai

i

)
cl

(
Qpt

) = 1 in Cl
(
E, (1 − ξp)pOE

)
.

Therefore, there exists m ∈ E× satisfying

mOE = (
Qt

)p
t∏

i=1

P
ai

i and m ≡ 1 mod∗ (1 − ξp)pOE.

Now we consider ĝ(σ ) as an element of N[C]. We have the equality

ĝ(σ )mOE = (
Qt ĝ(σ )

)p
t∏

P
ai ĝ(σ )
i .
i=1
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Clearly, ĝ(σ )m is not a pth power of an element in E (for instance vP1
(ĝ(σ )m) ≡ a1 mod p; re-

call that ĝ(0) = 1, since g is monic). We consider the extension L = E( p
√

ĝ(σ )m)/E of degree p.
According to Proposition 2.5, the Galois closure of L/k is an extension N/k with Galois group
isomorphic to Γ , and we can take the compositum N = E(

√
σ iĝ(σ )m, 0 � i � pr − 2). From

m ≡ 1 mod∗ (1−ξp)pOE we deduce that for all i, 0 � i � pr −2, σ i(m) ≡ 1 mod∗ (1−ξp)pOE .
Thus ĝ(σ )m ≡ 1 mod∗ (1 − ξp)pOE and σ iĝ(σ )m ≡ 1 mod∗ (1 − ξp)pOE . By Proposi-
tion 3.2(i), the extensions E(

√
σ iĝ(σ )m)/E are tame and then N/E is also tame. Suppose that

E/k is tame. Then N/k is also tame.
Let us now calculate NE/k(clE(OL)). As the ideals P

ai ĝ(σ )
i are pairwise relatively prime, we

have

F
(
ĝ(σ )mOE

) =
t∏

i=1

F
(
P

ai ĝ(σ )
i

)
.

Since the ideals Pi are totally split in E/k and ai ĝ(σ ) �= 0 in Fp[C], Proposition 3.5 gives us

NE/k

(
F

(
ĝ(σ )mOE

)) =
t∏

i=1

NE/k(Pi )
pr−1(p−1).

Because c = cl(Pi ) and ct = c, we deduce:

NE/k

(
cl

(
F

(
ĝ(σ )mOE

))) = NE/k(c)
pr−1(p−1).

Using Proposition 3.2(ii), it follows that

NE/k

(
clE(OL)

) = NE/k(c)
pr−1(p−1)2/2.

Applying Proposition 3.3, we obtain

clk(ON) = (
clk(OE)

)pr (
NE/k(c)

)pr−1(pr−1)(p−1)/2
.

Hence we have (3.4), which completes the proof of the assertion (i) of Theorem 1.3. �
Remark. The difference between the previous proof and the proof of Theorem 1.4(i) in [BGS, §3,
p. 16] comes from Remark 2 following Proposition 3.2: here we need to calculate the conductor
(not the p-part) of ĝ(σ )mOE .

Proof of Theorem 1.3(ii). Analogous to the proof of Theorem 1.4(ii) in [BGS, §3, p. 18]. �
Proof of Corollary 1.4. (i) According to the definition of Steinitz class, OE is a free Ok-module
if and only if clk(OE) = 1, whence we have (i) by Theorem 1.3(i).

(ii) Since ξpr−1 ∈ k, C is cyclic and pr − 1 is even, we have Rt(k,C) = Cl(k) by Theorem 2
of [M1]. It follows from Theorem 1.3(ii) that

Rt(k,Γ ) = (
Cl(k)p

r−1)p(
Cl(k)p

r−1)(pr−1)(p−1)/2
.
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To complete the proof, it suffices to observe that the integers p and (pr − 1)(p − 1)/2 are
relatively prime. The particular case Γ = S3 corresponds to p = 3 and r = 1. �
4. Realizable Galois module classes

The purpose of this section is to prove Theorem 1.1. Recall that the situation is the following:
p is an odd prime number, k is a number field containing a primitive pth root of unity ξp ,
Γ = V �ρ C, where V is an Fp-vector space of dimension r � 1, C = 〈σ 〉 is a cyclic group of
order pr − 1, and ρ is a faithful representation of C in V .

To determine the conjugacy classes over k of the absolutely irreducible characters of Γ , we
will proceed as in [BGS, §4].

The commutator subgroup [Γ,Γ ] of Γ may be identified with (σ − 1)V . But (σ − 1)V = V ,
because V is a simple Fp[C]-module. Similarly, (σ i − 1)V = V for all i, 1 � i � pr − 2. One
deduces that for all i in that interval, the element σ iv is conjugate to σ i , for all v ∈ V . On
the other hand, the elements σ i and σ j are not conjugate if i �= j , because their images in the
abelian group Γ/V = C are distinct. The v �= 1 are conjugate since the action of C on V \ {1}
is transitive. We conclude that the group Γ has exactly the following pr conjugacy classes: the
class {1}, the class V \ {1}, and the classes {σ iv, v ∈ V }, with 1 � i � pr − 2. Therefore (see
[Se1]), Γ has pr absolutely irreducible characters. There are exactly pr − 1 (linear) characters
of degree 1 among them. They come from the characters of the group Γ/[Γ,Γ ] (which can be
identified with C), and will be denoted by ϕi , 0 � i � pr − 2, with ϕi defined by

ϕi(σ ) = ξ i
pr−1, ϕi(v) = 1 for all v ∈ V,

where ξpr−1 is a primitive (pr − 1)th root of unity.
There remains only one irreducible character which will be denoted by χ . By the formula∑pr−2
i=0 ϕi(1)2 + χ(1)2 = |Γ | = pr(pr − 1) (see [Se1, §2.4, Corollary 2, p. 18]), the degree of

χ is pr − 1. Let ψ be a nontrivial irreducible complex character of V . Let us show that χ is
induced by ψ , i.e., χ = IndΓ

V ψ .
Since for all i, 0 � i � pr − 2, ϕi is trivial on V and

∑
v∈V ψ(v) = 0, by the Frobenius

reciprocity formula (see [Se1, §7.2, Theorem 13, p. 56, and Remark 2 following it]), we have
that IndΓ

V ψ is orthogonal to all the ϕi . As the degree of IndΓ
V ψ is equal to |Γ/V | = pr − 1,

χ = IndΓ
V ψ .

Remark. By the formula which gives the values of IndΓ
V ψ (see [Se1, §3.3, Theorem 12,

p. 30]), we check easily that for all i, 1 � i � pr − 2, IndΓ
V ψ(σ i) = 0, and for all v ∈ V \ {1},

IndΓ
V ψ(v) = −1 . We deduce that χ has its values in {0,−1,pr − 1}.

Let n + 1 be the number of conjugacy classes over k of the characters ϕi , and {ψi,0 � i � n}
a set of their representatives, with ψ0 the trivial character. Then Γ has n+2 conjugacy classes of
absolutely irreducible characters over k having the representatives ψi , 0 � i � n, and ψn+1 = χ .

For all i, 1 � i � n, the restriction of ψi to C defines a nontrivial character of C, be-
cause Ker(ψi) ⊃ V ; this will be denoted by χi . Let χ0 be the trivial character of C. Clearly
{χi, 0 � i � n} is a set of representatives of all conjugacy classes over k of absolutely irreducible
characters of C (this is the notation of the introduction). Let k(ψi) (respectively k(χi)) be the
extension of k obtained by adjoining to k the values of ψi (respectively χi ). Then k(ψi) = k(χi)

for all i, 0 � i � n.
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The Wedderburn decomposition of k[Γ ] as a product of simple algebras is (see [CR2, p. 330
and §74])

k[Γ ] =
n+1∏
i=0

Mni
(Di),

where Di is a skewfield with center k(ψi) and Mni
(Di) is the ring of ni × ni matrices with

coefficients in Di . We recall that the dimension of Di over k(ψi) is a square m2
i , where mi is the

Schur index relative to k. Thus χi(1) = nimi .
It is obvious that mi = 1 for 0 � i � n. Also, mn+1 = 1 since χ is realizable over k: recall

that χ is induced by ψ , and ψ is realizable over k because V has exponent p. One deduces
immediately that

k[Γ ] �
n∏

i=0

k(ψi) × Mpr−1(k) =
n∏

i=0

k(χi) × Mpr−1(k).

Let M be a maximal Ok-order in k[Γ ] containing Ok[Γ ]. Suppose p �= 3 or r �= 1; since no
simple component of k[Γ ] has dimension 4 over its center, k[Γ ] satisfies the Eichler condition
(see [R, Definition 38.1, pp. 343–344; Remark (34.4), p. 294]). It is easy to check that k[S3] (the
case p = 3 and r = 1) also satisfies the Eichler condition. Consequently, by a result of Swan (see
[Sw] or [R, Theorem 35.14, p. 313]), and since Di = k(ψi) for all 0 � i � n + 1, we have

Cl(M) �
n∏

i=0

Cl
(
k(ψi)

) × Cl(k) =
n∏

i=0

Cl
(
k(χi)

) × Cl(k).

Whence

Cl◦(M) �
n∏

i=1

Cl
(
k(χi)

) × Cl(k) � Cl◦
(
M(C)

) × Cl(k). (4.1)

Let K be any number field and Γ ′ a finite group such that K[Γ ′] satisfies the Eichler con-
dition. Let M′ be an OK -maximal order in K[Γ ′] containing OK [Γ ′]. Below, we will recall
briefly Fröhlich’s Hom-description of the locally free class group Cl(M′) (see [F2,F4] or [CR2,
§52]), and Fröhlich–Lagrange resolvent (see [F4, pp. 28–29]).

We write RΓ ′ for the group of virtual characters of Γ ′. Let K be an algebraic closure of K ,
ΩK = Gal(K/K), J (K) the group of ideles of K , and U(K) the subgroup of unit ideles of
J (K). Then

Cl(M′) � HomΩK
(RΓ ′ , J (K))

HomΩK
(RΓ ′ ,K×)HomΩK

(RΓ ′ ,U(K))
.

Let M/K be a Galois extension whose Galois group is isomorphic to Γ ′. If π is an iso-
morphism from Gal(M/K) to Γ ′, then any character χ ′ of Γ ′ induces a character χ ′ ◦ π

of Gal(M/K) which we will also denote by χ ′. If γ ∈ Γ ′, we shall also denote π−1(γ ) ∈
Gal(M/K) simply by γ . Let B be a commutative K-algebra. Then M ⊗K B is a free B[Γ ′]-
module of rank 1; let a ∈ M ⊗k B be a basis of this module. Let T :Γ ′ → GLn′(K) be a linear
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representation of Γ ′ with character χ ′. The Fröhlich–Lagrange resolvent 〈a,χ ′〉M/K (or simply
〈a,χ ′〉 if no confusion arises) with respect to M/K is the element of K ⊗K B defined by

〈a,χ ′〉M/K = Det

( ∑
γ∈Γ ′

γ (a)T
(
γ −1)),

where Det is the determinant.
Now we fix some notation. For each prime p of OK , let Kp (respectively OK,p) be the com-

pletion of K (respectively OK ) at p. Let Mp = M ⊗K Kp and OM,p = OM ⊗OK
OK,p be the

semilocal completion of M and OM at p, respectively.
Suppose that M/K is tame. One knows that OM is a locally free OK [Γ ′]-module of rank 1.

For each prime ideal p of OK , let αp be a basis of the OK,p[Γ ]-module OM,p (i.e., αp gener-
ates a local normal integral basis). Let a be a basis of the K[Γ ′]-module M (i.e., a generates
a normal basis of M/K). By a result of Fröhlich (see [F4]), a representative of the class of
M′ ⊗OK [Γ ′] OM , which will be denoted [M′ ⊗OK [Γ ′] OM ], in Cl(M′) is the following map h:

h(χ ′) =
( 〈αp, χ ′〉

〈a,χ ′〉
)

p

.

From now on, N/k is a tame Galois extension whose Galois group is isomorphic to Γ . We
denote by E the subextension of N fixed by V . In what follows, we will determine an element h

of HomΩk
(RΓ ,J (k)) which is a representative of [M ⊗Ok[Γ ] ON ] in Cl(M) by calculating its

values at ψi , 0 � i � n, and at χ .
Let a be a basis of the k[Γ ]-module N . For every prime ideal p of Ok , let αp be a basis of the

Ok,p[Γ ]-module ON,p.
Let i, 1 � i � n. The following equalities follow immediately from the definition of Fröhlich–

Lagrange resolvent (one may see [F3, Theorem 10, p. 162]):

〈αp,ψi〉 = 〈
TrNp/Ep

(αp),χi

〉
E/k

, (4.2)

〈a,ψi〉 = 〈
TrN/E(a),χi

〉
E/k

. (4.3)

We point out that TrNp/Ep
(αp) and TrN/E(a) are, respectively, bases of the Ok,p[C]-module

OE,p and the k[C]-module E.
Let b and bp be bases of the E[V ]-module N and the OE,p[V ]-module ON,p, respectively. As

in [BGS, (4.4) and (4.5), p. 22], let e(E/k) ∈ k be such that e(E/k)2 is the discriminant of a basis
of the k-vector space E, let e(Ep/kp) ∈ Ok,p be such that e(Ep/kp)2Ok,p is the discriminant of
Ep/kp, and we let NE/k(〈x,ψ〉N/E) = ∏

γ∈Gal(E/k) γ (〈x, γ −1ψ〉N/E). We have NE/k = NE/k

because ξp ∈ k.
Now using a method similar to that in the proof of [BGS, Proposition 4.1, pp. 22–23], we

obtain the following proposition.

Proposition 4.1. With the above hypotheses and notation, a representative of the class of
M⊗Ok[Γ ] ON in Cl(M) is the element h of HomΩk

(RΓ ,J (k)) defined by

h(ψ0) = (1),
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h(ψi) =
( 〈TrNp/Ep

(αp),χi〉E/k

〈TrN/E(a),χi〉E/k

)
p

, for all i,1 � i � n,

h(χ) =
(

e(Ep/kp)

e(E/k)
NE/k

( 〈bp,ψ〉N/E

〈b,ψ〉N/E

))
p

.

We recall (with the notation of Section 1) that M(C) is the maximal Ok-order in k[C],
R(M(C)) is the set of those classes in Cl(M(C)) which are realizable by tame Galois exten-
sions of k whose Galois group is isomorphic to C, and R(M(C)) is a subgroup of Cl◦(M(C)) �∏n

i=1 Cl(k(χi)). In the sequel, we will often identify Cl◦(M(C)) with
∏n

i=1 Cl(k(χi)) under the
preceding isomorphism.

Proposition 4.2. Let ci , 0 � i � n+1, be the components of [M⊗Ok[Γ ]ON ] in
∏n

i=0 Cl(k(χi))×
Cl(k)). Then:

(i) c0 is the trivial class in Cl(k).
(ii) (c1, c2, . . . , cn) is the class of [M(C) ⊗Ok[C] OE] in

∏n
i=1 Cl(k(χi)).

(iii) Let L = E( p
√

ĝ(σ )m)/E be a subextension of N/E of degree p. As in (3.1), let the (unique)
decomposition of ĝ(σ )mOE be

ĝ(σ )mOE = [
I
(
ĝ(σ )m

)]p p−1∏
i=1

J i
i .

Then, cn+1 = clk(OE)NE/k(cl((I (ĝ(σ )m))−1)) in Cl(k).

Remark. The main difference between the previous proposition and [BGS, Proposition 4.2,
p. 23] is in the assertion (iii): here cl((I (ĝ(σ )m))−1) replaces the Steinitz class of L/E (which is
the case in [BGS]). This fact will imply a difference between the proof of our Theorem 1.1 and
the proof of Theorem 1.1 in [BGS, §4, p. 25].

We will need a lemma to prove the assertion (iii) of Proposition 4.2. To state this lemma, we
begin by fixing some notation.

Let K be a number field containing ξp . Let M/K be a tame cyclic extension of degree p.
Let φ be a nontrivial irreducible complex character of Gal(M/K) (equivalently: a morphism
from Gal(M/K) to C× of order p). We denote by 〈OM,φ〉 the set consisting of the elements
〈x,φ〉M/K (or simply 〈x,φ〉), where x varies in OM . Let c be a normal basis of M/K . Since
for all γ ∈ Gal(M/K) and x ∈ M , γ (〈x,φ〉) = φ(γ )〈x,φ〉 (which is easily checked), we have
〈x,φ〉〈c,φ〉−1 ∈ K . Immediately, the set {〈x,φ〉〈c,φ〉−1, x ∈ OM}, which will be denoted by
〈OM,φ〉〈c,φ〉−1, is a fractional ideal of OK .

It is clear that 〈c,φ〉p ∈ K . As in (3.1), let us write (in a unique form):

〈c,φ〉pOK = (
I (φ)

)p
p−1∏
i=1

Ji(φ)i .

Lemma 4.3. With the previous notation, we have: 〈OM,φ〉〈c,φ〉−1 = I (φ)−1.
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Proof. We adapt the proof of Theorem 2.3 in [So1] to our situation (we may also see the proof
of Proposition 3.2 in [So6]). Let φ be the complex conjugate character of φ. It is easily seen
that the elements 〈x,φ〉〈y,φ〉 belong to OK , where x and y are elements of OM ; one denotes
by 〈OM,φ〉〈OM,φ〉 the ideal of OK generated by all such elements. It follows from [F2, Theo-
rem 18], that

〈OM,φ〉〈OM,φ〉 = F(φ), (4.4)

where F(φ) is the Artin conductor of φ. We let J (φ) = ∏p−1
i=1 Ji(φ)i . For all x ∈ OM we have

〈x,φ〉pOK = (〈x,φ〉〈c,φ〉−1I (φ)
)p

J (φ) ⊂ OK.

But for every prime ideal p of OK , vp(J (φ)) < p, so that

〈OM,φ〉〈c,φ〉−1 ⊂ I (φ)−1. (4.5)

Similarly, as in (3.1) let us write

〈c,φ〉pOK = (
I (φ)

)p
p−1∏
i=1

Ji(φ)i .

We obtain

〈OM,φ〉〈c,φ〉−1 ⊂ I (φ)−1. (4.6)

On the one hand, by a slight change in numbering, we may write

〈c,φ〉pOK = (
I (φ)

)p
p−1∏
i=1

Jp−i (φ)p−i .

On the other hand, since φ = φp−1, we have 〈c,φ〉 = d〈c,φ〉p−1 with d ∈ K , and using the
decomposition of 〈c,φ〉pOK we can write

〈c,φ〉pOK =
[
dI (φ)p−1

p−1∏
i=1

Ji(φ)i−1

]p p−1∏
i=1

Ji(φ)p−i .

Therefore Ji(φ) = Jp−i (φ) by the uniqueness of the decomposition of 〈c,φ〉pOK . It follows that

〈c,φ〉〈c,φ〉OK = I (φ)I (φ)

p−1∏
i=1

Ji(φ). (4.7)

As M = K(〈c,φ〉) (φ is nontrivial and 〈c,φ〉 �= 0), we have F(φ) = ∏p−1
i=1 Ji(φ) by the second

remark which follows Proposition 3.2. From (4.7) and (4.4) we get

〈OM,φ〉〈c,φ〉−1〈OM,φ〉〈c,φ〉−1 = I (φ)−1I (φ)−1.
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It follows, by virtue of (4.5) and (4.6), that

〈OM,φ〉〈c,φ〉−1 = I (φ)−1.

This completes the proof of the lemma. �
Proof of Proposition 4.2. (i) Obvious.

(ii) Analogous to the proof of Proposition 4.2(ii) in [BGS, p. 24].
(iii) The proof consists in determining the content of the following idele which is defined in

Proposition 4.1:

h(χ) =
(

e(Ep/kp)

e(E/k)
NE/k

( 〈bp,ψ〉N/E

〈b,ψ〉N/E

))
p

.

Let M2 be the maximal OE-order in E[V ]. We check easily that

E[V ] �
pr−1∏
i=0

E and Cl(M2) �
pr−1∏
i=0

Cl(E).

Put ΩE = Gal(k/E). Let h2 be the element of HomΩE
(RV ,J (k)) which to the trivial character

of V assigns 1, and for every nontrivial absolutely irreducible character χ ′ of V assigns h2(χ
′)

defined by: for every prime ideal p of Ok , h2(χ
′)p = 〈bp,χ ′〉N/E

〈b,χ ′〉N/E
. Then h2 is a representative of

[M2 ⊗OE [V ] ON ] in the Hom-description of Cl(M2), and the components of [M2 ⊗OE [V ] ON ]
in

∏pr−1
i=0 Cl(E), identified with Cl(M2), are the classes of the contents of the ideles h2(χ

′).
Let L′/E be the subextension of N/E of degree p fixed by Ker(ψ). The character ψ factors

through a nontrivial character ψ of Gal(L′/E). It is easy to check (as in (4.2) and (4.3)) that we
have

〈bp,ψ〉N/E

〈b,ψ〉N/E

=
〈TrNp/L′

p
(bp),ψ〉L′/E

〈TrN/L′(b),ψ〉L′/E
.

It follows from [F4, Note 4, pp. 50–51] that the class in Cl(E) of the content of the idele whose
components occur on the right-hand side of the preceding equality is the class of the following
fractional ideal:

〈OL′ ,ψ〉L′/E
〈
TrN/L′(b),ψ

〉−1
L′/E.

Let us calculate the class of this fractional ideal. We let c = TrN/L′(b). Recall that c is a normal
basis of L′/E, and then L′ = E(〈c,ψ〉L′/E). One knows that there exists i0, 0 � i0 � pr − 2,

such that σ i0(L) = L′ (recall that L = E( p
√

ĝ(σ )m)/E is a subextension of N/E of degree p);
consequently L′ = E( p

√
σ i0 ĝ(σ )m)/E. By Kummer theory, there exist e ∈ E and 1 � v � p − 1

such that

(〈c,ψ〉L′/E
)p = ep

(
vσ i0 ĝ(σ )

)
m.
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Clearly the image vσ i0 ĝ(σ ) in Fp[C] is a nonzero codeword of the cyclic code (ĝ(σ )). Then
there exist q(σ ) ∈ Z[C] and 0 � j � pr − 2 such that vσ i0 ĝ(σ ) = pq(σ) + σ j ĝ(σ ) (recall that
(ĝ(σ )) consists of 0 and the cyclic shifts of ĝ(σ ); see the proof of Proposition 2.6). One deduces
that the decomposition of (〈c,ψ〉L′/E)pOE as in (3.1) is the following:

(〈c,ψ〉L′/E
)p

OE = [
e
(
q(σ )m

)
σ j

(
I
(
ĝ(σ )m

))]p p−1∏
i=1

[
σ j (Ji)

]i
.

Lemma 4.3 gives us

〈OL′ ,ψ〉L′/E〈c,ψ〉−1
L′/E = [

e
(
q(σ )m

)
σ j

(
I
(
ĝ(σ )m

))]−1
.

Therefore

cl
(〈OL′ ,ψ〉L′/E

〈
TrN/L′(b),ψ

〉−1
L′/E

) = σ j
(
cl

(
I
(
ĝ(σ )m

))−1)
. (4.8)

Let I be the ideal of Ok which is the content of the idele (
e(Ep/kp)

e(E/k)
)p. Since (e(Ep/kp))2Ok,p

is equal to the local discriminant Δ(Ep/kp), we have

I 2 = Δ(E/k)

e(E/k)2
.

As d = e(E/k)2 is the discriminant of a basis of E/k, we have clk(OE) = cl(
√

Δ(E/k)/d )

by Artin’s theorem (see Proposition 3.1). One deduces that clk(OE) = cl(I ). From this
last equality and (4.8) we obtain: the class in Cl(k) of the content of the idele h(χ) is
clk(OE)NE/k(σ

j (cl(I (ĝ(σ )m))−1)), which is equal to clk(OE)NE/k(cl(I (ĝ(σ )m))−1). This
completes the proof of (iii). �
Proposition 4.4. Let P be a prime ideal of OE . Then, for every e(σ ) ∈ Z[C], the integral weight
of the p-part of Pe(σ )ĝ(σ ) is divisible by pr−1(p − 1)/2, where ĝ(σ ) is considered as an element
of N[C].

Proof. We will distinguish two cases, depending on whether P ∩ Ok is totally split in E/k or
not.

(1) Assume that P ∩ Ok is not totally split in E/k. We have seen, in the proof of the as-
sertion (1) of Proposition 3.5, that Pe(σ )ĝ(σ ) is a pth power of an ideal of OE . Therefore the
integral weight of its p-part is win(e(σ )ĝ(σ ))/p = e(1)ĝ(1)/p. We conclude thanks to the part
of Proposition 2.6 which says ĝ(1) = pr(p − 1)/2 (= win(ĝ(σ ))).

(2) Assume now that P ∩ Ok is totally split in E/k. Put α(σ) = e(σ )ĝ(σ ). Clearly we
may write α(σ) = pq(σ) + r(σ ), where the coefficients in the basis C of r(σ ) belong to
{0,1, . . . , p − 1}. As Pα(σ ) = (Pq(σ ))pPr(σ ) and P ∩ Ok is totally split in E/k, the p-part
of Pα(σ ) is Pq(σ ), and then its integral weight is win(q(σ )) = [win(α(σ )) − win(r(σ ))]/p. On
the one hand, win(α(σ )) = e(1)ĝ(1). On the other hand, the image α(σ) = r(σ ) in Fp[C]
is a codeword of the code of Fp[C] generated by ĝ(σ ). By Proposition 2.6, it follows that
win(r(σ )) = win(ĝ(σ )) = ĝ(1) or 0 depending on whether r(σ ) �= 0 or not. Thus win(q(σ )) =
ĝ(1)(e(1) − 1)/p or ĝ(1)e(1)/p. We complete the proof by replacing ĝ(1) by its value. �
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Proof of Theorem 1.1. Proposition 4.2 allows us to identify R(M) with a subset of∏n
i=1 Cl(k(χi)) × Cl(k). In the following discussion we will prove the inclusions: R(M) ⊂ A

and A ⊂ R(M), where A is the set defined in the statement of Theorem 1.1.
(1) Let us show the inclusion R(M) ⊂ A.
One uses the hypotheses and notation of Proposition 4.2. First

(c1, c2, . . . , cn) ∈ R
(
M(C)

)
by that proposition. Arguing as in part (1) of the proof of [BGS, Theorem 1.1, p. 25], we obtain

clk(OE) =
n∏

i=1

Nk(χi)/k(ci)
χi (1) =

n∏
i=1

Nk(χi)/k(ci). (4.9)

As in the beginning of the proof of the inclusion (3.2) (see Section 3), let us write

mOE =
s∏

i=1

P
ei (σ )
i ,

where s � 1, the ei(σ ) ∈ Z[C], and the Pi are prime ideals of OE above distinct prime ideals
of Ok . Then

ĝ(σ )mOE =
s∏

i=1

P
ei (σ )ĝ(σ )
i .

For every i, 1 � i � s, there exist qi(σ ), ri(σ ) ∈ Z[C] such that

P
ei (σ )ĝ(σ )
i = (

P
qi (σ )
i

)p
P

ri (σ )
i ,

where P
qi (σ )
i is the p-part of P

ei (σ )ĝ(σ )
i , and for every prime ideal P of OE , 0 � vP(P

ri (σ )
i ) < p.

Since the P
ri (σ )
i are pairwise relatively prime, we deduce that the p-part of ĝ(σ )mOE is

I
(
ĝ(σ )m

) =
s∏

i=1

P
qi (σ )
i .

Therefore

NE/k

(
I
(
ĝ(σ )m

)) =
s∏

i=1

NE/k(Pi )
win(P

qi (σ )

i ).

By Proposition 4.4, win(P
qi (σ )
i ) is divisible by pr−1(p − 1)/2. Consequently

NE/k

(
I
(
ĝ(σ )m

)) = NE/k

(
I ′(ĝ(σ )m

))pr−1(p−1)/2
,
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where I ′(ĝ(σ )m) is a fractional ideal of OE . One deduces the existence of c ∈ Cl(E) satisfying

NE/k

(
cl

(
I
(
ĝ(σ )m

)−1)) = NE/k(c)
pr−1(p−1)/2. (4.10)

From Proposition 4.2(iii), (4.9) and (4.10) we get

cn+1 =
(

n∏
i=1

Nk(χi)/k(ci)

)(
NE/k(c)

)pr−1(p−1)/2
.

We conclude that (c1, c2, . . . , cn+1) ∈ A. Hence R(M) ⊂ A.
(2) Let us show the inclusion A ⊂ R(M).

Let X = (x1, x2, . . . , xn, xn+1 = x
∏n

i=1 Nk(χi)/k(xi)) ∈ A, where x is an element of

Cl(k)p
r−1(p−1)/2. First we consider the element (x1, x2, . . . , xn) of R(M(C)). Let Ex :

Cl(Ok[C]) → Cl(M(C)) be the surjection induced by extension of scalars from Ok[C] to
M(C). Since Ex(R(Ok[C])) = R(M(C)), the assertions (a), (b) of [M3, Theorem 6.17,
p. 289], guarantee the existence of a tame Galois extension E/k with Galois group isomor-
phic to C, such that [M(C) ⊗Ok[C] OE] = (x1, x2, . . . , xn) and the only subextension of E/k

unramified over k is k itself. This last fact implies that NE/k : Cl(E) → Cl(k) is surjective thanks
to [W, Theorem 10.1, p. 400].

Next we consider the element x of Cl(k)p
r−1(p−1)/2. Let y ∈ Cl(k) be such that x =

ypr−1(p−1)/2. Choose c ∈ Cl(E) such that NE/k(c) = y.
By the Tchebotarev density theorem, there exists a prime ideal P of OE , totally split in E/k,

relatively prime to (1 − ξp)pOE and such that c−1 = cl(P). Let us consider now cl(P2)−1.
Recall that Cl(E, (1 − ξp)pOE) is the ray class group modulo (1 − ξp)pOE . By the canonical
surjection from Cl(E, (1 − ξp)pOE) to Cl(E) and the Tchebotarev density theorem, there exists
a prime ideal Q of OE , relatively prime to (1 − ξp)pOE and to all the conjugates of P under
Gal(E/k), such that Q∩Ok is totally split in E/k and cl(P2)−1 = cl(Q) in Cl(E, (1−ξp)pOE).
Consequently, there exists m ∈ E× such that

mOE = P2Q and m ≡ 1 mod∗ (1 − ξp)pOE.

Consider now ĝ(σ ) as an element of N[C]. We have the equality

ĝ(σ )mOE = P2ĝ(σ )Qĝ(σ ).

One considers the extension L = E( p
√

ĝ(σ )m)/E. As in the proof of the inclusion (3.4) (see
Section 3), we check without difficulty that L/E is tame of degree p, and its Galois closure is a
tame extension N/k with Galois group isomorphic to Γ .

Since Q is totally split in E/k and relatively prime to the conjugates of P, and since the
coefficients of ĝ(σ ) belong to {0,1, . . . , p − 1}, we have that the p-part I (ĝ(σ )m) of ĝ(σ )mOE

is equal to that of P2ĝ(σ ).
The ideal P ∩ Ok of OE being totally split in E/k, in order to calculate the exact value of

win(I (ĝ(σ )m)), let us follow the part (2) of the proof of Proposition 4.4. We write 2ĝ(σ ) =
pq(σ) + r(σ ), where the coefficients in the basis C of r(σ ) belong to {0,1, . . . , p − 1}. Then

P2ĝ(σ ) = (
Pq(σ )

)p
Pr(σ ), I

(
ĝ(σ )m

) = Pq(σ ),



C. Bruche, B. Sodaïgui / Journal of Number Theory 128 (2008) 954–978 977
and

win
(
I
(
ĝ(σ )m

)) = win
(
q(σ )

) = [
win

(
2ĝ(σ )

) − win
(
r(σ )

)]
/p.

Clearly r(σ ) �= 0 (p is odd), whence win(r(σ )) = ĝ(1), and then

win
(
I
(
ĝ(σ )m

)) = [
2ĝ(1) − ĝ(1)

]
/p = ĝ(1)/p.

Since ĝ(1) = pr(p − 1)/2 (see Proposition 2.6), win(I (ĝ(σ )m)) = pr−1(p − 1)/2. It follows
that

NE/k

(
cl

(
I
(
ĝ(σ )m

)−1)) = NE/k

(
cl(P)−1)pr−1(p−1)/2

= NE/k(c)
pr−1(p−1)/2 = ypr−1(p−1)/2 = x.

As in (4.9), we have clk(OE) = ∏n
i=1 Nk(χi)/k(xi). Then, by virtue of Proposition 4.2,

[M⊗Ok[Γ ] ON ] = X. Therefore X ∈R(M), whence A ⊂ R(M). �
Proof of Corollary 1.2. We have seen in Section 2 (see Remark (2) following Proposition
2.3) that the symmetric group S3 is an example of a group Γ satisfying the hypotheses of
Theorem 1.1; in this case C (respectively V ) is a cyclic group of order 2 (respectively 3). If
ξ3 = j ∈ k, by Theorem 1.1 we have R(M) = {(c, xc) | c ∈ Cl(k), x ∈ Cl(k)}; immediately
this last set is equal to Cl(k) × Cl(k). If j /∈ k, then k is linearly disjoint from Q(j) over Q.
It follows from [So2] (case � = 3, q = 2) and [BS2, Appendix], that: k[S3] � k × k × M2(k),
Cl(M) � Cl(k) × Cl(k) × Cl(k), and R(M) = {(c, xc) | c ∈ Cl(k), x ∈ Cl(k)}; to check these
assertions, it suffices to see, in the notation of [So2], that K = k and the Stickelberger ideals S2
and S3 are respectively equal to Z and Z[Gal(k(j)/k)]. �
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