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a b s t r a c t 

U 3 Si 2 is a potential accident-tolerant fuel that shows promise due to its high thermal conductivity and 

higher uranium density relative to UO 2 . However, its swelling and fission gas release behavior in light 

water reactor (LWR) conditions is relatively unknown. To provide mechanistic insight and determine pa- 

rameters for engineering-scale fuel performance modeling of pellet-form U 3 Si 2 , phase-field simulations of 

the growth, interconnection, and venting of intergranular fission gas bubbles were performed. The frac- 

tional coverage of the grain boundary and the fraction of bubble area that is vented were calculated as 

a function of time. From the simulation data, the fractional grain boundary coverage at saturation, an 

important parameter needed in engineering-scale modeling of swelling and fission gas release, was de- 

termined. Multiple simulations were run to determine the uncertainty in the calculated value. The effect 

of model assumptions and input parameters that are not well known was evaluated. Simulation results 

are compared to related theoretical and computational work. Based on the simulation results, a value of 

0.60 for the fractional grain boundary coverage at saturation is recommended for U 3 Si 2 fuel. 

© 2020 Elsevier B.V. All rights reserved. 
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. Introduction 

In recent years, the desire for commercial nuclear reactor fuels

hat are more tolerant of accident conditions has driven research

nto alternatives to the UO 2 pellets clad in Zircaloy that are cur-

ently used in light water reactors (LWRs). One promising candi-

ate for accident-tolerant fuel (ATF) applications is U 3 Si 2 , due to its

igher thermal conductivity compared to UO 2 [1] . Although U 3 Si 2 ’s

elting temperature is lower than that of UO 2 , its much higher

hermal conductivity results in greater margin to the melting tem-

erature in both normal operation and accident conditions [2,3] . 

Despite these potential advantages, the swelling behavior of

 3 Si 2 remains poorly understood. Past experience with dispersion-

orm U 3 Si 2 fuel in research reactors [4] has indicated that

welling could be a significant issue in U 3 Si 2 ; however, it is

nknown whether swelling in dispersion fuel in research reac-

ors is representative of swelling that would be encountered in

ellet-form fuel at the higher temperatures typical of commer-

ial LWRs. Dispersion-form U Si undergoes fission-induced amor-
3 2 
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hization [4] , which may strongly influence swelling. However, the

uch higher operating temperatures of pellet-form fuel in LWRs

ay prevent fission-induced amorphization [5–9] ; based on exper-

mental observations of ion irradiation, U 3 Si 2 is crystalline for tem-

eratures of 350 ◦C and above [5] , and simulations with Idaho Na-

ional Laboratory’s fuel performance code BISON show that tem-

erature throughout a U 3 Si 2 LWR pellet remains above 350 ◦C

hroughout fuel lifetime during steady-state operation [3] . Thus,

iven the expected lack of amorphization in U 3 Si 2 LWR fuel, the

echanism of swelling may be different from research reactors.

he only data extant on pellet-form U 3 Si 2 indicates that swelling

ould be greater than 10% for a low burnup of 0.65% fissions per

nitial metal atom (FIMA) [10] . 

To provide predictive capability for the performance of U 3 Si 2 
uclear fuel, several computational modeling approaches have

een employed. Rest developed a model for the behavior of U 3 Si 2 
nder conditions typical of research reactors, where amorphization

f U 3 Si 2 would be be expected to occur [11] . Miao et al. parame-

erized a rate theory model for fission gas behavior and applied

t to study swelling of U 3 Si 2 in LWRs [2,3] . Barani et al. recently

eveloped a model for U 3 Si 2 fission gas behavior in LWRs [12] ,

mplemented in BISON. The model tracks the populations of

https://doi.org/10.1016/j.jnucmat.2020.152415
http://www.ScienceDirect.com
http://www.elsevier.com/locate/jnucmat
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jnucmat.2020.152415&domain=pdf
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intragranular and intergranular bubbles. It assumes that, similar to

UO 2 fuel, fission gas atoms can be trapped in intragranular bubbles

and subsequently re-solved back into the matrix due to impacts by

energetic fission fragments. The balance between trapping and re-

solution affects the rate of transport of fission gas atoms to grain

boundaries. Also similar to UO 2 , the model assumes that fission

gas release from the fuel is controlled by the grain boundary (in-

tergranular) bubbles. This is based on experimental observations

of U 3 Si 2 irradiated at LWR temperatures [10] , which showed the

presence of intergranular bubbles with sizes comparable to those

observed in UO 2 .The model tracks the number density and size

of the bubbles and calculates the fractional coverage of the grain

boundaries until the onset of gas release at the attainment of a

saturation coverage value, based on the approach of Ref. [13] . 

In Ref. [12] , a sensitivity analysis was carried out to determine

the model parameters that most strongly influence swelling and

fission gas release (FGR). Two parameters that had a strong im-

pact on the predictions of these quantities were the surface en-

ergy between the fuel matrix and intergranular bubbles, σ mb , and

the intergranular bubbles’ dihedral angle θ , which is determined

by the balance of surface energy and grain boundary energy. Im-

proved estimates for these parameters were recently developed

based on [14] as σmb = 1 . 7 J/m 

2 and θ = 146 ◦. Another parameter

that strongly affected swelling and FGR was the saturation cover-

age of grain boundaries, F c,sat . In the model, the fractional coverage

of the grain boundaries by intergranular bubbles, F c , is tracked and

increases as the bubbles grow and coalesce until it reaches F c,sat .

At that point, it is assumed that the bubbles interconnect to form

a percolated network across the grain boundary, and that a free

path exists from interior grain boundaries to free surfaces of the

pellet (possibly through a network of tunnels that forms along the

triple junctions in the grain structure [15] ). Therefore, the model

assumes that when F c = F c,sat at a particular location, all gas con-

tained in the intergranular bubbles at that location is released to

the free space between the fuel and cladding. From that point on,

F c does not increase past F c,sat , and any fission gas reaching the

grain boundaries at that location is immediately transported to the

free space between the fuel and cladding. 

Based on experimental observations of intergranular bub-

bles [16] , a value of F c,sat = 0 . 5 has been used for simulations of

swelling and FGR in UO 2 [13,17] . However, to our knowledge there

is insufficient experimental evidence to determine F c,sat for U 3 Si 2 
fuel at LWR operating temperatures. For this reason, in Ref. [12] ,

the theoretical value for saturation coverage by a uniform square

lattice, F c,sat = 0 . 78 , was used [18] . 

In past work, phase-field simulations were used to investi-

gate the process of growth, interconnection, and venting of grain

boundary bubbles in UO 2 [19] . In that work, the phase-field model

included the effects of surface and grain boundary energies to cap-

ture the bubble morphology correctly. Bubble growth was driven

by supersaturation of fission gas atoms in the fuel matrix sur-

rounding the bubbles; thus, the simulation conditions were more

representative of post-irradiation annealing than normal operation.

Ref. [19] investigated the rate at which the bubbles vented to a

triple junction network that was assumed to exist at the periphery

of the simulation domain. It was found that two of the most im-

portant factors controlling the rate at which bubbles vented were

the bubble dihedral angle and the areal density of the bubbles. 

In this work, we employ an approach similar to Ref. [19] to in-

vestigate the progress toward venting of grain boundary bubbles

in U 3 Si 2 , and use the phase-field simulation results to determine

a value for F c,sat for U 3 Si 2 to be used in the fission gas release

model described in Ref. [12] . We employ a phase-field model im-

plemented within Marmot, Idaho National Laboratory’s mesoscale

simulation code [20] . The model in the present work incorporates

additional physics beyond the model used in Ref. [19] , including

tracking of both vacancy and fission gas defect species, dependence
f the bulk free energy density on these defect species concentra-

ions, and source terms for the production of these defect species

t normal LWR operating conditions. The model was originally pre-

ented and parametrized for UO 2 in Ref. [15] . Here, the model

s parametrized for U 3 Si 2 using atomistic and rate theory simula-

ion results. The remainder of this work is organized as follows. In

ection 2 , the phase-field model formulation and parametrization

s described. In Section 3 , the simulation results are presented and

nalyzed to determine F c,sat for U 3 Si 2 , uncertainties associated with

he model and with input parameters that are not well known are

etermined, and the results are compared with related past the-

retical and computational work. Finally, in Section 4 , conclusions

re drawn and directions for future work are suggested. 

. Model formulation and parametrization 

The phase-field model used to simulate the evolution of the in-

ergranular bubbles was originally described in Ref. [15] . Key fea-

ures of the model and parametrization for U 3 Si 2 are given in the

emainder of this section. The microstructure of the fuel consists

f multiple grains of U 3 Si 2 and intergranular fission gas bubbles.

n the phase-field model, the microstructure is represented with a

et of order parameters. For a microstructure consisting of p grains,

he individual grains of the fuel matrix are represented by a set

f order parameters ηm 1 , ηm 2 , . . . , ηmp . Each fission gas bubble is

rystallographically indistinguishable from the others, so the bub-

les are represented by a single order parameter ηb 0 . Within the

nterior of grain i of the fuel, ηmi = 1 , ηm j = 0 ∀ j � = i , and ηb0 = 0 .

ithin the bubble phase, ηb0 = 1 and ηm j = 0 ∀ j . Interfaces be-

ween grains are represented by a smooth variation of the order

arameters. 

In addition to the local crystal structure, the local concentration

f defect species is also used to describe the microstructure. In the

resent model, we assume that the dominant defect species are U

acancies and fission gas atoms on U lattice sites. Both U vacancies

nd interstitials are produced by collision cascades; however, inter-

titials are much more mobile and therefore diffuse to sinks much

ore rapidly than vacancies. Therefore, there is a net formation of

acancies which can be represented by a source term for net va-

ancy production. For fission gas atoms on U lattice sites, the for-

ation of bubbles is driven by the low-solubility Xe and Kr atoms.

e assume that the properties of all insoluble fission gas atoms

an be described by the properties of Xe atoms on U sites, since

e production occurs at a rate nearly ten times that of Kr [21] . The

ensity of vacancies and gas atoms are represented by variables ρv 

nd ρg , respectively, with units of number of defects per unit vol-

me. These quantities can be converted to the local composition

mole fraction) c of the U lattice using c = ρV a , where V a is the

tomic volume occupied by a U atom in the U 3 Si 2 crystal struc-

ure. V a was calculated to be 0.0363 nm 

3 by dividing the unit cell

olume of 0.218 nm 

3 (calculated from experimental data [1] ) by 6

 atoms in the unit cell. 

.1. Grand potential functional 

To derive the evolution equations for the microstructure, the to-

al grand potential � of the system is written as a function of the

ocal grand potential density: 

= 

∫ 
V 

(
m 

[ ∑ 

α

p α∑ 

i =1 

(
η4 

αi 

4 

− η2 
αi 

2 

)

+ 

∑ 

α

p α∑ 

i =1 

( ∑ 

β

p β∑ 

j=1 ,αi � = β j 

γαiβ j 

2 

η2 
αi η

2 
β j 

) 

+ 

1 

4 

] 

+ 

κ

2 

∑ 

α

p α∑ 

i =1 

|∇ηαi | 2 + 

∑ 

α

h αω α

)
dV (1)
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here α and β are indices for phases, i and j are indices for grains

f each phase, p α and p β are the number of grains of phase α and

, m is a constant free energy barrier coefficient, κ is the gradi-

nt energy coefficient (considered to be independent of interface

rientation and misinclination here), and the set of constant coef-

cients γ αi βj allow the adjustment of interfacial energies between

hases and grains. ω α is the local grand potential density of each

hase, and h α is a switching function for phase α that has value

 α = 1 in phase α and h α = 0 in all other phases. In Eq. (1) , the

rst and second terms ensure that a minimum in the free energy

xists within the interior of each grain, and contribute to the inter-

acial energies between different phases/grains. The third term ( m 

4 )

s added to make the homogeneous free energy density equal to 0

ithin grain interiors. The fourth term penalizes gradients in the

rder parameters representing each grain and also contributes to

he interfacial energies between different grains/phases. The fifth

erm adds the appropriate grand potential density for each phase.

he switching function used to interpolate the grand potential den-

ities was introduced in Ref. [22] and has the form 

 α = 

∑ p α
i =1 

η2 
αi ∑ 

β

∑ p β
i =1 

η2 
βi 

(2) 

or the matrix and bubble phases, the switching functions reduce

o 

 m 

= 

∑ p 
i =1 

η2 
mi 

ηb0 + 

∑ p 
i =1 

η2 
mi 

(3) 

 b = 

ηb0 

ηb0 + 

∑ p 
i =1 

η2 
mi 

(4) 

he grand potential density for each phase is given by 

 m 

= f m 

− μg ρg − μv ρv (5) 

 b = f b − μg ρg − μv ρv (6) 

here f m 

and f b are the Helmholtz free energies of each phase and

g and μv are the chemical potentials of the gas atoms and vacan-

ies, respectively. The Helmholtz free energies are given by 

f m 

= f m,chem 

(7) 

f b = f b,chem 

(8) 

here f m,chem 

and f b,chem 

are the chemical energy contributions. As

n Ref. [15] , the bubbles are assumed to have gas pressure at the

quilibrium pressure for their size as determined by the Laplace-

oung equation; thus, the surface tension of the bubble-matrix in-

erface balances the gas bubble pressure and no stress is exerted

y the bubbles on the surrounding fuel matrix. Therefore, no con-

ribution to the Helmholtz free energy due to elastic deformation

s included. 

.2. Chemical energy contribution and parameterization 

Using the ideal solution model, the Helmholtz free energy den-

ity is written 

f m,ideal = 

1 
V m 

{
RT [ c v ln c v + (1 − c v ) ln (1 − c v ) ] + N A E 

f 
v c v 

 RT [ c g ln c g + (1 − c g ) ln (1 − c g ) ] + N A E 
f 
g c g 

} (9) 

here V m 

is the molar volume, R is the ideal gas constant, V m 

=
 a N A , N A is Avogadro’s number, E 

f 
v is the formation energy of a U

acancy, and E 
f 
g is the formation (solution) energy of a gas (Xe)

tom on a U lattice site, and T is the temperature (assumed to be
035 K, representative of temperature at the fuel centerline dur-

ng high power LWR conditions). As determined from DFT calcula-

ions [23] , E 
f 
v = 1 . 69 eV and E 

f 
g = 4 . 92 eV. To simplify the numer-

cal solution of the governing equations, f m,ideal was approximated

ith a parabolic function: 

f m,chem 

= 

1 

2 

k m 

v (c v − c m,eq 
v ) 2 + 

1 

2 

k m 

g (c g − c m,eq 
g ) 2 (10)

here k m 

v and k m 

g are the curvatures of the parabolas and c 
m,eq 
v 

nd c 
m,eq 
g are the equilibrium composition of vacancies and gas

toms in the U 3 Si 2 matrix. The equilibrium compositions are deter-

ined from the formation energies and temperature using c 
m,eq 
v =

xp (−E 
f 
v /k B T ) and c 

m,eq 
g = exp (−E 

f 
g /k B T ) . The curvatures of the

arabolas are set by assuming that when the vacancy composi-

ion, c v , is equal to the steady-state vacancy composition during

eactor operation, c 0 v , the chemical potential determined from the

arabolic approximation is equal to the chemical potential of the

deal solution model, as originally described in Ref. [24] . Since

= 

∂ f 
∂ρ

= 

∂ f 
∂c 

∂c 
∂ρ

= V a 
∂ f 
∂c 

, 

 a 
∂ f m,chem 

∂c v 

∣∣∣
c 0 v 

= V a 
∂ f m,ideal 

∂c v 

∣∣∣
c 0 v 

(11) 

his leads to an expression for k m 

v , assuming c 0 v = 5 × 10 −3 : 

 

m 

v = 

1 (
c 0 v − c m,eq 

v 
)[

RT 

V m 

[ ln c 0 v − ln (1 − c 0 v ) ] + 

N A E 
f 
v 

V m 

]
= 5 . 38 × 10 11 J/m 

3 

(12) 

or simplicity, it is assumed that k m 

g = k m 

v . 

The bulk chemical free energy density of the gas bubble phase,

 b,chem 

, is determined by considering the gas phase to be a mix-

ure of U-site vacancies and Xe atoms as described in Ref. [15] . It

s assumed that the van der Waals gas equation of state applies to

e [21] , in which the gas atoms are assumed to have a hard-sphere

xclusion volume characterized by the parameter b , and we neglect

ong-range interactions due to the high density of gas in the bub-

les. For Xe, b = 0 . 085 nm 

3 /atom [21] . With these assumptions, the

elmholtz free energy density of the gas is [25] : 

f b, v dW 

= n g kT 

⎡ 

⎣ ln 

⎛ 

⎝ 

1 

n Q 

(
1 
n g 

− b 

)
⎞ 

⎠ − 1 

⎤ 

⎦ + f 0 (13)

here n g is the number density of gas atoms, n Q = 

(
mk B T 

2 π h̄ 

)3 / 2 

is

he quantum concentration, m is the mass of a Xe atom, and f 0 
s the offset to ensure that the solid and gas free energies are

easured relative to the same reference state. n g can be put in

erms of the model variables using n g = c g n U (where n U = 1 /V a is

he number density of U atoms in the U 3 Si 2 lattice) as long as

 v + c g = 1 holds. f 0 is determined by setting the minima of the

as and solid phase free energies equal to each other, resulting in

f 0 = 1 . 82 × 10 9 J/m 

3 . 

To simplify numerical calculations, a parabolic approximation

as also fit to the Helmholtz free energy of the gas phase: 

f b,chem 

= 

1 

2 

k b v (c v − c b,eq 
v ) 2 + 

1 

2 

k b g (c g − c b,eq 
g ) 2 (14)

he minimum of the parabolic free energy was set to occur at the

inimum of the van der Waals free energy, resulting in c 
b,eq 
g =

 . 3924 and c 
b,eq 
v = 0 . 6076 . Because composition in the gas bubbles

ill generally not deviate far from the minimum of the free energy,

 

b 
v and k b g were set by assuming k b v = k b g and fitting to f b, vdW 

in the

ange 0.36 < c g < 0.42, resulting in k b v = k b g = 8 . 0 × 10 10 J/m 

3 . 
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2.3. Interfacial energy and parameterization 

Based on the results of Ref. [14] , the interfacial energy between

the matrix and gas bubble phase was calculated to be σmb = 1 . 7

J/m 

2 . Although a range of energies was calculated for different

grain boundaries in Ref. [14] , the current BISON model for fission

gas release only considers a single dihedral angle for intergranular

bubles. Therefore, for the purposes of the present work, a single

representative grain boundary energy was chosen to be σmm 

= 1 . 0

J/m 

2 . For an intergranular bubble, this results in a dihedral angle of

146 ◦. In this section, the process of choosing phase-field model pa-

rameters to accurately include these interfacial and grain boundary

energies is described. 

Using the grand potential functional of Eq. (1) , the interfacial

energy σαi βj between grain i of phase α and grain j of phase β is

given by [22,26] 

σαiβ j = g(γαiβ j ) 
√ 

κm (15)

where g ( γ αi βj ) is a dimensionless function of γ that in general

must be evaluated numerically. However, for the special case γ =
1 . 5 , g(γ = 1 . 5) = 

√ 

2 / 3 . For this special case, analytical expressions

can be used that relate κ and m to the interfacial energy and char-

acteristic thickness l int of the interface [22,26] : 

κ = 

3 

4 

σmb l int (16)

m = 

6 σmb 

l int 

(17)

To resolve the intergranular bubbles, l int is chosen to be 30

nm, and we choose the interface between any grain i of the ma-

trix phase and the bubble phase to have γmib0 = 1 . 5 , resulting in

κ = 1 . 92 × 10 −8 J/m and m = 6 . 84 × 10 8 J/m 

3 . To control the grain

boundary energies, since κ and m are fixed, the parameters γ mimj 

must be determined to obtain the correct value of σ mm 

, which is

assumed to be constant and isotropic for all interfaces between

grains i and j . To determine the value of γ mimj , using Eq. (15) , 

σmb = g(γmib0 ) 
√ 

κm (18)

σmm 

= g(γmim j ) 
√ 

κm (19)

Dividing Eq. (18) by Eq. (19) , 

σmb 

σmm 

= 

g(γmib0 ) 

g(γmim j ) 
(20)

Rearranging Eq. (20) , 

g(γmim j ) = g(γmib0 = 1 . 5) 
σmm 

σmb 

= 

√ 

2 

3 

1 . 0 

1 . 7 

= 0 . 27 (21)

A polynomial approximation has been fit to numerical results that

allows γ to be found as a function of g [27] : 

γ = 

(
−5 . 288 g 8 − 0 . 09364 g 6 + 9 . 965 g 4 − 8 . 813 g 2 + 2 . 007 

)−1 

(22)

Using this approximation, γmim j = 0 . 67 . 

2.4. Evolution equations 

From the grand potential functional of Eq. (1) , the Allen-Cahn

equations for evolution of the order parameters can be derived: 

∂ηαi 

∂t 
= −L δ�

δηαi 

∂ηαi 

∂t 
= −L 

[
m 

(
η3 

αi 
− ηαi + 2 ηαi 

∑ 

β

∑ p β
j=1 ,αi � = β j 

γαiβ j η
2 
β j 

)
−κ∇ 

2 ηαi + 

∑ 

α
∂h α
∂ηαi 

ω α

] (23)
here δ�
δηαi 

is the variational derivative of � with respect to or-

er parameter ηαi and L is the order parameter mobility, which in

eneral is a function of order parameters and concentration. Pa-

ameterization of L will be discussed later in this section. 

To evolve the gas and vacancy concentrations, it is more conve-

ient to write the evolution equations in terms of chemical po-

entials μv and μg and use the chemical potentials as the field

ariables rather than densities. To enable this, the grand poten-

ials in each phase, Eqs. (5) and (6) , must be expressed in terms

f μv and μg . For the matrix phase, the relation μg = V a 
∂ f m,chem 

∂c g 
=

 a k 
m 

g (c g − c 
m,eq 
g ) can be re-arranged to yield 

 g = 

μg 

V a k 
m 

g 

+ c m,eq 
g (24)

imilarly, 

 v = 

μv 

V a k 
m 

v 
+ c m,eq 

v (25)

qs. (24) and (25) can be used in conjunction with the relations

g = 

c g 
V a 

, ρv = 

c v 
V a 

, Eqs. (5) , (7) , and (10) to obtain the grand poten-

ial density as a function of chemical potentials rather than con-

entrations: 

 m 

= −1 

2 

μ2 
v 

V 

2 
a k 

m 

v 
− μv 

V a 
c m,eq 

v − 1 

2 

μ2 
g 

V 

2 
a k 

m 

g 

− μg 

V a 
c m,eq 

g (26)

imilarly, the grand potential density of the bubble phase can be

xpressed as 

 b = −1 

2 

μ2 
v 

V 

2 
a k 

b 
v 

− μv 

V a 
c b,eq 

v − 1 

2 

μ2 
g 

V 

2 
a k 

b 
g 

− μg 

V a 
c b,eq 

g (27)

The evolution equations for μg and μv are 

∂μg 

∂t 
= 

1 

χg 

[ 

∇ · ( D g χg ∇μg ) + s g −
∑ 

α

p α∑ 

i =1 

∂ρg 

∂ηαi 

∂ηαi 

∂t 

] 

(28)

∂μv 

∂t 
= 

1 

χv 

[ 

∇ · ( D v χv ∇μv ) + s v −
∑ 

α

p α∑ 

i =1 

∂ρv 

∂ηαi 

∂ηαi 

∂t 

] 

(29)

here χ g and χ v are the susceptibilities as defined later in this

ection, D g and D v are the diffusion coefficients, and s g and s v are

he source terms for production of Xe atoms and U site vacancies. 

The source term s g = s 0 g h m 

is given by a constant rate of Xe pro-

uction, s 0 g , times the switching function h m 

, which has a value of

 in the fuel matrix and zero inside the bubble. This is to limit

roduction of new Xe atoms to the fuel matrix in the model. The

e production rate s 0 g = 

˙ F Y Xe , where ˙ F is the fission rate density

nd Y Xe is the fission yield of Xe. ˙ F is estimated to be 1.26 × 10 13 

ssions/(cm 

3 s) based on typical operating values for a light wa-

er reactor [21] , scaled up to account for the increased U site den-

ity of U 3 Si 2 compared with UO 2 . Y Xe is taken to be 0.2156 based

n the thermal neutron Xe yield for U-235 [28] . The vacancy pro-

uction rate is similarly given by s v = s 0 v h m 

. s 0 v has not been deter-

ined to our knowledge, so we assume a value of s 0 v = 10 s 0 g . 

The susceptibility χ describes the relationship between solute

ensity and its chemical potential: χ = 

∂ρ
∂μ

[29] . This relationship

iffers based on the phase of the system, so χ is interpolated

ased on the local phase using the switching functions h α . For gas

toms, 

g = h m 

χm 

g + h b χ
b 
g (30)

here χm 

g = 

∂ρm 
g 

∂μg 
and χb 

g = 

∂ρb 
g 

∂μg 
. Since the governing equations are

n terms of the chemical potentials, the susceptibilities must also

e expressed in terms of chemical potentials, which can be done
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Table 1 

Parameters used for phase-field simulations. 

Parameter Value 

T 1035 K 

V a 0.03629 nm 

3 

E f v 1.69 eV 

E g v 4.92 eV 

c b,eq 
g 0.3924 

c b,eq 
v 0.6076 

k m v = k m g 5.28 × 10 11 J/m 

3 

k b v = k b g 8.0 × 10 10 J/m 

3 

f 0 1.82 × 10 9 J/m 

3 

κ 1 . 92 × 10 −8 J/m 

m 6.84 × 10 8 J/m 

3 

γ mib 0 1.5 

γ mimj 0.6749 
˙ F 1.26 × 10 13 fissions/(cm 

3 s) 

Y Xe 0.2156 

s 0 g 2.72 × 10 12 atoms/(cm 

3 s) 

s 0 v 2.72 × 10 13 vacancies/(cm 

3 s) 

D g 0.1 nm 

2 /s 

D v 0.1 nm 

2 /s 

L 1 . 59 × 10 −10 m 

3 /(J s) 

d  

t  

i  

i  

x

 

i  

θ  

a  

l  

g  

s  

m  

n  

b  

a  

c  

u  

u  

f  

μ  

d  

4  

1  

g  

A  

h  

4  

a  

g  

t  

s  

n

3

 

s  

1  

t  

a  

F  

a  
s follows. Using ρm 

g = 

c g 
V a 

, and substituting for c g using Eq. (24) ,

m 

g = 

∂ρm 
g 

∂μg 
= 

1 

V 2 a k 
m 
g 

. Similar expressions can be derived for χm 

v , χ
b 
g ,

nd χb 
v , resulting in 

g = h m 

1 

V 

2 
a k 

m 

g 

+ h b 

1 

V 

2 
a k 

b 
g 

(31) 

v = h m 

1 

V 

2 
a k 

m 

v 
+ h b 

1 

V 

2 
a k 

b 
v 

(32) 

The diffusivity of Xe atoms was taken from recent atomistic

alculations [23,30] . For stoichiometric U 3 Si 2 , Xe diffusivity is as-

umed to be dominated by transport in the aa direction of the unit

ell (as described in Ref. [23] ), and diffusivity is given by D g = D 1 +
 3 . D 1 is the thermal diffusivity and is given by D 1 = D 0 exp 

−E m 
k B T 

,

here D 0 = 2 . 85 × 10 −4 m 

2 /s and E m 

= 3 . 17 eV. D 3 is the athermal

iffusivity, a measure of effective diffusion from radiation damage-

nduced ballistic mixing, and is given by D 3 = 3 . 58 × 10 −42 ˙ F [30] .

t the simulation temperature of 1035 K, thermal diffusivity dom-

nates, and D g = 0 . 1 nm 

2 /s. The rate of vacancy transport to fission

as bubbles is influenced by the balance between the rate of va-

ancy production, s 0 v , and the diffusion coefficient of vacancies, D v .

ince s 0 v is not well known and we are using an assumed value, we

urther assume that the diffusivity of vacancies is the same as that

f gas atoms: D v = D g . The much larger value of s 0 v ensures that

 large supply of vacancies is available and therefore gas bubble

rowth is limited by the supply of gas atoms, consistent with the

ypical assumptions of bubble growth during steady-state reactor

perating conditions [21] . 

In order to optimize the performance of the PetSC nonlinear

olver used in the numerical solution of the problem for each time

tep, the governing equations were non-dimensionalized so that all

roblem quantities are of order unity, using length scale l ∗ = 1 nm,

ime scale τ ∗ = 0 . 1 s, and energy density scale E ∗ = 63 × 10 9 J/m 

3 .

inally, we describe the parameterization of the order parameter

obility L . In the simulation configuration used, the grain bound-

ry between fuel matrix grains is static, and the change in mi-

rostructure is only due to the motion of matrix-bubble interfaces.

e assume the motion of the matrix-bubble interfaces is diffusion-

imited, and set the non-dimensionalized order parameter mobil-

ty L̄ large enough that further increases do not change the ob-

erved microstructural evolution. This ensures that the motion of

he matrix-bubble interface is diffusion controlled. Using this ap-

roach, we set L̄ = 1 , which is equivalent to a dimensional value

 = 

L̄ 
E ∗τ ∗ = 1 . 59 × 10 −10 m 

3 /(J s). The physical parameters used for

hase-field simulations are summarized in Table 1 . 

The non-dimensionalized governing equations were discretized

sing the MOOSE framework [31] . Hexahedral 3D mesh elements

ith linear Lagrange shape functions were used for spatial dis-

retization. Mesh adaptivity was used, with three levels of refine-

ent and a minimum element size of �x = �y = �z = 10 nm so

hat the element size in the interfacial regions is 1/3 of the in-

erfacial width ( l int = 30 nm). No-flux boundary conditions were

sed in all directions. The second-order backward differentiation

ormula was used for time integration, and adaptive time stepping

as used as implemented in the MOOSE IterationAdaptiveDT time

tepper [32] . 

. Phase-field simulations 

.1. Simulation initial conditions 

To investigate the growth of the intergranular bubbles, a pla-

ar bicrystal geometry with lenticular bubbles placed on the grain

oundary was used for the simulation initial conditions. An exam-

le of the initial conditions is shown in Fig. 1 (a). The simulation
omain size in the x, y , and z directions was L x , L y , and L z , respec-

ively, where L x = 480 nm, L y = L z = 2960 nm. The grain boundary

s located at x = L x / 2 = 240 nm. The grain located at x < 240 nm

s represented by order parameter ηm 1 , and the grain located at

 > 240 nm is represented by order parameter ηm 2 . 

The bubbles are represented by the order parameter ηb 0 . In the

nitial conditions, N lenticular bubbles with semi-dihedral angle

/ 2 = 73 ◦ [14] are placed at random locations on the grain bound-

ry with a minimum center-to-center distance between bubbles

 min . The initial radius of the bubbles’ circular projection onto the

rain boundary is 61 nm such that the initial bubble diameter is

everal times larger than the interfacial width of the phase-field

odel. The number of bubbles is determined by N = n a A, where

 a is the areal density of bubbles and A is the area of the grain

oundary. Due to the important effect of n a shown in Ref. [19] , an

ccurate value must be determined for use in the simulation initial

onditions. To do so, the rate theory simulations of Ref. [2] were

sed. Assuming a truncated octahedron grain geometry with a vol-

me equal to that of a 5 μm diameter spherical grain, the sur-

ace area of the space-filling truncated octahedron is A T O = 86 . 3

m 

2 and its volume V T O = 65 . 4 μm 

3 . From Ref. [2] , the number

ensity of grain boundary bubbles n v at 1035 K is 10 13 cm 

−3 at

5 GWD/tU. The areal density can be computed from n a = 

V TO n v 
A TO / 2 

=
5 . 2 μm 

−2 (where the factor of 2 accounts for the fact that each

rain boundary is shared with an adjacent truncated octahedron).

lthough some concentration of gas atoms and vacancies would

ave built up in the fuel matrix far from the grain boundary at

5 GWD/tU, diffusional transport of defects to the grain bound-

ry bubbles leads to a region depleted of defect species near the

rain boundary. Because of the relatively small size of the simula-

ion domain in the x -direction, we assume the matrix phase in the

imulation domain lies in this depleted region and therefore has a

egligible defect concentration in the initial conditions. 

.2. Simulation results 

An example of the simulated microstructural evolution is

hown in Fig. 1 . For this simulation, T = 1035 K, θ/ 2 = 73 ◦, n a =
5 /μm 

2 , l min = 160 nm. The lenticular bubbles in the initial condi-

ions are shown in Fig. 1 (a). In Fig. 1 (b), the bubbles have grown,

nd some bubbles have begun to interconnect with one another. In

ig. 1 (c), many of the bubbles are interconnected with each other,

nd most (but not all) of the bubbles are connected to the edge
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Fig. 1. Evolution of microstructure during simulated growth of grain boundary bubbles in U 3 Si 2 . The grain boundary is shown in blue and the gas bubbles are shown in 

green. Simulation temperature T = 1035 K, θ/ 2 = 73 ◦, n a = 15 /μm 

2 , l min = 160 nm. At t = 1 . 97 × 10 8 s, all bubbles have connected to the edge of the simulation domain. 

(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

0  

v  

r

3

s

 

f  

d  

g  

o  

s

a  

X  

t  

e  

c  

b  

m  

W  

a

3

F

 

S  

l  

u

 

d  

B  
of the simulation domain. At a simulation time of 1.97 × 10 8 s, all

the bubbles have connected to one of the edges of the simulation

domain; the microstructure at that time is shown in Fig. 1 (d). 

To determine the progress of release of gas from the bubbles,

the grain boundary coverage and the fraction of bubbles that are

assumed to be vented is calculated by analyzing the phase-field

simulation results at each time step. The grain boundary cover-

age X C 
GB 

is calculated as the fraction of area on the grain bound-

ary where ηb 0 > 0.5. To calculate the fraction of bubbles that are

vented, it is assumed that when a bubble comes into contact with

edge of the grain boundary (edge of the simulation domain), it

connects to a triple junction network at the edge of that grain

boundary (which is not represented explicitly in the simulation),

and that the gas within the bubble can then be vented from the

fuel. The fraction of bubbles that are vented, X V GB , is calculated as

the area on the grain boundary that is covered by bubbles that are

connected to the edge of the grain boundary divided by the total

area covered by the bubble phase. 

Fig. 2 (a) shows the progress of X C 
GB 

and X V 
GB 

versus time for the

simulation shown in Fig. 1 . The increase in both quantities with re-

spect to time is much less rapid than observed in Ref. [19] because

vacancies and gas atoms build up slowly from the source terms in

the present work, as opposed to existing in the initial conditions

as a high initial supersaturation of defects as in Ref. [19] . The areal

density of bubbles n a is shown as a function of time in Fig. 2 (b).

No bubble coalescence occurs in the early stages of the plot due to

the minimum initial spacing l min imposed in the initial conditions.

Once bubble coalescence begins, the rate of bubble coalescence is

relatively constant until the bubble density reaches approximately

half its initial value, after which the rate of coalescence decreases. 

In Fig. 2 (c), X V GB is plotted as a function of X C 
GB 

for the simulation

shown in Fig. 1 . The rate of venting is relatively slow until X C 
GB 

>

b  
 . 5 and increases rapidly until X C 
GB 

≈ 0 . 6 ; at that point, the rate of

enting slows down until venting completes at X C 
GB 

= 0 . 74 . These

esults are consistent with the trends observed in Ref. [19] . 

.2.1. Determination of engineering-scale model parameters from 

imulation results 

From these simulations, an estimate of F c,sat can be determined

or input to the engineering-scale fuel performance code BISON. As

iscussed in Section 1 , the BISON model assumes that when the

rain boundary coverage reaches F c,sat , all the bubbles simultane-

usly interconnect with each other and release their gas to the free

pace between the fuel and cladding. On a plot of X V GB versus X C 
GB 

s in Fig. 2 (c), this would be represented by a step function, with

 

V 
GB 

= 0 for X C 
GB 

< F c,sat and X V 
GB 

= 1 for X C 
GB 

≥ F c,sat . In Ref. [12] , the

heoretical value F c,sat = 0 . 78 was used. To determine an improved

stimate from the phase-field simulations, we assume that F c,sat oc-

urs when the slope of the curve in Fig. 2 (c) is maximum, as this

est approximates the step function behavior used in the BISON

odel. Using this assumption, for the plot in Fig. 2 (c), F c,sat = 0 . 62 .

ith this definition, for this example more than 80% of bubble

rea is vented when F c = F c,sat . 

.2.2. Effect of simulation assumptions and parameters on calculated 

 c,sat 

In this section, key assumptions involved in the simulations of

ection 3.2 are considered to determine their effect on the calcu-

ated engineering-scale model parameter F c,sat and to quantify the

ncertainty in this calculated parameter. 

In physical fuel samples, each grain boundary contains ran-

omly positioned grain boundary bubbles with areal density n a .

ecause of the random positioning of the bubbles on the grain

oundary, the curve shown in Fig. 2 (c) is expected to be different



L.K. Aagesen, D. Andersson and B.W. Beeler et al. / Journal of Nuclear Materials 541 (2020) 152415 7 

Fig. 2. (a) Fractional grain boundary coverage, X C GB , and fraction of grain boundary bubbles that are vented, X V GB , versus time, for the simulation shown in Fig. 1 . (b) Areal 

density of grain boundary bubbles, n a , plotted versus time. (c) Plot of fraction of grain boundary bubbles that are vented, X V GB , as a function of fractional coverage of the 

grain boundary by bubbles, X C GB . 
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Table 2 

Variation in calculated 

engineering-scale model pa- 

rameter F c,sat for varying initial 

grain boundary bubble positions. 

For this set of simulations, the 

parameters used are the same as 

those for the simulations shown 

in Fig. 1 , and only the random 

positions of the bubbles in the 

initial conditions are varied. 

Configuration F c,sat 

1 0.54 

2 0.62 

3 0.61 

4 0.63 

5 0.62 

Mean 0.60 

Standard Deviation 0.036 

i

c

f  

s  

j

d  

a  

d  
or each grain boundary, resulting in a different calculated F c,sat .

o determine the effect of the variation in initial bubble positions

n the calculated value of F c,sat , 4 additional simulations with the

ame parameters as shown in Fig. 1 were run, but with a differ-

nt seed in the random number generator used to produce the

nitial bubble positions along the grain boundary. Thus, the set of

 y, z ) positions of the bubble centers in the initial conditions were

ifferent for each of the 5 simulations, but the x position of each

ubble remained L x /2 for each bubble in all simulations. All other

imulation parameters and initial conditions remained the same

etween the 5 simulations. From these simulations, plots of X V GB 
ersus X C 

GB 
were produced, and F c,sat was calculated for each simu-

ation. The results of these calculations are shown in Table 2 . The

ean value of F c,sat was determined to be 0.60 from this set of

imulations, with a standard deviation of 0.036. (Although more

han five samples should ideally be considered when determin-

ng statistical quantities such as the standard deviation, computa-

ional resource limitations prevented considering a larger number

f samples.) The relatively small standard deviation indicates that

he calculated value of F c,sat is relatively insensitive to the initial

ubble position distribution. 

The next assumption considered is the minimum spacing be-

ween bubbles in the simulation initial conditions, l min . Although

he rate theory simulations used to set the initial conditions al-

ow determination of n a , they do not contain information about the

pacing between bubbles; therefore they cannot be used to deter-

ine a value for l min . Since the correct value for this parameter is

nknown, a set of simulations was conducted to determine how

i  
mportant its effect is on the rate of venting and the value of F c,sat 

alculated for input to BISON simulations. Plots of X V GB versus X C 
GB 

or varying l min are shown in Fig. 3 . For l min = 130 nm, the early

tages of release are similar to l min = 160 nm. However, the ma-

ority of the gas release occurs slightly later, and the value of F c,sat 

etermined is increased to 0.65 for this set of initial conditions. For

 larger value of l min = 200 nm, the early stages of gas release are

elayed relative to the l min = 130 nm and l min = 160 nm cases. This

s because the larger initial spacing on average delays connections
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Fig. 3. Effect of varying l min on grain boundary saturation behavior. For a smaller 

l min = 130 nm, F c,sat is delayed to 0.65. For a larger l min = 200 nm, in the earlier 

stages of venting ( X C GB < 0 . 5 ) venting is delayed compared to the smaller l min cases, 

but the rate of increase is more rapid in the range 0 . 5 < X C GB < 0 . 6 . 
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between bubbles until X C 
GB 

is larger. However, once interconnection

begins for the l min = 200 nm case, the rate of interconnection is

more rapid in the range 0 . 5 < X C 
GB 

< 0 . 6 . This is because the initial

bubbles are closer to evenly spaced, so once they grow enough to

begin interconnecting, interconnection occurs more rapidly. 

To better quantify the effect of varying l min on F c,sat , a set

of 5 total simulations with different initial random bubble posi-

tions were run for the l min = 130 nm and l min = 200 nm cases,

similar to the l min = 160 nm case. For the l min = 130 nm simu-

lations, F c,sat = 0 . 61 ± 0 . 039 , while for the l min = 200 nm simula-

tions, F c,sat = 0 . 58 ± 0 . 046 . Thus, recalling that for l min = 160 nm,

F c,sat = 0 . 60 ± 0 . 036 , there is a trend of a slight decrease in the

mean calculated value of F c,sat with increase in l min . This is consis-

tent with the observations of the data shown in Fig. 3 and discus-

sion in the previous paragraph. However, the total variation of F c,sat 

is smaller than the standard deviation of each calculated value, so

the trend may be merely the result of statistical variation. 

The next assumption considered is the simulated grain bound-

ary geometry. For a given grain boundary area, the shape of the

grain boundary used in the simulation affects the length of the

perimeter of the simulation domain. Because it is assumed that the

gas bubbles must connect to the perimeter of the grain boundary

to connect to a triple junction that would provide a pathway for

gas escape, it is possible that the length of the perimeter could

affect the rate of venting. Grain growth simulations in 3D have

shown that the average number of edges per grain boundary is

greater than 5 [33] , so the 4-sided grain boundary used in the

present simulations may underestimate the actual rate of venting.

To test the effect of grain boundary geometry, we consider the ex-

treme case of a circular grain boundary, which has the maximum

perimeter length for a fixed grain boundary area, and compare the

results of venting to the square grain boundary geometry. 

A set of 5 simulations with a circular grain boundary with the

same area and number of bubbles as the previously used square

grain boundary was conducted, with l min = 160 nm and other sim-

ulation parameters remaining the same as used in the square grain

boundary simulations. An example of the microstructure of the

gas bubbles in one of these simulations is shown in Fig. 4 (a),

at approximately the same time as the microstructure shown in

Fig. 1 (c). Plots of X V 
GB 

versus X C 
GB 

for one example of the circular

and square grain boundaries are shown in Fig. 4 (b). Although some

differences are observed, overall the shapes of the curves are quite

similar. An average value of F c,sat = 0 . 61 ± 0 . 046 was calculated
rom the 5 simulations of circular grain boundaries, which is very

lose to the average value predicted for the square grain boundary

f the same area and value of l min , which was F c,sat = 0 . 60 ± 0 . 036 .

ased on these simulations, we conclude that the geometry of the

rain boundary in the simulations does not have a significant ef-

ect on the qualitative behavior of venting or the calculated value

f F c,sat . 

The final assumption considered is the simulation temperature.

he current BISON model of fission gas release and swelling in

 3 Si 2 uses a constant value of F c,sat that does not vary with tem-

erature. The phase-field model used in this work was used to pro-

ide insight into whether this is a valid assumption. The simula-

ions described so far were conducted at a temperature of 1035

, which is representative of the temperature at the center of a

uel pellet at relatively high power. Changes in temperature have

he potential to impact many of the parameters used in the phase-

eld model; however, the impact of temperature on the param-

ters that have been shown to be important in the progress of

enting [19] is quite small. The average grain boundary energy and

verage bubble-matrix interfacial energy is nearly constant with

emperature over the range of temperatures relevant to LWR op-

ration [14] , approximately 700K - 1100K. Similarly, the areal den-

ity of grain boundary bubbles in the initial conditions determined

rom simulations is nearly constant over the same range [2] . 

In the present system, the main simulation parameter that

s expected to be strongly impacted by changing temperature is

he diffusivity of the defect species. To demonstrate the effect of

emperature variation and corresponding defect diffusivity on mi-

rostructural evolution, simulations were conducted at T = 1015 K

nd 1084 K, with corresponding defect diffusivities D v = D g = 0 . 05

m 

2 /s and 0.5 nm 

2 /s, respectively, based on atomistic calcula-

ions [23,30] . All other parameters remained as in Table 1 , and

 min = 160 nm. 

As seen in Fig. 5 , the microstructure is strongly affected by the

hanges to the defect diffusion coefficient. Higher diffusivities re-

ult in a less interconnected microstructure and larger feature sizes

ith smaller average curvatures for equal simulation times. This is

ecause a higher diffusion coefficient allows the process of coars-

ning, which is a driving force to reduce interfacial area and aver-

ge curvature, to proceed with faster kinetics. To evaluate the ef-

ect of the change in diffusivities on the progress of the gas bub-

les toward venting, a set of 5 simulations with D v = D g = 0 . 05

m 

2 /s was conducted, corresponding to T = 1015 K. From these

imulations, an average value of F c,sat = 0 . 60 ± 0 . 014 was calcu-

ated. So, in spite of the changes in microstructure, the calculated

alue of F c,sat was not affected, although the time needed to reach

hat value of F c,sat is increased. 

Because portions of the fuel are expected to be at T < 1015 K,

iffusivities in those portions of the fuel are expected to be lower

han the range considered in these simulations. We did attempt to

onduct simulations at temperatures lower than 1015 K; however,

ecause of the slower diffusivities, defect concentration increased

ignificantly in the matrix where they are deposited by the source

erms, resulting in formation of intragranular fission gas bubbles.

ecause the model is parametrized to simulate intergranular bub-

les, the interface width is much larger than the expected phys-

cal size of the intragranular bubbles, and the intragranular bub-

les that formed were much larger than the nm-sized bubbles ex-

ected in intragranular regions. Therefore, we did not attempt to

alculate F c,sat from these simulations since they do not represent

xpected physical behavior because of the model parametrization

nd limitations of the diffuse interface approach. In summary, we

onclude that the calculated value of F c,sat is unaffected by tem-

erature over the range we were able to consider, but allow that

ehavior may differ outside that range. Future advances in model

ormulation and computing power may allow simultaneous consid-
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Fig. 4. (a) Gas bubble microstructure of circular grain boundary with same simulation parameters as those shown in Fig. 1 (c), at approximately the same time. (b) Compari- 

son of X V GB versus X C GB for the square and circular grain boundary geometries. The similarity of the results indicates that the grain boundary geometry does not strongly affect 

the progress toward venting of the gas bubbles. 

Fig. 5. Effect of defect diffusivity on microstructure. Microstructures are shown at time t = 1 . 97 × 10 8 s. (a) D v = D g = 0 . 05 nm 

2 /s, (b) D v = D g = 0 . 1 nm 

2 /s, (c) D v = D g = 0 . 5 

nm 

2 /s. 
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ration of the intergranular and intragranular bubbles with realistic

izes. 

.2.3. Comparison with past theoretical and computational results 

In this section, we compare the results obtained in our simu-

ations with previous theoretical and computational studies con-

ucted on similar systems. The value of F c,sat obtained here, 0.60,

s significantly lower than the value obtained for a uniform square

attice, 0.78 [18] , which is expected based on the uniform lattice’s

ore efficient packing. However, the randomly positioned bubbles

n the present simulations more realistically approximate the ex-

ected gas bubble microstructure in a fuel pellet. 

r  
Significant past effort has been given to determining the perco-

ation threshold of various geometries. In the present context, the

ercolation threshold p c is the grain boundary bubble area frac-

ion at which a path through the bubble phase exists that spans

cross the entire grain boundary. For a uniform lattice, because all

ubbles intersect simultaneously, F c,sat = p c . However, in general p c 
hould not necessarily be expected to be exactly the same as F c,sat 

or randomly positioned bubbles. Comparison with 2D percolation

esults are most relevant, since percolation in our simulations oc-

urs in the 2D grain boundary plane. The percolation threshold

f randomly positioned overlapping circles was determined to be

.6764 when the circle radii were uniform, and 0.6860 when the

adii were non-uniform [34] . A closer approximation to the mi-
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crostructure obtained in our simulations was found in Ref. [35] ,

which considered the nucleation and growth of precipitates from

a supersaturated matrix phase in 2D. In that work, the percola-

tion threshold was determined to be 0.661 (although those results

may differ depending on the simulation parameters used and the

amount of time the simulation is allowed to run). Thus, the value

of F c,sat determined in the present simulations (and observed ex-

perimentally in UO 2 [16] ) is below the value of p c determined for

the most comparable 2D geometries. This may be due to the fact

that the existence of a bubble spanning across the entire grain

boundary is not required for all bubbles to connect to a grain edge

and thus for the criteria to reach F c,sat to be met. It may also par-

tially result from the assumptions made in calculating F c,sat . 

The present simulation results can also be compared to the re-

sults of Millett et al. for bubble growth by post-irradiation anneal-

ing in UO 2 . Although F c,sat was not calculated in Ref. [19] , it ap-

pears from the plots of X V 
GB 

vs. X C 
GB 

in that work that similar re-

sults would be obtained. This, combined with the consistent values

of F c,sat obtained for different diffusion coefficients in the present

work, suggests that the value of F c,sat = 0 . 60 may be a general re-

sult for interconnecting grain boundary bubbles, and not specific

to the choice of material parameters or growth mechanism. 

4. Conclusions 

To provide mechanistic insights and calculate necessary param-

eters for engineering-scale modeling of U 3 Si 2 fuel, a phase-field

model of intergranular fission gas bubble growth was parametrized

using atomistic and rate theory simulations, and simulations of the

growth of bubbles on a grain boundary were performed. The grain

boundary coverage and fraction of bubbles that were vented to the

edge of the domain were plotted versus time to characterize the

progress of venting. The progress of these quantities versus time

was much slower than previous simulations in UO 2 fuel, due to

the fact that the UO 2 fuel simulations used an initial supersatu-

ration of gas atoms in the initial conditions and were thus more

representative of post-irradiation annealing. When the fraction of

vented bubbles was plotted versus the grain boundary coverage by

bubbles, the results were similar to the previous UO 2 simulations.

(However, F c,sat was not calculated from the UO 2 simulations, so

only qualitative comparisons are possible.) 

From the phase-field simulation results, the parameter F c,sat 

(saturation coverage of grain boundaries) for the current BISON

fuel performance model was determined. For the nominal set of

simulation parameters, F c,sat = 0 . 60 ± 0 . 036 , calculated from the

F c,sat for 5 configurations of randomly placed initial bubble posi-

tions. The effect of important model assumptions and uncertain

simulation parameters on the calculated value of F c,sat was con-

sidered. Larger values for l min , the initial spacing between bubbles,

resulted in a small decrease in the calculated F c,sat ; however, the

trend may be only the result of statistical variation. The geom-

etry of the grain boundary in the simulations was found to not

have a significant effect on the calculated value of F c,sat . Simulation

temperature was also found to not have a significant effect on the

calculated value of F c,sat , although it did affect the microstructure.

However, the range of temperatures considered does not cover the

full range of temperatures that would be experienced by U 2 Si 2 fuel

due to limitations of the current model parametrization. F c,sat was

slightly smaller than the percolation threshold for the most com-

parable 2D geometries considered in past work. The similarity of

the present results to the findings of Ref. [19] and the consistent

values of F c,sat determined for different diffusion coefficients sug-

gests that F c,sat = 0 . 60 may be a generally applicable result for in-

terconnecting grain boundary bubbles. 

The phase-field simulations described in this work also provide

insight for future improvements to the engineering-scale swelling
nd fission gas release model described in Ref. [12] . The simula-

ions show that gas release occurs over a range of values of grain

oundary coverage, rather than with a rapid step function change

t a single value as the current model assumes. Therefore, future

ork in BISON should focus on incorporating a gradual release of

as according to curves calculated by Marmot simulations, but only

fter a percolated triple junction network is formed [15] . 
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