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Highlights 

 We integrate the multitude of alterations in psychosis into a single network model. 
 Network science is the binding element across multiple scale levels of observation. 
 We show that pathological changes observed in psychosis follow scale-free rules. 
 Similar pathological processes occur at different scale levels of observation. 
 This paper lists the current state of affairs in research into psychotic symptoms. 
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An integrated network model of psychotic symptoms 

 

Abstract 

The body of research on the nature of psychosis and its determinants indicates that a 

considerable number of factors are relevant to the development of hallucinations, delusions, 

and other positive symptoms, ranging from neurodevelopmental parameters and altered 

connectivity of brain regions to impaired cognitive functioning and social factors. We aimed to 

integrate these factors in a single mathematical model based on network theory. At the 

microscopic level this model explains positive symptoms of psychosis in terms of experiential 

equivalents of robust, high-frequency attractor states of neural networks. At the mesoscopic 

level it explains them in relation to global brain states, and at the macroscopic level in 

relation to social-network structures and dynamics. Due to the scale-free nature of biological 

networks, all three levels are governed by the same general laws, thereby allowing for an 

integrated model of biological, psychological, and social phenomena involved in the 

mediation of positive symptoms of psychosis. This integrated network model of psychotic 

symptoms (INMOPS) is described together with various possibilities for application in clinical 

practice. 

 

Keywords: Psychosis; schizophrenia; hallucinations; delusions; network science;  integrative 

science; Attractor network; computational neuroscience; neural networks; GABA inhibition; 

NMDA excitation; neuromodulation; dopamine; default-mode network; functional 

neuroimaging; functional connectivity; resting-state connectivity; central executive network; 

salience network; social networks; scale free 
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Introduction 

Worldwide schizophrenia is considered the most disabling of health conditions (Salomon et 

al. 2012), even though its etiology, epidemiology, and nosological status are subject of 

ongoing debate (van Os et al. 2010; Blom and van Praag 2011; Schizophrenia Working 

Group of the Psychiatric Genomics Consortium 2014; Hogerzeil et al. 2014). For over a 

century the schizophrenia concept has provided a conceptual framework for clusters of 

psychotic symptoms which tend to have a protracted duration, but defy attribution to any 

known somatic condition. Bleuler (1908), who introduced the term, envisaged schizophrenia 

as a group of disorders rather than a single nosological entity. Nevertheless, during the past 

century numerous attempts have been made to link this variegated group of 

neuropsychological symptoms to a single etiological or pathophysiological process that may 

serve as a common pathway and, thus, confirm schizophrenia‟s status as a single-disease 

concept. As a corollary, schizophrenia has been attributed to several biological, 

psychological and interpersonal mechanisms, including psychophysical degeneration 

(Kraepelin 1893), metabolic disorder (Kraepelin 1896), a hypothetical neurotoxin called Toxin 

X (Jung 1907), weakness of association (Bleuler 1911), acute infectious disease (Menninger 

1927), deficiencies in glucose metabolism (Sakel 1935), double binds in social interactions 

(Bateson et al. 1956), victimization by the nuclear family and/or society at large (Laing 1959), 

abnormal methylation of catecholamines (Bourdillon et al. 1965), dopaminergic dysfunction 

(Snyder et al. 1974), genetic vulnerability (Kety et al. 1976), synaptic slippage (Meehl 1990), 

atypical language lateralization (Crow 1990), prefrontal-parietal lobe functional disconnection 

(Friston and Frith 1995), membrane lipid disorder (Horrobin 1996), and disturbances in 

salience regulation (van Os 2009). However, as none of these mechanisms applies to the 

whole group of individuals diagnosed with schizophrenia, and many additional risk factors 

(including prenatal stress, maternal famine during pregnancy, cannabis use, urbanization, 

and social defeat) have been identified, it is now customary to conceptualize schizophrenia in 

terms of a neuropsychiatric disorder with multiple etiologies, multiple clinical expressions, 

and an (often) unfavorable outcome. Andreasen (1999) summarized this general concept in 
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her Unitary Model of Schizophrenia, and emphasized that the notion of unitarianism hinges 

on the presumed lathomenology - or common pathway - which connects those multiple 

etiologies and multiple clinical expressions. 

 

The repeated failure to find empirical evidence for the existence of such a common pathway 

has led to increasing doubt about the usefulness of maintaining schizophrenia as a unitary 

nosological construct [for an overview of the various positions in this debate see Blom 

(2004), and Blom and van Praag (2011)]. This has prompted a number of alternative 

approaches, ranging from pleas to abandon the concept altogether (Szasz 1961; Van Praag 

1976; Bentall 1992) to attempts at reconceptualization with the aid of different types of 

classification (Leonhard 1999; van Os et al. 2000; First 2006), endophenotypes (Cloninger 

1999; Lenzenweger 1999; Braff et al. 2007) or more modest clusters of symptoms (Susser et 

al. 1996; Blom and van Praag 2011). While the concept‟s dissection with the aid of 

intermediate phenotypes is considered promising (Jablensky 2011), and a proposal to link 

genomics to certain neural circuits may be viable in the near future (Cuthbert and Insel 

2010), the conceptualization of psychotic symptoms and their interconnectedness has 

remained an elusive task. 

 

Aim 

Drawing on insights from network science, the present paper seeks to approach the 

symptoms considered characteristic of schizophrenia in a different way, i.e. by addressing 

different levels of biological organization through a unifying framework. Recent 

breakthroughs in network science allow for a mathematical representation of an 

unprecedented number of interacting factors in a single model (Goekoop and Looijestijn 

2012). We apply those insights to a substantial number of clinical, neuroscientific, and 

sociological findings pertaining to the origin and expression of psychotic symptoms. Rather 

than attempting to solve the „schizophrenia problem‟ by seeking to establish its alleged 

lathomenology, our goal is to define a single mathematical framework and corresponding 
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language with which to describe the large number of (neuro)biological and social factors that 

contribute to the occurrence of psychotic symptoms as the result of interactions between 

events that take place at multiple spatial scale levels of organization. The end result will be 

an Integrated Network Model of Psychotic Symptoms (INMOPS), which will be examined for 

its ability to explain and predict events that contribute to the occurrence of psychotic 

symptoms (Figure 1). 

 

< Please insert Figure 1 near here > 

 

Network science  

In mathematics, a network is a set of interconnected agents that can be identified separately 

in space. Within networks, agents can transfer their properties to other agents within and 

across different spatial scale levels of organization. Agents may be genes, for example, or 

proteins, which activate each other through chemical reactions; they may be neurons that fire 

and transfer their active state onto other neurons; they may be individual people in a social 

network who share ideas or emotions; or they may be companies that exchange cash flows 

in a global market (Girvan and Newman 2002). In each case the agents and their interactions 

are modeled as network structures in which nodes are mutually connected through links that 

have a certain strength or weight (as expressed, for example, in terms of contact frequency). 

Throughout the 20th century, mathematicians assumed that all networks consisted of agents 

that were randomly connected to each other and (on average) had the same number of links. 

That assumption was challenged when Watts and Strogatz (1998) discovered that most 

nodes in biological networks are not randomly connected but that most of them have few 

connections, while the remaining few have many (i.e., some 20% of all nodes „own‟ some 

80% of all links). The few richly connected nodes within networks are called hubs. Hubs can 

be compared to the center of a spider‟s web from whence direct access is possible to many 

other parts of the network. Because of the existence of hubs, each node within a network is 

only a small number of steps away from any other node, even when their physical distance 
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can vary considerably. In social networks, for example, the average number of degrees of 

separation between all „nodes‟ (people) is 5.9 („everyone is only six handshakes away‟). This 

plain number explains why it is not uncommon for us to meet a stranger in some distant 

country who turns out to be the best friend of our best friend‟s wife. Networks with this 

general topology are called small-world networks, after this peculiar phenomenon. The major 

hubs that connect large groups of people tend to be public figures such as school teachers, 

CEOs, politicians, and community center volunteers. Hubs surround themselves with large 

numbers of nodes and create numerous connections within their network. In this way they 

promote the formation of „network communities‟, which are collections of nodes that are 

significantly better connected with each other than with all other nodes in the network (Girvan 

and Newman 2002). Network communities can themselves be viewed as yet another set of 

nodes in a different network at a higher spatial scale level of organization. Thus networks 

may have „superclusters‟ that represent „communities of communities‟ which act as nodes at 

an even higher scale level of observation, and so on. Small-world network structures are 

found at all levels of biological organization, varying from molecules to cells, and from neural 

networks to social networks. Hence, similar network structure and corresponding 

mathematical rules can be found in networks, regardless of the scale level of observation; 

this is why such structures are called „scale-free‟ (or fractal-like) network structures (Barabási 

2009). Human beings consist of large collections of molecules, organelles, cells (neurons), 

tissues, and organs. Therefore, they can be conceptualized as giant, scale-free network 

structures (Barabási 2009). Each spatial scale level has nodes or modules that are dedicated 

to the sensing of incoming information (e.g. receptors, dendrites, sensory neurons, sensory 

cortices), the evaluation of this information (second-messenger pathways and genes, soma 

of the neuron, interneurons, brain areas involved in emotional and cognitive processing), and 

response formation (e.g. lysosomes, the axon, motor neurons, motor cortex). Each spatial 

scale level is characterized by its own unique spatial dimensions (e.g. micrometers to 

centimeters, centimeters to decimeters, etc.) and temporal dimensions (e.g. faster or slower 

oscillations of activity, etc.). Thus, network science offers a common mathematical 
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framework and language that allows us to explore human (patho)physiology at different scale 

levels of organization. Below, we approach the positive symptoms of psychosis from the 

vantage point of this general framework.  

 

Network science and psychosis 

To date, one of the most common ways to identify groups of agents that somehow belong 

together in a collective is principal-component analysis (PCA). In medicine, PCA allows for 

the detection of groups of symptoms that have a tendency to co-occur within individuals 

(called „principal components‟). PCA studies have shown that „schizophrenia‟ consists of 

multiple components of psychopathological symptoms (van der Gaag et al. 2006). These 

components include „positive symptoms‟ (such as hallucinations and delusions), „negative 

symptoms‟ (such as retardation and psychomotor inhibition), and „disorganization‟ (of 

speech, cognition, and behavior). In individuals diagnosed with schizophrenia, these basic 

components (or „syndromes‟) come to expression in widely varying ways. Moreover, they 

tend to go hand in hand with other symptom clusters, such as affective symptoms 

(depression, anxiety, anger), neurotic symptoms (obsessive-compulsive symptoms, 

phobias), cognitive symptoms (memory loss, mental retardation) or motivational symptoms 

such as mania (Goekoop and Goekoop 2014). 

 

Network community detection (a clustering technique based on network analysis) became 

available about 15 years ago. Similar to PCA, this technique allows to identify groups of 

symptoms (or network communities) that have a tendency to co-occur within and between 

patients. In psychiatry, such network communities show a large correspondence (i.e. > 90%) 

with the principal components of psychopathology as established with the aid of PCA 

(Goekoop and Goekoop 2014). However, unlike PCA, network community detection offers an 

explanation of why those symptoms tend to cluster together: not by proposing an etiological 

or pathophysiological mechanism that may serve as its long-sought-after lathomenology, but 

by granting individual symptoms the status of causal agents that facilitate the occurrence of 
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other symptoms (Borsboom and Cramer 2013). As these causal agents have a tendency to 

create closed causal loops, all symptoms within a particular causal loop contribute to each 

other‟s existence. For example, increased tension levels may contribute to sleeping 

difficulties, which may induce fatigue, which may lead to concentration difficulties, which may 

lead to a proneness to errors, which may lead to actual errors, which may lead to a further 

increase of the tension level, etcetera. This general model of the self-organization of mental 

disorders is now rapidly gaining field, since it provides an explanation for the preferential 

connections between groups of symptoms in terms of the emergence of „vicious circles‟ (or 

circularly causal relations) among individual symptoms (Borsboom et al. 2011). Regarding 

the elementary syndrome that we call „psychosis‟ (a combination of hallucinations and 

delusions), this elementary syndrome can be seen as a vicious circle in which hallucinations 

trigger delusional explanations which, in turn, may strengthen hallucination proneness, 

etcetera. Causal relationships within this syndrome may be bidirectional and involve multiple 

different pathways, characteristic of the elementary syndrome of psychosis. 

 

In this paper we restrict ourselves to a review of the positive symptoms of psychosis (i.e., the 

elementary syndrome of „psychosis‟) since these constitute the core features of all psychotic 

disorders. As is shown, positive symptoms and their relationships involve changes in network 

structure and function across many different spatial and temporal scale levels of organization 

within the human brain. Current estimates indicate that the human brain has at least 20 

different scale levels of neural organization („from molecules to mind‟) (Sporns 2012). As 

appropriate tools to cover all these scale levels and their mutual interactions have not yet 

been developed, we limit our discussion of neural correlates to two global levels of 

organization, which we designate as the micro- and mesoscale levels of organization. Finally, 

we demonstrate that the principals and mathematical laws that govern events at the neural 

micro- and mesoscale levels of organization also govern the social level of organization, i.e., 

the macroscale level of organization.  
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Network models of psychosis: scale levels of organization  

At the microscale level, events are described at a spatial scale level of 10-6 to 10-3 m, which 

is the level where individual neurons combine into neuronal networks of micrometers to 

millimeters in diameter. At this scale level, the main task of networks is to represent the 

(combined) states of networks further „upstream‟ in the general flow of information, to 

separate signal from noise, and to pass on activity to networks located further „downstream‟ 

of the information flow (Freeman 1999). Thus, a stimulus-evaluation-response network 

organization can be discerned already at the microscale level of organization. Within these 

networks, neuronal activity is a result of neurochemical changes (i.e., changes in 

neurotransmitter signaling pathways), changes in synaptic density and function, and 

(environmentally-induced) genetic expression profiles (The Network and Pathway Analysis 

Subgroup of the Psychiatric Genomics Consortium 2015). This scale level is difficult to study 

using in vivo techniques, whereas in vitro techniques have the disadvantage of placing the 

important actors (network nodes) out of their natural context. To overcome these obstacles, 

findings from in vivo and in vitro studies can be combined in in silico models of neuronal 

interaction, e.g. in computer simulations. Based on the principles of computational 

neuroscience, such simulations help to understand how firing patterns of neuronal 

populations change when, for example, different receptor types are selectively stimulated or 

inhibited. 

Below, we discuss the ability of such in silico models to cover the correlates of positive 

symptoms of psychosis at the microscale level of organization. 

 

The mesoscale level of organization has a spatial scale level of 10-3 to 10-1 m, i.e., a distance 

of millimeters to decimeters. The main task of these networks is to represent the milieu 

externe of the organism in sensory cortices, to integrate information from all sensory 

modalities and information with an emotional or cognitive content, to evaluate these data 

streams in terms of salience, to develop motivational drive, to facilitate response selection 

(executive functioning), to execute premotor planning, and to generate motor output. Thus, a 
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stimulus-evaluation-response loop can again be observed at the mesoscale level of 

organization. Network activity at this level is the net result of events taking place at all lower 

levels of neurobiological organization. The mesoscale level can be studied in vivo using 

structural and functional magnetic resonance imaging (MRI and fMRI), 

electroencephalography (EEG), and magnetoencephalography (MEG). Since MRI has a 

spatial resolution superior to that of EEG and MEG we focus mainly on MRI findings 

(although EEG and MEG findings are also briefly mentioned). 

 

Finally, we briefly address the social environment as the macroscale level of organization, 

since studies on the composition of social networks show that this level is also relevant for 

the development of positive symptoms of psychosis (Veling et al. 2014). Like neural 

networks, network communities in social networks develop through a process of self-

reinforcement and suppression of neighboring communities. Information pertaining to the 

external world is shared among individuals, evaluated, and acted upon in a way that is 

similar to the way information is processed at the network‟s lower levels of organization. We 

demonstrate that such processes may contribute to psychotic symptoms in their own 

idiosyncratic ways. 

 

Network models of psychosis: the microscale level 

Currently, one of the most sophisticated network models of the neurobiological correlates of 

psychotic symptoms at the microscale level stems from Loh et al. (2007). Their work starts 

from the central premise that the neural correlates of percepts can be described in terms of 

firing patterns of individual neurons within perception networks, and that those firing patterns 

display certain specific frequencies and amplitudes. Taking visual perception as an example, 

light reflected from an object in the extracorporeal world (say, a tree) activates retinal cells 

which, after a cascade of intermediary processes, recruit a particular subset of neurons in 

primary visual cortex that respond selectively to the various subcomponents of this stimulus 

(e.g. texture, color, movement). In conformity with the adage „neurons that fire together, wire 
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together‟, repeated exposure to similar objects leads to a strengthening of the synaptic 

connections between the cells of this ensemble through long-term potentiation (LTP) (Lomø 

2003). Thus, preferential connections are created between the neurons within this particular 

subset of neurons in visual cortex, yielding what we might call - in this case - a „tree network‟. 

Such higher-order representations (leaves, branches, bark, etc.) are formed in secondary 

visual cortex. When there is no tree present in the percipient‟s visual field, the tree network is 

at rest because it receives no dendritic input. When there are only leaves to be perceived, 

parts of the tree network may become activated (i.e., those involved in the coding for leaves), 

but the remainder of the network will remain at rest and no tree will be perceived. Only when 

the dendritic input reaches a critical threshold (i.e. when the input picture comprises essential 

parts such as bark, branches, and leaves), will the network be triggered in such a way that it 

mediates the perception of a tree. Incidentally, not all parts of the tree need to be present in 

the visual field in order for the tree network to respond in its entirety. When the input picture 

consists of a sufficiently large number of tree-like elements, the remainder of the tree 

network is activated as a form of „pattern completion‟, which facilitates the perception of a 

tree. As soon as this particular network is activated by dendritic input, it passes its activity on 

to higher-order processing networks further downstream of the flow of information 

processing. Meanwhile, excitatory connections that emanate from the neurons of the tree 

network loop back to themselves and engage in auto-excitation (Figure 2). Such positive 

feedback loops help to maintain an active state within the tree network, thus allowing for the 

creation of a stable percept and facilitating its storage in memory. In addition, the tree 

network stimulates inhibitory interneurons that connect to neighboring neurons not implicated 

in the tree network, thus helping to suppress any percepts for which there is insufficient 

support in the perceptual input picture (i.e., „noise‟). Thus, neighboring perceptual networks 

are in a constant state of competition to represent external signals (Figure 2). 

 

< Please insert Figure 2 near here > 
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Attractor networks and energy landscapes 

In network science, networks that encode for particular percepts - such as the tree network - 

are known as attractor networks (Loh et al. 2007). Attractor networks are networks 

characterized by a more or less pronounced attractor state, which is a preferential state 

towards which the network tends to converge. Regardless of its initial state, in the presence 

of an attractor state the network will eventually settle for that particular state. That state is a 

function of the strength of the network‟s own synaptic connections, formed during prior 

episodes of learning (synaptic rewiring). All brain networks have low-energy states towards 

which they tend to converge in the absence of dendritic stimulation. The effect of this can be 

further clarified by picturing a ping pong ball which has been moved uphill by applying energy 

to it (Figure 3). When enough energy is applied to push it to the top, it can settle for a higher-

energy stable (attractor) state. When insufficient energy is applied, the ping pong ball has no 

other option than to settle down in the valley at the foot of the hill and assume a lower-energy 

stable (attractor) state. The tiny amount of energy needed for the network to assume this 

low-energy „resting state‟ is provided by random depolarizations within the network itself (i.e., 

internal noise) and sustained by the absence of any external signals. Such low-energy 

resting states are characterized by low-frequency firing patterns that display a certain lability 

due to the fact that there is only little auto-excitation. In perceptual networks, that activity may 

induce weak, fleeting percepts such as those characteristic of daydreaming, hypnagogia or 

actual dreaming. When energy is applied in the form of dendritic input, networks will shift 

from their labile, low-energy attractor states to robust, high-energy attractor states with high-

frequency firing patterns and the subsequent formation of robust percepts (Loh et al. 2007). 

 

< Please insert Figure 3 near here > 

 

Psychosis at the microscale level of organization 

Healthy individuals 
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In the idiom of network science, positive symptoms of psychosis are conceptualized as the 

experiential equivalents of robust, high-frequency attractor states that occur in the absence 

of adequate dendritic input. In other words, positive symptoms arise when perceptual or 

cognitive networks enter their high-energy attractor state when all they should do is remain in 

their low-energy attractor state. Several mechanisms have been proposed for this switching 

from true-negative (low-energy) to false-positive (high-energy) attractor states (Rolls and 

Deco 2011). To illustrate these mechanisms, Figure 3 provides a schematic illustration of 

network activity in an energy landscape. In this scheme, attractor states are represented as 

valleys or attractor basins in the landscape. When the differences in energy between the 

resting and active state are less pronounced, i.e., when the attractor basins are shallow, the 

transition from a low-energy resting state to a high-energy active state is achieved more 

easily. 

 

The shallowing of attractor basins can occur under various conditions. In healthy subjects, a 

well-known example is sensory deprivation. As demonstrated in numerous experiments 

during the 1950s through 1970s, the depatterning and deprivation of sensory information 

tends to evoke hallucinations in healthy participants within 24 hours (Zubek 1969). Such an 

extreme sensory disconnection from the external world corresponds with a lack of dendritic 

input and, hence, in a low-frequency firing rate of the attractor network and an increased 

likelihood of that network to roam the resting-state basins of the attractor landscape. 

Experientially, this is associated with weak perceptions of a fleeting nature since the lack of 

auto-excitation prevents the formation of strong and robust firing patterns (and, hence, the 

mediation of strong and robust percepts). Additionally, a lack of collateral inhibition (due to a 

lack of competing stimuli) decreases noise suppression and renders the network susceptible 

to any newly emerging stimuli. Individual neurons and neural networks at large have 

thresholds to prevent them from being accidentally activated, e.g. by low-intensity noise 

fluctuations. In the absence of high-energy stimuli, the neurons in the attractor network tend 

to lower their thresholds (e.g. to adapt to low stimulus intensities in a dark room). This 



Page 15 of 51

Acc
ep

te
d 

M
an

us
cr

ip
t

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

14 
 

process, known as neural adaptation (Clifford et al. 2007), leads to a shallowing of the 

attractor basins of the active as well as the resting state. Once this is achieved, even small 

amounts of energy will suffice to make the network switch from its low-energy resting state 

(„down in the valley‟) to a high-energy active state („further uphill‟). In the absence of any 

external stimuli, the energy needed for this „uphill‟ trajectory in the energy landscape can be 

supplied by random depolarizations of the network itself (i.e., „noise‟), or by low-intensity 

dendritic input provided by any of the neighboring attractor networks that have crossed their 

thresholds of activation for similar reasons (Deco et al. 2011). As a consequence, robust 

percepts are formed in the absence of corresponding external stimuli. These robust percepts 

may induce the activation of other sensitized networks, thus producing a chain reaction of 

false-positive state transitions. When such state transitions occur in perceptual cortices, the 

individual experiences hallucinations. Similarly, when these events take place in higher-order 

cognitive brain regions, they evoke delusions.  

 

Patients with psychosis 

In psychotic patients, less extreme conditions than sensory deprivation suffice to produce 

hallucinations. Rolls et al. (2008) explain this by linking the dynamics of attractor networks to 

deficiencies in gamma-aminobutyric-acid (GABA) and N-methyl-D-aspartate (NMDA) 

signaling found in patients diagnosed with schizophrenia (Sullivan and O‟Donnel 2012; 

Lisman et al. 2008; Benes 2006; Coyle 2006). Biochemically, the dynamics of attractor 

networks depends on specific neurochemical substances. Their positive feedback loops are 

created with the aid of NMDA-receptor activation by the excitatory neurotransmitter 

glutamate (Figure 2). Reduced NMDA conductance reduces the robustness and firing rate of 

the active state, thus leading up to a shallowing of the attractor basins for this state (Loh et 

al. 2007). Collateral inhibition and noise reduction depend on GABA-receptor activation by 

the inhibitory neurotransmitter GABA (Klausberger and Somogyi 2008). Therefore, GABA 

interneuron inefficacy will yield a decrease in the suppression of competing signals as well as 

a disinhibition of the resting state, both of which contribute to the shallowing of the attractor 
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basin of the low-energy resting state. Thus, the resting and active state start to resemble 

each other in terms of energy levels, which facilitates transitions between the two states. As 

a consequence, a network with these characteristics will display loose and erratic jumps 

between low-frequency resting states and high-frequency active states (Loh et al. 2007; 

Durstewitz and Seamans 2008). Experientially, these unanticipated state switches in human 

neocortex translate to the switching on and off of hallucinatory and delusional states. 

 

Further support for the attractor network model comes from the elevated ratios of D2 versus 

D1-dopamine receptor activity found in prefrontal cortex in groups of patients diagnosed with 

schizophrenia (Braver et al. 1999). Throughout the human brain, basic excitatory and 

inhibitory signaling is modulated by neurotransmitters such as dopamine, (nor)adrenaline, 

serotonin, and acetylcholine. In attractor networks, these neurotransmitters shift the balance 

between NMDA-related and GABA-ergic signaling, thus producing shifts in signal-to-noise 

ratios (SNRs). Dopamine changes SNRs in favor of noise production by reducing GABA-

ergic collateral inhibition, thus promoting the occurrence of hallucinations and delusions. 

Since chain reactions may occur in labile or sensitized attractor networks and only parts of 

these networks need to be triggered in order for it to engage in pattern completion, GABA-

ergic and glutamatergic changes in patients diagnosed with schizophrenia may principally 

underlie loose associations. Clinically, this may manifest as „jumping to conclusions‟, 

meaning that patients show a tendency to link the occurrence of one event (e.g. their car 

breaking down) to another one (a visit from their mother) and, without much delay, assume 

that, for example, she must have been the one who sabotaged the car.  

 

Similar to dopaminergic activity, noradrenergic stimulation (induced, for example, by stress) 

induces shifts in the SNR in favor of the false-positive detection of noise. The mechanism 

behind this involves a decrease in both GABA-ergic collateral inhibition and glutamatergic 

collateral excitation (Hasselmo et al. 1997). A possible reason for this is that stressful 

conditions require our perceptual and cognitive networks to be biased towards the false-
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positive detection of rivals, predators, and other threats. From the vantage point of evolution, 

this type of bias has important benefits for survival since it allows to minimize the false-

negative detection of actual threats (e.g. not seeing a tiger when there is actually one there) 

at the cost of false-positive threats (i.e. hallucinations and delusions). In individuals whose 

attractor networks are already susceptible to false-positive states, these mechanisms 

increase the chance of experiencing hallucinations and delusions; this happens to many 

psychotic patients under stressful conditions. 

 

Thematically, delusions and hallucinations can be valued positively or negatively by the 

person experiencing them and, in the general population, are indeed valued positively by a 

significant number of people (Daalman et al. 2011). However, in clinical populations many of 

those experiences involve situations of a threatening or otherwise frightening nature. This 

preference for negative stimuli again seems to involve a detection bias for rivals, predators, 

and other threats. In that sense, hallucinations and delusions can be regarded as an 

unfortunate price that is paid by some individuals for a critical survival mechanism (Dodgson 

and Gordon 2009; Kelleher et al. 2010). Interindividual variation in this detection bias will 

cause some people to show an extreme sensitivity to such stimuli, especially under stressful 

conditions. Normally, alterations in dopaminergic and GABA-ergic functioning reach a climax 

in early adulthood (Uhlhaas 2013). Together with the fact that stress levels (and hence 

noradrenergic activity) peak in early adolescence (Hatch and Dohrenwend 2007), this may 

explain why the onset of psychosis-proneness tends to commence at this relatively early 

age. 

 

Microstructural and genetic changes in psychosis 

Apart from neurotransmitter concentrations, the dynamics of attractor networks at the 

microscale level of organization are also influenced by microstructural changes in the 

number and quality of synapses. It is suggested that the basis for psychosis-proneness is 

laid during the gestational period, even though the clinical signs of psychosis tend to become 
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manifest no sooner than in late adolescence (Rapoport et al. 2012). It has been shown that 

the brains of healthy adolescents undergo massive pruning of (primarily) excitatory synapses 

(in conformity with the „use it or lose it‟ principle) (Glantz et al. 2007; Gonzalez-Burgoz et al. 

2008). Due to this process, the loss of excitatory NMDA-ergic synapses tends to be more 

substantial in adolescents diagnosed with schizophrenia than in age-matched controls 

(Glantz and Lewis 2000). The concomitant decrease in (auto)excitation of attractor networks 

might contribute to the instability of internal representations, and to the proneness of these 

individuals to hallucinations and delusions at a later age. Another factor that affects 

connectivity at the microscale level is the use of cannabis which, apart from the direct effects 

of its active compound tetrahydrocannabinol (THC) on neuronal signaling, affects the 

outgrowth of synaptic terminals (Harkany et al. 2008; Bossong and Niesink 2010; Keimpema 

et al. 2011). The question why some individuals develop psychotic symptoms due to 

cannabis whereas others do not, is probably best answered with reference to inter-individual 

differences in synaptic density and expression levels of the cannabinoid receptor. In 

individuals who have a local excess of synaptic connections, a tipping point may be reached 

under the influence of THC, thereby increasing the likelihood for psychotic symptoms to set 

in. Similarly, hallucinogens and other psychotogenic substances may alter neurotransmitter 

levels in attractor networks in favor of false-positive attractor states, and thus facilitate the 

mediation of positive symptoms of psychosis. 

 

Another group of factors that may alter connectivity at the microscale level are 

immunocytochemical changes, which may interfere with neuronal signaling at the receptor 

level and with synapse formation at the microstructural level (The Network and Pathway 

Analysis Subgroup of the Psychiatric Genomics Consortium 2015). This may tilt the balance 

of SNRs within attractor networks towards producing false-positive perceptions. A final factor 

that deserves to be mentioned in this context is histone methylation, the microbiological 

process that bridges the gap between environmental stress and levels of genetic expression 

(i.e. epigenetic changes). Extremely stressful events (e.g. psychotraumata) may cause 
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particular genes to switch on or off through histone methylation, leading to more or less 

permanent changes in gene expression profiles (e.g. profiles compatible with an enhanced 

alertness to stressful stimuli). In accordance with the hostile environment in which such 

changes take place, acquired changes in genetic expression levels shift SNRs in attractor 

networks in favor of the early detection of such threats; again, the experience of positive 

symptoms is the price that is paid for an increased ability to pick up true-positive threats 

(Dodgson and Gordon 2009; Kelleher et al. 2010). 

 

Clinical lessons from the microscale level 

The attractor network model explains why patients often report that hallucinations and 

delusions decrease when they listen to music, sing, hum, whistle, go for a hike, or talk to 

others. Activities such as these induce strong active states in attractor networks that compete 

with false-positive active states through the process of collateral inhibition. This is an 

important biological reason why patients should be encouraged to seek a stimulus-rich 

environment, engage in physical exercise, or conduct any other kind of activity that requires 

executive action. The number one evidence-based treatment option for psychotic symptoms 

is the administration of D2 antagonists (i.e. „antipsychotics‟). In psychotic patients these 

substances increase GABA-ergic currents (Seamans and Yang 2004), thus correcting 

GABA-ergic deficiencies and suppressing noise levels in networks surrounding the attractor 

network. As a result, attractor networks become more resistant against switches from low-

energy (true-negative) resting states to high-energy (false-positive) persistent states. In 

theory, the administration of D1-receptor agonists (e.g. psychostimulants such as 

methylphenidate) should be able to produce deeper attractor basins of the persistent state, 

since these substances increase NMDA-mediated auto-feedback within attractor networks 

(Rolls et al. 2008). This prevents the occurrence of state switches from high-energy to lower-

energy attractor states and helps produce more robust percepts, which is the basic aim of 

psychostimulant treatment in patients diagnosed with attention-deficit (hyperactivity) disorder 

(AD(H)D). This hypothesis also explains why methylphenidate monotherapy should not be 
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prescribed for AD(H)D patients with comorbid positive symptoms of psychosis, since this 

might lead to default stabilization of their hallucinations and delusions. Since beta-adrenergic 

stimulation decreases GABA-ergic noise suppression and facilitates the formation of false 

percepts in already vulnerable attractor networks, psychotic symptoms may also be reduced 

by prescribing either direct GABA-ergic agonists (i.e., benzodiazepines) or beta-adrenergic 

antagonists (beta blockers). 

 

To summarize, a simple model of excitation, inhibition, and modulation within interconnected 

attractor networks allows to explain various psychotic phenomena, to provide a rationale for 

conventional anti-psychotic interventions, and to facilitate the exploration of novel 

interventions. The agents in this model are brought off balance by an array of different 

processes, globally involving neurochemical, neuroinflammatory, microstructural, and 

(epi)genetic alterations, whereas therapeutic interventions target these global pathogenetic 

pathways by shifting SNRs within the attractor networks back from false-positive to true-

negative values. 

 

In the following sections, we connect this state of affairs at the microscale level of 

organization with those occurring at higher-scale levels of organization. 

 

Network models of psychosis: the mesoscale level 

Structural and functional connectivity 

Until about a decade ago, voxel-based morphometry (VBM) of structural MRI data was 

among the most popular in vivo neuroimaging techniques used to localize brain areas in 

which gray-matter volume (GMV) correlated with some variable of interest (e.g. task 

performance or positive symptom scores). Similarly, diffusion tensor imaging (DTI) was used 

to relate local differences in white-matter tract integrity to certain variables of interest (Basser 

and Pierpaoli 1996). Most functional MRI studies involved the localization of discrete brain 

areas in which activity markers such as the Blood Oxygenation-Level Dependent (BOLD) 
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response correlated with phenotypical markers. During the past decade, this non-relational 

approach gradually made place for a relational (network-based) approach. This development 

was largely made possible by methodological advances and the discovery of small-world 

networks (outlined above). From the perspective of network science, „alterations in GMV‟ can 

be regarded as „changes in network nodes‟, whereas „local changes in white-matter-tract 

integrity‟ can be regarded as „changes in network links‟. Brain connectivity studies 

traditionally distinguish between two types of connectivity, i.e., structural, and functional 

connectivity (Bullmore and Sporns 2009). Structural connectivity can metaphorically be 

compared to the actual glass-fiber cables that allow for information exchange across the 

World Wide Web, whereas functional connectivity is comparable with the links between .html 

pages on the Internet. Such pages may link directly to each other, even though several 

servers and amplifying stations can be involved in connecting the actual computers on which 

the pages are stored. Thus, structural-connectivity studies focus on the actual white-matter 

tracts that run between different areas of gray matter, whereas functional imaging techniques 

such as fMRI, EEG, and MEG are used to study statistical associations between the 

neurophysiological states of gray-matter regions that may be located various structural 

degrees of separation apart from each other. Since network studies examine relationships 

between brain areas rather than individual brain areas themselves, current neuroimaging 

studies allow to explore structural and functional correlates of positive symptoms at an 

unprecedented level of integration. 

 

Previous studies show that both structural and functional connectivity maps are 

characterized by a small-world and scale-free topology (Bullmore and Sporns 2009). As a 

consequence, the human brain at the mesoscale level of organization seems to display the 

same general network architecture as the attractor networks rendered in Figure 1. However, 

a major difference is that, in this case, the neurons in Figure 1 do not represent single cells 

but rather substantial clusters of gray matter. The structural connections between these 

clusters of gray matter are not formed by single axons, but by white-matter fiber tracts that 
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can be visualized in vivo with the aid of neuroimaging techniques. Functional connections, on 

the other hand, consist of statistical relationships between activity levels in these areas. In 

comparison with neural networks at the microscale level of organization, connectivity maps at 

the mesoscale level of organization involve highly integrated and multimodal brain states that 

correspond to full-blown mental representations. Sensory cortices provide integrated 

representations of the organism‟s milieu externe, medial temporal and limbic structures 

integrate information from the sensory domains with emotional and cognitive information, 

medial prefrontal (anterior cingulate) and (dorsal) anterior insular regions have a function in 

salience detection regarding this data stream, striatal structures are involved in developing 

motivational drive and initiating automatic response patterns, and dorsolateral prefrontal 

areas are involved in effortful response selection and conscious executive functioning, while 

the actual planning and execution of motor output takes place in prefrontal (premotor) and 

motor cortices (Sridharan et al. 2008). Together, these processes are referred to as 

„cognitive control‟. Three canonical networks can be distinguished within the set of brain 

regions involved (Sridharan et al. 2008): the central executive network (CEN) is 

predominantly active during the execution of goal-directed task performances, and relies on 

dorsolateral prefrontal and posterior parietal areas. As soon as individuals cease to perform 

in a goal-directed manner and engage in a state of quiet wakefulness (i.e., with eyes closed, 

but awake), activity levels within the CEN drop to a minimum whereas activity levels in a set 

of brain regions comprising the default-mode network (DMN) show a simultaneous increase. 

The DMN comprises medial prefrontal regions, posterior cingulate, dorsal parietal regions, 

and mediotemporal regions. Activity within these regions is associated with mind-wandering, 

fantasizing, musing, autobiographical recollection, daydreaming, and actual dreaming (Deco 

et al. 2011). Finally, anterior cingulate and (dorsal) anterior insular regions are part of a so 

called salience network (SN), which has a key role in salience detection and in switching 

between goal-directed CEN activity and reflective DMN activity. The CEN, DMN, and SN 

appear to be of crucial importance in the pathogenesis of positive symptoms (Manoliu et al. 

2014). Below, we discuss the current neuroimaging literature on psychosis from the 
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perspective of structural and functional connectivity studies involving these networks, 

whereas the results of VBM and DTI studies are discussed only in relation to changes in 

network nodes and links as reported in connectivity studies. 

 

Structural connectivity and psychosis 

Whole-brain structural connectivity maps of patients diagnosed with schizophrenia show a 

reduction of values of small-worldness parameters. Some examples include the loss of 

frontotemporal and insular hubs, the emergence of novel non-frontal hubs (Bassett et al. 

2008; van den Heuvel and Sporns 2011), a lowering of the clustering coefficient (Fornito et 

al. 2012; Alexander-Bloch et al. 2010), the randomization of connectivity (Lynall et al. 2010; 

Bassett al. 2008), increases of path lengths, and the reduction of interregional connectivity 

(Pettersson-Yeo et al. 2011). The loss of frontotemporal and insular hubs may correspond 

with previous VBM findings involving the loss of GMV in medial prefrontal, (superior) 

temporal, insular, thalamic, striatal, and cerebellar regions (Shepherd et al. 2012; Fusar-Poli 

et al. 2012; Fornito et al. 2009, Allen and Modinos 2012; Gaser et al. 2004; Neckelmann et 

al. 2006; Martí-Bonmatí et al. 2007; Nenadic et al. 2010). Similarly, the emergence of novel 

hubs may correspond with previous findings of an increased GMV in areas associated with 

delusion-proneness (Whitford et al. 2008). An increase in the randomness of wiring patterns 

may explain the inconsistency of previous DTI findings in patients diagnosed with 

schizophrenia, varying from a global decrease in white-matter-tract integrity associated with 

„schizophrenia‟ (Sommer et al. 2012) to decreases specifically associated with verbal 

auditory hallucinations, in the white-matter-tract integrity of medial prefrontal areas (van Tol 

et al. 2013; Rotarska-Jagiela 2009; Rotarska-Jagiela, 2010), medial temporal areas (Ellison-

Wright and Bullmore 2009), and the superior and inferior longitudinal fasciculus (Seok et al. 

2007; Shergill et al. 2007; Hubl et al. 2004; Szeszko et al. 2008; Chan et al. 2010). Most of 

these findings involve the loss of prefrontal connections, which corresponds with the loss of 

important hub regions in the same areas found in patients diagnosed with schizophrenia. 
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Generally speaking, a loss of small-world topology is associated with a decrease in the 

quality and efficiency of information processing which is, in turn, experienced as a slowing-

down of cognitive abilities and processing speed (Bassett and Bullmore 2009; Bullmore et al. 

2009). Regarding alterations in specific brain regions, a loss of frontal hubs seems to be 

associated with a reduced capacity for integration, abstraction, and creation of overview (van 

den Heuvel and Sporns 2011). Reduced integration is thought to result in the loosening of 

cognitive associations, a symptom historically marked as a core feature of schizophrenia 

(Bleuler 1908; Friston and Frith 1995). The central role of the anterior cingulate and (anterior) 

dorsal insular region in salience detection has sparked the hypothesis that decreased GMVs 

within these frontal areas may lead patients to attribute enhanced salience to sensory events 

and erroneously attribute endogenously mediated percepts to external sources (Jardri et al. 

2013, Allen et al. 2008; Fletcher and Frith 2010). The dissolution of higher-order (prefrontal) 

clusters may reduce collateral inhibition by competing attractor states, thus leading to a 

disinhibition of lower-level clusters and, ultimately, the mediation of hallucinations and/or 

delusions (Bassett et al. 2008). In addition, a loss of hubs may interfere with the ability to 

discriminate between stimuli and concepts (Zalesky et al. 2011). Such changes may also 

promote the aforementioned „jumping to conclusions‟, whereas increased randomness of 

anatomical connections - possibly the result of the excessive pruning of synapses (Hoffman 

and McGlashan 2001) - may promote bizarre delusions and hallucinations. 

 

Finally, the network structure of psychotic symptoms at the phenotypical level indicates that 

hallucinations may simply trigger delusional explanations of these percepts (a bottom-up 

genesis of delusional activity). There is also evidence for the reversed causal direction, i.e., 

delusions triggering hallucinations in a top-down manner. In the latter case, higher-order 

conceptual regions may enhance selective attention (i.e. alertness) to particular stimuli, such 

as facial expressions or policemen in the street. Such top-down effects involve increased 

dopaminergic and adrenergic signaling within primary sensory cortices (Dodgson and 
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Gordon 2009; Kelleher et al. 2010; Markovic et al. 2014), which may shift SNRs in favor of 

false-positive attractor states. 

 

Functional connectivity and psychosis 

Changes in functional connectivity maps in psychotic disorders resemble those in structural 

connectivity maps (Goekoop and Looijestijn 2012). Since functional connectivity is thought to 

lie closer (process-wise) to phenotypical experience, the study of functional connectivity may 

yield important information on the origins of the psychotic phenotype. Functional connectivity 

studies typically examine associations between scores on phenotypical markers and 

connectivity maps calculated across various different brain states: e.g. central executive, 

salience-related, and default-mode states in waking individuals, and rapid-eye-movement 

(REM) and deep sleep in sleeping individuals. Since positive symptoms by definition occur 

during wakefulness, we limit our discussion to functional connectivity maps during the 

wakeful state (i.e. central executive, salience, and default-mode networks). 

 

Due to the scale-free nature of the network that constitutes the human brain, similar rules 

apply at different scale levels of organization. Starting from that general principle, the CEN 

and the DMN are conceptualized as giant attractor networks at the mesoscopic level of 

organization that are in a constant state of mutual competition. The CEN is engaged in auto-

excitation during task performance, while suppressing the activity of the DMN through 

collateral inhibition. The reverse happens when the individual enters a state of quiet 

wakefulness (not to be confused with the ‟resting state‟ of microscale-level attractor 

networks), and the DMN in turn gears up from its low-energy resting state to a high-energy 

active state. In this state, the DMN engages in auto-excitation and in collateral inhibition of 

the CEN. Crucially, the salience network (dorsal anterior insula and anterior cingulate cortex) 

is responsible for biasing the competition between DMN and CEN activity levels (Sridharan 

et al. 2008). In psychotic disorders, both auto-excitation and collateral inhibition are impaired. 

Comparable to what happens at the microscale level of organization, this leads to the 
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formation of instable percepts during active states and to insufficient suppression of noise in 

competing (resting state) networks. At the mesoscopic level of organization, this combination 

of an increase of noise levels and a decrease of the resistance against intrusion by noise, 

facilitates the mediation of false percepts. Therefore, on the one hand, positive symptoms 

may be due to insufficient suppression of noise generated by the DMN during task 

performance. A deficit in predictive coding has been associated with this in an fMRI study of 

hallucinating patients whose expectations for the hearing of speech were being manipulated 

(Horga et al. 2014). A decrease in auto-excitation of the CEN will render this network more 

susceptible to noise intrusions from the DMN. Once noise from the DMN enters the already 

labile CEN, it becomes manifest at the experiential level in the form of clear, consciously 

experienced delusions and/or hallucinations of a multimodal, integrated, and complex nature. 

In this sense, psychosis is comparable to a state of „dreaming-while-awake‟, or a blending of 

endogenously and exogenously mediated representations. On the other hand, the activity of 

the DMN is also labile (Northoff and Qin 2011) and, therefore, susceptible to intrusions by 

insufficiently suppressed noise generated by the CEN. Experientially, such CEN intrusions 

into the DMN may produce a phenotype where actual events are experienced as unreal or 

dreamlike, as in derealization or depersonalization. Moreover, noise generated by the CEN 

that intrudes the DMN may provide the neurophysiological correlate of delusions of control. 

 

In summary, insufficient noise suppression and increased susceptibility to noise intrusions 

within both the CEN and the DMN network may promote the blending of information 

processing between these two anticorrelated networks and mediate specific positive 

symptoms of psychosis. We will first discuss evidence for the hypothesis that network states 

spill over from the DMN to the CEN. After that, we will discuss the evidence for 

psychotogenic mechanisms in the opposite direction. 

 

Various observations seem to confirm the hypothesis that an excess of DMN noise is 

responsible for the emergence of positive symptoms. For instance, insufficient suppression 
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of DMN activity during task performance is a common finding in patients diagnosed with 

schizophrenia (Garrity et al. 2007; Meyer-Lindenberg et al. 2005; Jeong and Kubicki 2010; 

Woodward et al. 2011). This indicates that these patients may be more susceptible to noise 

intrusions originating from the DMN, experienced by them in the form of hallucinations and/or 

delusions (Northoff and Qin 2011). Insufficient suppression of DMN activity is most likely due 

to a net decrease in GABA-ergic signaling. This decrease may involve an isolated 

neurochemical deficiency, although it may also be due to a structural loss of fronto-temporal 

(inhibitory) hubs. Indeed hypoconnectivity of anterior cingulate and (dorsal) anterior temporal 

regions is specifically related to hyperconnectivity within auditory cortex in general (Rotarska-

Jagiela et al. 2010) and the occurrence of verbal auditory hallucinations in particular 

(Mechelli et al. 2007; Vercammen et al. 2010). Reduced input from speech perception areas, 

such as Wernicke‟s, to frontal areas such as Broca‟s, as established with measures of 

effective connectivity in hallucinating patients (Curcic-Blake et al. 2013), may be analogous 

(at the mesoscale level of organization) to the sensory-deprivation effect described earlier in 

this paper. The loss of frontal hubs in schizophrenia to a large degree involves the salience 

network, which is responsible for biasing the balance between DMN and CEN activity levels. 

Thus, a loss of frontal (inhibitory) hubs within the salience network may impair GABA-ergic 

noise suppression of the DMN, which fills the CEN with noise that is experienced actively 

and consciously in the form of hallucinations or delusions. The role of the predominantly 

dopaminergic salience system in appraising and balancing DMN and CEN activity is in line 

with the dopamine hypothesis for the mediation of psychotic symptoms (Palaniyappan and 

Liddle 2012). A disconnection between prefrontal cortex and hippocampus during (working-

memory) task performance has been linked to the severity of positive symptoms (Henseler et 

al. 2010). In the latter situation, hippocampal activity is insufficiently suppressed. Such 

findings have given rise to the memory hypothesis of hallucinations, which states that 

hallucinations at least partly represent insufficiently suppressed memories (Sommer et al. 

2012). Since hippocampal regions are part of the DMN, the memory hypothesis fits the 

global picture of insufficient noise-reduction in DMN areas as a precondition for the 
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occurrence of positive symptoms. Moreover, various studies have shown that losses of 

prefrontal function are associated with increased activity within auditory areas of the temporal 

lobe and the experience of verbal auditory hallucinations (e.g. Allen et al. 2008). Since these 

regions are part of the CEN, such findings fit the notion that aberrant DMN activity eventually 

enters the CEN, resulting in the active and conscious perception of hallucinations. 

 

All the findings discussed so far are in line with the notion of insufficient inhibition of the DMN 

by the salience network and CEN, as well as with the notion of increased susceptibility of the 

CEN to noise intrusions due to the instability of its neural activity patterns. However, as 

indicated, the reverse causal direction is also possible, i.e. positive symptoms of psychosis 

being due to a disinhibition of activity within the CEN and instability of DMN activity patterns, 

possibly mediated by a dysfunctional salience network. Various empirical observations 

support this mechanism. Jardri et al. (2013) studied the spatial and temporal stability of the 

DMN and association sensory cortices during hallucinatory episodes, and found that 

instability of the DMN correlates positively with the severity of hallucinations. Similarly, 

increases in DMN variability have been described by Garrity et al. (2007), while a loss of 

local connectivity within anterior and posterior cingulate subclusters of the DMN correlates 

with positive symptom scores (Skudlarski et al. 2010). Rotarska-Jagiela et al. (2010) report 

reduced connectivity (i.e. instability) in right inferior parietal cortex and the left hippocampus 

in association with hallucinations and delusions. Thus, disinhibition of the CEN also seems 

capable of mediating positive symptoms of psychosis. So far, however, most studies show 

hyperconnectivity as well as reductions of path length in the DMN (Becerril et al. 2011; 

Fornito et al. 2011; Wang et al. 2010), which suggests that the instability of the DMN is less 

pronounced than that of the CEN. As a corollary, positive symptoms of psychosis may be 

primarily associated with DMN noise affecting the CEN (a bias that may be the result of 

impaired functioning of the salience network), which is in conformity with the dreaming-while-

awake hypothesis. However, other networks may also be relevant, such as the salience 
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network and the amygdala (Blanc et al. 2014; Escartí et al. 2010), which deserve more 

detailed examination in future studies. 

 

In conclusion, the mechanisms that govern the mediation of psychotic symptoms at the 

mesoscale level of organization seem to resemble those at work at the microscale level of 

organization. Moreover, at all levels of organization, positive symptoms of psychosis would 

seem attributable to disorders of salience (van Os 2009) since eventually they involve non-

adaptive changes in SNRs in favor of the conscious perception of noise. Although this 

hypothesis is in line with the scale-free nature of the human brain as predicted by network 

science, further empirical studies are needed to test its validity. 

 

Network models of psychosis: the macroscale level 

The macroscale level of organization takes us beyond the realm of the human brain with its 

micro- and mesoscale levels, into the world of social networks. As noted above, the same 

mathematical principles that govern the latter levels of organization are applicable here 

(Christakis and Fowler 2009). Thus, social networks can be analyzed using the same 

algorithms used to calculate cerebral network clusters and network metrics. Previous studies 

have shown that social networks form communities in which individuals try to be as similar as 

possible (referred to as „copy-cat‟ behavior, homophily, or mimesis) (Christakis and Fowler 

2009). Subjects at the center of such social communities tend to be healthier, happier, and 

more at ease than those residing at the periphery (Fowler and Christakis 2008; Cacioppo et 

al. 2009). Comparable to the way attractor networks promote their own activity at the cost of 

those surrounding them, social clusters are in a constant state of mutual competition. At the 

macroscale level of organization that may translate to a constant desire of individuals to 

blend into their own community, whereas individuals living at the borders of the cluster may 

more often be exposed to feelings of rejection, social tensions, and habitual paranoia 

(Cacioppo et al. 2009). In the field of psychosis research, this mechanism has been 

substantiated by the work of Veling et al. (2014), who found that the risk for psychotic 
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symptoms tends to decrease as a function of ethnic density. Ethnic density is a measure for 

the number of inhabitants who are members of the patient‟s own ethnic group, and Veling et 

al. (2008) found that living in a neighborhood with a higher ethnic density is associated with a 

lower chance to develop psychotic symptoms. In network terms, being part of a community of 

individuals with a similar ethnic background apparently protects against psychosis, whereas 

the risk for psychosis increases outside such a neighborhood cluster. Since social isolation 

ranks among the most stressful events, the latter situation increases the likelihood of actual 

paranoia and psychosis in those who are vulnerable to develop such symptoms (Kirkbride et 

al. 2014). This may also explain why stigmatization and social exclusion are bound to create 

a vicious circle, with social deprivation (analogous with sensory deprivation as described in 

the section on the brain‟s microscale level of organization) leading to psychosis, and 

psychotic behavior leading to even more social deprivation, etcetera. According to the social-

defeat hypothesis by Selten et al. (2013), prolonged social exclusion promotes enhanced 

baseline activity and/or sensitization of the dopamine system, thus increasing the risk for 

psychosis. Indeed, evidence for increased dopamine release in the striata of young people 

with hearing impairment, who may be at increased risk for psychosis, has recently been 

reported (Gevonden et al. 2014). Therefore, antipsychotic interventions should also target 

the macroscale community level, in addition to the micro- and mesoscale levels that are 

habitually targeted with the aid of antipsychotic medication. Incidentally the macroscale level 

can also be linked to the mesoscale level through studies of social neuroscience in 

schizophrenia (Krabbendam et al. 2014). Just as community medicine enforces adequate 

sanitation and hygienic measures at a community level, community psychiatry should focus 

on psychohygienic measures at the level of families, neighborhoods, villages, cities, states, 

and countries. 

 

Conclusion 

The Integrated Network Model of Psychotic Symptoms (INMOPS) allows to describe the 

positive symptoms of psychosis and their neurobiological correlates at three (subsequent) 
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scale levels of organization (Figure 1). At the microscale and mesoscale levels of 

organization, it allows for the description of individual psychotic symptoms and their relation 

with each other, together with descriptions of their mediation by structural and functional 

alterations in attractor networks. Empirical evidence for the validity of the mechanisms 

examined is provided by studies describing changes in neurotransmitter signaling pathways, 

in synaptic density and function, and in (environmentally-induced) genetic expression 

profiles, as well as by studies of structural and functional neuroimaging. At the macroscale 

level of organization, the model allows for the description of social mechanisms that influence 

the risk for psychosis. Starting from the premise that each of these scale levels of 

organization is governed by small-worldness, and that the network as a whole („from 

molecule to mind‟) is essentially scale-free in nature, the model allows for the application of 

the same mathematical framework and corresponding language at each of its levels of 

organization. This allows to indicate at each scale level, and across scale levels, how 

alterations in network structure and function increase or decrease the likelihood for psychotic 

symptoms to occur. Rather than attempting to „solve the schizophrenia problem‟ by 

proposing a hypothetical lathomenology to explain the connection between its multiple 

symptoms and multiple risk factors, the INMOPS attempts to explain the likelihood for 

various positive symptoms of psychosis to co-occur with reference to the principle of self-

organization. Despite the considerable heterogeneity of factors considered characteristic of 

„schizophrenia‟, this opens up a new avenue towards a unified framework for understanding 

this complex group of symptoms and their mediation. 

 

Acknowledgements 

We would like to acknowledge Parnassia Psychiatric Hospital for granting research time to 

 the first (JL), second (JDB) and last authors (RG). 

 

 

 



Page 32 of 51

Acc
ep

te
d 

M
an

us
cr

ip
t

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

31 
 

References 

Alexander-Bloch, A.F., Gogtay, N., Meunier, D., Birn, R., Clasen, L., Lalonde, F., Lenroot, R., 

Giedd, J., Bullmore, E.T., 2010. Disrupted modularity and local connectivity of brain 

functional networks in childhood-onset schizophrenia. Front. Syst. Neurosci. 4, 147. 

Allen, P., Larøi, F., McGuire, P.K., Aleman, A., 2008. The hallucinating brain: A review of 

structural and functional neuroimaging studies of hallucinations. Neurosci. Biobehav. Rev. 

32, 175–191. 

Allen, P., Modinos. G., 2012. Structural neuroimaging in psychotic patients with auditory 

verbal hallucinations. In: Blom, J.D., Sommer, I.E. (Eds.), Hallucinations: Research and 

Practice. Springer, New York, pp. 251-265. 

Andreasen, N.C., 1999. A unitary model of schizophrenia. Bleuler‟s “fragmented phrene” as 

schizencephaly. Arch. Gen. Psychiatry. 56, 781-787. 

Barabási, A.L., 2009. Scale-free networks: A decade and beyond. Science. 325, 412-413. 

Basser, P.J., Pierpaoli, C., 1996. Microstructural and physiological features of tissues 

elucidated by quantitative-diffusion-tensor MRI. J. Magn. Reson. B. 111, 209-219. 

Bassett, D.S., Bullmore, E., Verchinski, B.A., Mattay, V.S., Weinberger, D.R., Meyer-

Lindenberg, A., 2008. Hierarchical organization of human cortical networks in health and 

schizophrenia. J. Neurosci. 28, 9239-9248. 

Bateson, G., Jackson, D.D., Hayley, J., Weakland, J., 1956. Toward a theory of 

schizophrenia. Behav. Sci. 1, 251-264. 

Becerril, K.E., Repovs, G., Barch, D.M., 2011. Error processing network dynamics in 

schizophrenia. Neuroimage. 54, 1495-1505. 

Benes, F.M., Gisabella, B., 2006. Rat modeling for GABA defects in schizophrenia. Adv. 

Pharmacol. 54, 73-93. 



Page 33 of 51

Acc
ep

te
d 

M
an

us
cr

ip
t

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

32 
 

Bentall, R.P. (Ed.), 1992. Reconstructing Schizophrenia. Routledge, London. 

Blanc, F., Noblet, V., Philippi, N., Cretin, B., Foucher, J., Armspach, J.P., Rousseau, F., 

Alzheimer's Disease Neuroimaging Initiative, 2014. Right anterior insula: Core region of 

hallucinations in cognitive neurodegenerative diseases. PLoS. One. 9, e114774. 

Bleuler, E., 1908. Die Prognose der Dementia praecox (Schizophreniegruppe). Allgemeine 

Zeitschrift für Psychiatrie und psychischgerichtliche Medizin. 65, 436-464. 

Bleuler, E., 1911. Dementia praecox oder Gruppe der Schizophrenien. Franz Deuticke, 

Leipzig. 

Blom, J.D., 2004. Deconstructing Schizophrenia. An Analysis of the Epistemic and 

Nonepistemic Values that Govern the Biomedical Schizophrenia Concept. Boom, 

Amsterdam. 

Blom, J.D., Van Praag, H.M., 2011. Schizophrenia: It‟s broken and it can‟t be fixed. A 

conceptual analysis at the centenary of Bleuler‟s Dementia praecox oder Gruppe der 

Schizophrenien. Isr. J. Psychiatry. Relat. Sci. 48, 240-248. 

Borsboom, D., Cramer, A.O., 2013. Network analysis: An integrative approach to the 

structure of psychopathology. Annu. Rev. Clin. Psychol. 9, 91-121. 

Borsboom, D., Cramer, A.O., Schmittmann, V.D., Epskamp, S., Waldorp, L.J., 2011. The 

small world of psychopathology. PLoS. One. 6, e27407. 

Bossong, M.G., Niesink, R.J., 2010. Adolescent brain maturation, the endogenous 

cannabinoid system and the neurobiology of cannabis-induced schizophrenia. Prog. 

Neurobiol. 92, 370-385. 

Bourdillon, R.E., Clarke, C.A., Ridges, A.P., Sheppard, P.M., Harper, P., Leslie, S.A., 1965. 

„Pink spot‟ in the urine of schizophrenics. Nature. 208, 453-455. 



Page 34 of 51

Acc
ep

te
d 

M
an

us
cr

ip
t

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

33 
 

Braff, D.L., Freedman, R., Schork, N.J., Gottesman, I.I., 2007. Deconstructing schizophrenia: 

An overview of the use of endophenotypes in order to understand a complex disorder. 

Schizophr. Bull. 33, 21-32. 

Braver, T.S., Barch, D.M., Cohen, J.D., 1999. Cognition and control in schizophrenia: A 

computational model of dopamine and prefrontal function. Biol. Psychiatry. 46, 312-328. 

Bullmore, E., Sporns, O., 2009. Complex brain networks: Graph theoretical analysis of 

structural and functional systems. Nat. Rev. Neurosci. 10, 186-198. 

Cacioppo, J.T., Fowler, J.H., Christakis, N.A., 2009. Alone in the crowd: The structure and 

spread of loneliness in a large social network. J. Pers. Soc. Psychol. 97, 977-991. 

Chan, W.-Y., Yang, G.-L., Chia, M.-Y., Lau, I.-Y., Sitoh, Y.-Y., Nowinski, W.L., Sim, K., 2010. 

White matter abnormalities in first-episode schizophrenia: A combined structural MRI and 

DTI study. Schizophr. Res. 119, 52-60. 

Christakis, N.A., Fowler, J.H., 2009. Connected: The Amazing Power of Social Networks and 

How they Shape Our Lives. Harper Press, London. 

Clifford, C.W., Webster, M.A., Stanley, G.B., Stocker, A.A., Kohn, A., Sharpee, T.O., 

Schwartz, O., 2007. Visual adaptation: Neural, psychological and computational aspects. 

Vision. Res. 47, 3125-3131. 

Cloninger, C.R., 1999. A new conceptual paradigm from genetics and psychobiology for the 

science of mental health. Aust. N.Z.J. Psychiatry. 33, 174-186. 

Cole, M.W., Anticevic, A., Repovs, G., Barch, D., 2011. Variable global dysconnectivity and 

individual differences in schizophrenia. Biol. Psychiatry. 70, 43-50. 

Coyle, J.T., 2006. Glutamate and schizophrenia: Beyond the dopamine hypothesis. Cell. Mol. 

Neurobiol. 26, 365-384. 



Page 35 of 51

Acc
ep

te
d 

M
an

us
cr

ip
t

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

34 
 

Crow, T.J., 1990. Temporal lobe asymmetries as the key to the etiology of schizophrenia. 

Schizophr. Bull. 16, 433-443. 

Curcic-Blake, B., Liemburg, E., Vercammen, A., Swart, M., Knegtering, H., Bruggeman, R., 

Aleman, A., 2013. When Broca goes uninformed: Reduced information flow to Broca's area 

in schizophrenia patients with auditory hallucinations. Schizophr. Bull. 39, 1087-1095. 

Cuthbert, B.N., Insel, T.R., 2010. Toward new approaches to psychotic disorders: The NIMH 

Research Domain Criteria project. Schizophr. Bull. 36, 1061-1062. 

Daalman, K., Boks, M.P., Diederen, K.M., de Weijer, A.D., Blom, J.D., Kahn, R.S., Sommer, 

I.E., 2011. The same or different? A phenomenological comparison of auditory verbal 

hallucinations in healthy and psychotic individuals. J. Clin. Psychiatry. 72, 320-325. 

Deco, G., Jirsa, V.K., McIntosh, A.R., 2011. Emerging concepts for the dynamical 

organization of resting-state activity in the brain. Nat. Rev. Neurosci. 12, 43-56. 

Dodgson, G., Gordon, S., 2009. Avoiding false negatives: Are some auditory hallucinations 

an evolved design flaw? Behav. Cogn. Psychother. 37, 325-334. 

Driesen, N.R., McCarthy, G., Bhagwagar, Z., Bloch, M., Calhoun, V., D'Souza, D.C., 

Gueorguieva, R., He, G., Ramachandran, R., Suckow, R.F., Anticevic, A., Morgan, P.T., 

Krystal, J.H., 2013. Relationship of resting brain hyperconnectivity and schizophrenia-like 

symptoms produced by the NMDA receptor antagonist ketamine in humans. Mol. Psychiatry. 

18, 1199-1204. 

Durstewitz, D., Seamans, J.K., 2008. The dual-state theory of prefrontal cortex dopamine 

function with relevance to catechol-o-methyltransferase genotypes and schizophrenia. Biol. 

Psychiatry. 64, 739-749. 

Ellison-Wright, I., Bullmore, E., 2009. Meta-analysis of diffusion tensor imaging studies in 

schizophrenia. Schizophr. Res. 108, 3-10. 



Page 36 of 51

Acc
ep

te
d 

M
an

us
cr

ip
t

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

35 
 

Escartí, M.J., de la Iglesia-Vayá, M., Martí-Bonmatí, L., Robles, M., Carbonell, J., Lull, J.J., 

García-Martí, G., Manjón, J.V., Aguilar, E.J., Aleman, A., Sanjuán, J., 2010. Increased 

amygdala and parahippocampal gyrus activation in schizophrenic patients with auditory 

hallucinations: An fMRI study using independent component analysis. Schizophr. Res. 117, 

31-41. 

First, M.B., 2006. Beyond clinical utility: Broadening the DSM-V Research Appendix to 

include alternative diagnostic constructs. Am. J. Psychiatry. 163, 1679-1681. 

Fletcher, P.C., Frith, C.D., 2010. Perceiving is believing: A Bayesian approach to explaining 

the positive symptoms of schizophrenia. Nat. Rev. Neurosci. 10, 48-58. 

Fornito, A., Yoon, J., Zalesky, A., Bullmore, E.T., Carter, C.S., 2011. General and specific 

functional connectivity disturbances in first-episode schizophrenia during cognitive control 

performance. Biol. Psychiatry. 70, 64-72. 

Fornito, A., Yücel, M., Dean, B., Wood, S.J., Pantelis, C., 2009. Anatomical abnormalities of 

the anterior cingulate cortex in schizophrenia: Bridging the gap between neuroimaging and 

neuropathology. Schizophr. Bull. 35, 973-993. 

Fornito, A., Zalesky, A., Pantelis, C., Bullmore, E.T., 2012. Schizophrenia, neuroimaging and 

connectomics. Neuroimage. 62, 2296-2314. 

Fowler, J.H., Christakis, N.A., 2008. Dynamic spread of happiness in a large social network: 

Longitudinal analysis over 20 years in the Framingham Heart Study. BMJ. 337, a2338. 

Freeman, W.J., 1999. How Brains Make Up Their Minds. Orion Press, London. 

Friston, K.J., Frith, C.D., 1995. Schizophrenia: A disconnection syndrome? Clin. Neurosci. 3, 

89-97. 



Page 37 of 51

Acc
ep

te
d 

M
an

us
cr

ip
t

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

36 
 

Fusar-Poli, P., Radua, J., McGuire, P.K., Borgwardt, S., 2012. Neuroanatomical maps of 

psychosis onset: Voxel-wise meta-analysis of antipsychotic-naive VBM studies. Schizophr. 

Bull. 38, 1297-1307. 

Garrity, A.G., Pearlson, G.D., McKiernan, K., Lloyd, D., Kiehl, K.A., Calhoun, V.D., 2007. 

Aberrant “default mode” functional connectivity in schizophrenia. Am. J. Psychiatry. 164, 450-

457. 

Gaser, C., Nenadic, I., Volz, H.-P., Büchel, C., Sauer, H., 2004. Neuroanatomy of “hearing 

voices”: A frontotemporal brain structural abnormality associated with auditory hallucinations 

in schizophrenia. Cereb. Cortex. 14, 91-96. 

Girvan, M., Newman, M.E.J., 2002. Community structure in social and biological networks. 

Proc. Natl. Acad. Sci. USA. 99, 7821-7826. 

Glantz, L.A., Gilmore, J.H., Hamer, R.M., Lieberman, J.A., Jarskog, L.F., 2007. 

Synaptophysin and postsynaptic density protein 95 in the human prefrontal cortex from mid-

gestation into early adulthood. Neuroscience. 149, 582-591. 

Glantz, L.A.L., Lewis, D.A.D., 1999. Decreased dendritic spine density on prefrontal cortical 

pyramidal neurons in schizophrenia. Arch. Gen. Psychiatry. 57, 65-73. 

Goekoop, R., Goekoop, J., 2014. A network view on psychiatric disorders: Network clusters 

of symptoms as elementary syndromes of psychopathology. PLoS. One. 9, e112734. 

Goekoop, R., Looijestijn, J., 2012. A network model of hallucinations. In: Blom, J.D., 

Sommer, I.E. (Eds.), Hallucinations: Research and Practice. Springer, New York, pp. 33-54. 

Gonzalez-Burgos, G., Kroener, S., Zaitsev, A.V., Povysheva, N.V., Krimer, L.S., Barrionuevo, 

G., Lewis, D.A., 2008. Functional maturation of excitatory synapses in layer 3 pyramidal 

neurons during postnatal development of the primate prefrontal cortex. Cereb. Cortex. 18, 

626-637. 



Page 38 of 51

Acc
ep

te
d 

M
an

us
cr

ip
t

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

37 
 

Harkany, T., Mackie, K., Doherty, P., 2008. Wiring and firing neuronal networks: 

Endocannabinoids take center stage. Curr. Opin. Neurobiol. 18, 338-345. 

Hasselmo, M.E., Linster, C., Patil, M., Ma, D., Cekic, M., 1997. Noradrenergic suppression of 

synaptic transmission may influence cortical signal-to-noise ratio. J. Neurophysiol. 77, 3326-

3339. 

Hatch, S.L., Dohrenwend, B.P., 2007. Distribution of traumatic and other stressful life events 

by race/ethnicity, gender, SES and age: A review of the research. Am. J. Community. 

Psychol. 40, 313-332. 

Henseler, I., Falkai, P., Gruber, O., 2010. Disturbed functional connectivity within brain 

networks subserving domain-specific subcomponents of working memory in schizophrenia: 

Relation to performance and clinical symptoms. J. Psychiatr. Res. 44, 364-372. 

Hoffman, R.E., McGlashan, T.H., 2001. Neural network models of schizophrenia. 

Neuroscientist. 7, 441-454. 

Hogerzeil, S.J., van Hemert, A.M., Rosendaal, F.R., Susser, E., Hoek, H.W., 2014. Direct 

comparison of first-contact versus longitudinal register-based case finding in the same 

population: Early evidence that the incidence of schizophrenia may be three times higher 

than commonly reported. Psychol. Med. 44, 3481-3490. 

Horga, G., Schatz, K.C., Abi-Dargham, A., Peterson, B.S., 2014. Deficits in predictive coding 

underlie hallucinations in schizophrenia. J. Neurosci. 34, 8072-8082. 

Horrobin, D.F., 1996. Schizophrenia as a membrane lipid disorder which is expressed 

throughout the body. Prostaglandins. Leukot. Essent. Fatty. Acids. 55, 3-7. 

Hubl, D., Koenig, T., Strik, W., Federspiel, A., Kreis, R., Boesch, C., Maier, S.E., Schroth, G., 

Lovblad, K., Dierks, T., 2004. Pathways that make voices: White matter changes in auditory 

hallucinations. Arch. Gen. Psychiatry. 61, 658-668.  



Page 39 of 51

Acc
ep

te
d 

M
an

us
cr

ip
t

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

38 
 

Jablensky, A., 2011. Schizophrenia: Cracked but on the way to repair. Isr. J. Psychiatry. 

Relat. Sci. 48, 248-250. 

Jardri, R., Thomas, P., Delmaire, C., Delion, P., Pins, D., 2013. The neurodynamic 

organization of modality-dependent hallucinations. Cereb. Cortex. 23, 1108-1117. 

Jeong, B., Kubicki, M., 2010. Reduced task-related suppression during semantic repetition 

priming in schizophrenia. Psychiatry. Res. 181, 114-120.  

Jung, C.G., 1907. Über die Psychologie der Dementia praecox. Ein Versuch. 

Verlagsbuchhandlung Carl Marhold, Halle a.S. 

Keimpema, E., Mackie, K., Harkany, T., 2011. Molecular model of cannabis sensitivity in 

developing neuronal circuits. Trends. Pharmacol. Sci. 32, 551-561. 

Kelleher, I., Jenner, J.A., Cannon, M., 2010. Psychotic symptoms in the general population -

An evolutionary perspective. Br. J. Psychiatry. 197, 167-169. 

Kety, S.S., Rosenthal, D., Wender, P.H., Schulsinger, F., Jacobsen, B., 1976. Mental illness 

in the biological and adoptive families of adopted individuals who have become 

schizophrenic. Behav. Genet. 6, 219-225. 

Kirkbride, J.B., Jones, P.B., Ullrich, S., Coid, J.W., 2014. Social deprivation, inequality, and 

the neighborhood-level incidence of psychotic syndromes in East London. Schizophr. Bull. 

40, 169-180. 

Klausberger, T., Somogyi, P., 2008. Neuronal diversity and temporal dynamics: The unity of 

hippocampal circuit operations. Science. 321, 53-57. 

Krabbendam, L., Hooker, C.I., Aleman, A., 2014. Neural effects of the social environment. 

Schizophr. Bull. 40, 248-251. 

Kraepelin, E., 1893. Psychiatrie. Ein kurzes Lehrbuch für Studirende und Ärzte. Vierte, 

vollständig umgearbeitete Auflage. Verlag von Ambrosius Abel, Leipzig. 



Page 40 of 51

Acc
ep

te
d 

M
an

us
cr

ip
t

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

39 
 

Kraepelin, E., 1896. Psychiatrie. Ein Lehrbuch für Studirende und Ärzte. Fünfte, vollständig 

umgearbeitete Auflage. Verlag von Johann Ambrosius Barth, Leipzig. 

Laing, R.D., 1959. The Divided Self. An Existential Study in Sanity and Madness. Tavistock 

Publications, London. 

Lenzenweger, M.F., 1999. Schizophrenia: Refining the phenotype, resolving 

endophenotypes. Behav. Res. Ther. 37, 281-295. 

Leonhard, K., 1999. Classification of Endogenous Psychoses and their Differentiated 

Etiology. Second, revised and enlarged ed. Springer-Verlag, Vienna. 

Lisman, J.E., Coyle, J.T., Green, R.W., Javitt, D.C., Benes, F.M., Heckers, S., Grace, A.A., 

2008. Circuit-based framework for understanding neurotransmitter and risk gene interactions 

in schizophrenia. Trends. Neurosci. 31, 234-242. 

Loh, M., Rolls, E.T., Deco, G., 2007. Statistical fluctuations in attractor networks related to 

schizophrenia. Pharmacopsychiatry. 40, S78-S84. 

Lomø, T., 2003. The discovery of long-term potentiation. Philos. Trans. R. Soc. Lond. B. Biol. 

Sci. 358, 617-620. 

Lynall, M.-E., Bassett, D.S., Kerwin, R., McKenna, P.J., Kitzbichler, M., Müller, U., Bullmore, 

E., 2010. Functional connectivity and brain networks in schizophrenia. J. Neurosci. 30, 9477-

9487. 

Markovic, J., Anderson, A.K., Todd, R.M., 2014. Tuning to the significant: Neural and genetic 

processes underlying affective enhancement of visual perception and memory. Behav. Brain. 

Res. 259, 229-241. 

Martí-Bonmatí, L., Lull, J.J., García-Martí, G., Aguilar, E.J., Moratal-Pérez, D., Poyatos, C., 

Robles, M., Sanjuán, J., 2007. Chronic auditory hallucinations in schizophrenic patients: MR 



Page 41 of 51

Acc
ep

te
d 

M
an

us
cr

ip
t

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

40 
 

analysis of the coincidence between functional and morphologic abnormalities. Radiology. 

244, 549-556. 

Manoliu, A., Riedl, V., Zherdin, A., Mühlau, M., Schwerthöffer, D., Scherr, M., Peter, H., 

Zimmer, C., Förstl, H., Bäuml, J., Wohlschläger, A.M., Sorg, C., 2014. Aberrant dependence 

of default mode/central executive network interactions on anterior insular salience network 

activity in schizophrenia. Schizophr. Bull. 40, 428-437. 

Mechelli, A., Allen, P., Amaro, E. Jr., Fu, C.H.Y., Williams, S.C.R., Brammer, M.J., Johns, 

L.C., McGuire, P.K., 2007. Misattribution of speech and impaired connectivity in patients with 

auditory verbal hallucinations. Hum. Brain. Mapp. 28, 1213-1222.  

Meehl, P.E., 1990. Toward an integrated theory of schizotaxia, schizotypy, and 

schizophrenia. J. Pers. Disord. 4, 1-99. 

Menninger, K.A., 1927. The schizophrenic syndrome as a product of acute infectious 

disease. Arch. Neurol. Psychiatry. 20, 464-481. 

Meyer-Lindenberg, A.S., Olsen, R.K., Kohn, P.D., Brown, T., Egan, M.F., Weinberger, D.R., 

Berman, K.F., 2005. Regionally specific disturbance of dorsolateral prefrontal-hippocampal 

functional connectivity in schizophrenia. Arch. Gen. Psychiatry. 62, 379-386. 

Neckelmann, G., Specht, K., Lund, A., Ersland, L., Smievoll, A.I., Neckelmann, D., Hugdahl, 

K., 2006. Mr morphometry analysis of grey matter volume reduction in schizophrenia: 

Association with hallucinations. Int. J. Neurosci. 116, 9-23. 

Nenadic, I., Smesny, S., Schlösser, R.G.M., Sauer, H., Gaser, C., 2010. Auditory 

hallucinations and brain structure in schizophrenia: Voxel-based morphometric study. Br. J. 

Psychiatry. 196, 412-413. 

Northoff, G., Qin, P., 2011. How can the brain's resting state activity generate hallucinations? 

A „resting state hypothesis‟ of auditory verbal hallucinations. Schizophr. Res. 127, 202-214. 



Page 42 of 51

Acc
ep

te
d 

M
an

us
cr

ip
t

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

41 
 

Palaniyappan, L., Liddle, P.F., 2012. Does the salience network play a cardinal role in 

psychosis? An emerging hypothesis of insular dysfunction. J. Psychiatry. Neurosci. 37, 17-

27.  

Pettersson-Yeo, W., Allen, P., Benetti, S., McGuire, P., Mechelli, A., 2011. Dysconnectivity in 

schizophrenia: Where are we now? Neuroimage. 35, 1110-1124. 

Rapoport, J.L., Giedd, J.N., Gogtay, N., 2012. Neurodevelopmental model of schizophrenia: 

Update 2012. Mol. Psychiatry. 17, 1228-1238. 

Rolls, E.T., Deco, G., 2011. A computational neuroscience approach to schizophrenia and its 

onset. Neurosci. Biobehav. Rev. 35, 1644-1653. 

Rolls, E.T., Loh, M., Deco, G., Winterer, G., 2008. Computational models of schizophrenia 

and dopamine modulation in the prefrontal cortex. Nat. Rev. Neurosci. 9, 696-709. 

Rotarska-Jagiela, A., Oertel-Knoechel, V., DeMartino, F., van de Ven, V., Formisano, E., 

Roebroeck, A., Rami, A., Schoenmeyer, R., Haenschel, C., Hendler, T., Maurer, K., Vogeley, 

K., Linden, D.E.J., 2009. Anatomical brain connectivity and positive symptoms of 

schizophrenia: A diffusion tensor imaging study. Psychiatry. Res. 174, 9-16. 

Rotarska-Jagiela, A., van de Ven, V., Oertel-Knöchel, V., Uhlhaas, P.J., Vogeley, K., Linden, 

D.E.J., 2010. Resting-state functional network correlates of psychotic symptoms in 

schizophrenia. Schizophr. Res. 117, 21-30. 

Sakel, M., 1935. Neue Behandlungsmethode der Schizophrenie. Perles, Vienna. 

Salomon, J.A., et al., 2012. Common values in assessing health outcomes from disease and 

injury: Disability weights measurement study for the Global Burden of Disease Study 2010. 

Lancet. 380, 2129-2143. 

Schizophrenia Working Group of the Psychiatric Genomics Consortium, 2014. Biological 

insights from 108 schizophrenia-associated genetic loci. Nature. 511, 421-427. 



Page 43 of 51

Acc
ep

te
d 

M
an

us
cr

ip
t

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

42 
 

Seamans, J.K., Yang, C.R., 2004. The principal features and mechanisms of dopamine 

modulation in the prefrontal cortex. Prog. Neurobiol. 74, 1-58. 

Selten, J.P., van der Ven, E., Rutten, B.P., Cantor-Graae, E., 2013. The social defeat 

hypothesis of schizophrenia: An update. Schizophr. Bull. 39, 1180-1186. 

Seok, J.-H., Park, H.-J., Chun, J.-W., Lee, S.-K., Cho, H.S., Kwon, J.S., Kim, J.-J., 2007. 

White matter abnormalities associated with auditory hallucinations in schizophrenia: A 

combined study of voxel-based analyses of diffusion tensor imaging and structural magnetic 

resonance imaging. Psychiatry. Res. 156, 93-104. 

Shepherd, A.M., Laurens, K.R., Matheson, S.L., Carr, V.J., Green, M.J., 2012. Systematic 

meta-review and quality assessment of the structural brain alterations in schizophrenia. 

Neurosci. Biobehav. Rev. 36, 1342-1356. 

Shergill, S.S., Kanaan, R.A., Chitnis, X.A., O'Daly, O., Jones, D.K., Frangou, S., Williams, 

S.C.R., Howard, R.J., Barker, G.J., Murray, R.M., McGuire, P.K., 2007. A diffusion tensor 

imaging study of fasciculi in schizophrenia. Am. J. Psychiatry. 164, 467-473. 

Sigmundsson, T., Suckling, J., Maier, M., Williams, S.C.R., Bullmore, E.T., Greenwood, K.E., 

Fukuda, R., Ron, M.A., Toone, B.K., 2001. Structural abnormalities in frontal, temporal, and 

limbic regions and interconnecting white matter tracts in schizophrenic patients with 

prominent negative symptoms. Am. J. Psychiatry. 158, 234-243. 

Skudlarski, P., Jagannathan, K., Anderson, K., Stevens, M.C., Calhoun, V.D., Skudlarska, 

B.A., Pearlson, G., 2010. Brain connectivity is not only lower but different in schizophrenia: A 

combined anatomical and functional approach. Biol. Psychiatry. 68, 61-69. 

Snyder, S.H., Banerjee, S.P., Yamamura, H.I., Greenburg, D., 1974. Drugs, 

neurotransmitters, and schizophrenia. Science. 184, 1243-1253. 

Sommer, I.E., Clos, M., Meijering, A.L., Diederen, K.M.J., Eickhoff, S.B., 2012. Resting state 

functional connectivity in patients with chronic hallucinations. PLoS. ONE. 7, e43516. 



Page 44 of 51

Acc
ep

te
d 

M
an

us
cr

ip
t

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

43 
 

Sporns, O., 2012. Discovering the Human Connectome. The MIT Press, Cambridge. 

Sridharan, D., Levitin, D.J., Menon, V., 2008. A critical role for the right fronto-insular cortex 

in switching between central-executive and default-mode networks. Proc. Natl. Acad. Sci. 

USA. 105, 12569-12574. 

Sullivan, E.M., O'Donnell, P., 2012. Inhibitory interneurons, oxidative stress, and 

schizophrenia. Schizophr. Bull. 38, 373-376.  

Susser, E., Finnerty, M.T., Sohler, N., 1996. Acute psychoses: A proposal for ICD-11 and 

DSM-V: The acute psychoses. Psychiatr. Q. 67, 165-176. 

Szasz, T.S., 1961. The Myth of Mental Illness. Foundations of a Theory of Personal Conduct. 

Secker and Warburg, London. 

Szeszko, P.R., Robinson, D.G., Ashtari, M., Vogel, J., Betensky, J., Sevy, S., Ardekani, B.A., 

Lencz, T., Malhotra, A.K., McCormack, J., Miller, R., Lim, K.O., Gunduz-Bruce, H., Kane, 

J.M., Bilder, R.M., 2008. Clinical and neuropsychological correlates of white matter 

abnormalities in recent onset schizophrenia. Neuropsychopharmacology. 33, 976-984. 

The Network and Pathway Analysis Subgroup of the Psychiatric Genomics Consortium, 

2015. Psychiatric genome-wide association study analyses implicate neuronal, immune and 

histone pathways. Nat. Neurosci. 18, 199-209. 

Uhlhaas, P.J., 2013. Dysconnectivity, large-scale networks and neuronal dynamics in 

schizophrenia. Curr. Opin. Neurobiol. 23, 283-290. 

Van Den Heuvel, M.P., Sporns, O., 2011. Rich-club organization of the human connectome. 

J. Neurosci. 31, 15775-15786. 

Van der Gaag, M., Hoffman, T., Remijsen, M., Hijman, R., de Haan, L., van Meijel, B., van 

Harten, P.N., Valmaggia, L., de Hert, M., Cuijpers, A., Wiersma, D., 2006. The five-factor 



Page 45 of 51

Acc
ep

te
d 

M
an

us
cr

ip
t

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

44 
 

model of the Positive and Negative Syndrome Scale II: A ten-fold cross-validation of a 

revised model. Schizophr. Res. 85, 280-287. 

Van Os, J., 2009. A salience dysregulation syndrome. Br. J. Psychiatry. 194, 101-103. 

Van Os, J., Hanssen, M., Bijl, R.V., Ravelli, A., 2000. Strauss (1969) revisited: A psychosis 

continuum in the general population? Schizophr. Res. 45, 11-20. 

Van Os, J., Kenis, G., Rutten, B.P.F., 2010. The environment and schizophrenia. Nature 468, 

203-212. 

Van Praag, H.M., 1976. About the impossible concept of schizophrenia. Compr. Psychiatry 

17, 481-497. 

Van Tol, M.J., van der Meer, L., Bruggeman, R., Modinos, G., Knegtering, H., Aleman, A., 

2013. Voxel-based gray and white matter morphometry correlates of hallucinations in 

schizophrenia: The superior temporal gyrus does not stand alone. Neuroimage. Clin. 29, 

249-257. 

Veling, W., Susser, E., Selten, J.-P., Hoek, H.W., 2014. Social disorganization of 

neighborhoods and incidence of psychotic disorders: A 7-year first-contact incidence study. 

Psychol. Med. [Epub ahead of print]. 

Veling, W., Susser, E., van Os, J., Mackenbach, J.P., Selten, J.P., Hoek, H.W., 2008. Ethnic 

density of neighborhoods and incidence of psychotic disorders among immigrants. Am. J. 

Psychiatry. 165, 66-73. 

Vercammen, A., Knegtering, H., den Boer, J.A., Liemburg, E.J., Aleman, A., 2010. Auditory 

hallucinations in schizophrenia are associated with reduced functional connectivity of the 

temporo-parietal area. Biol. Psychiatry. 67, 912-918. 

Wang, L., Metzak, P.D., Woodward, T.S., 2011. Aberrant connectivity during self-other 

source monitoring in schizophrenia. Schizophr. Res. 125, 136-142. 



Page 46 of 51

Acc
ep

te
d 

M
an

us
cr

ip
t

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

45 
 

Watts, D., Strogatz, S., 1998. Collective dynamics of small-world networks. Nature. 393, 440-

442. 

Whitford, T.J., Farrow, T.F.D., Williams, L.M., Gomes, L., Brennan, J., Harris, A.W.F., 2009. 

Delusions and dorso-medial frontal cortex volume in first-episode schizophrenia: A voxel-

based morphometry study. Psychiatry. Res. 172, 175-179. 

Woodward, N.D., Rogers, B., Heckers, S., 2011. Functional resting-state networks are 

differentially affected in schizophrenia. Schizophr. Res. 130, 86-93. 

Zalesky, A., Fornito, A., Egan, G.F., Pantelis, C., Bullmore, E.T., 2011. The relationship 

between regional and inter-regional functional connectivity deficits in schizophrenia. Hum. 

Brain Mapp. 33, 2535-2549. 

Zubek, J.P., (Ed.), 1969. Sensory Deprivation: Fifteen Years of Research. Appleton-Century-

Crofts, New York. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Page 47 of 51

Acc
ep

te
d 

M
an

us
cr

ip
t

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

46 
 

Figures 

Figure 1 An integrated network model of psychotic symptoms.  

The dynamic interplay between multiple scale levels of organization and their relationship to 

phenotypical experience is indicated by cross-connections between the various levels. Each 

level is governed by similar mathematical rules, as defined by the multimodular, hierarchic, 

and scale-free organization of the network as a whole. 

 

 

 

 

 

 

 

Figure 2 Network structure of an attractor network 

Two attractor networks are shown that are interconnected into a larger network. Dendritic 

input selects a subpopulation of neurons that constitute the attractor network for that 

particular stimulus. Excitatory (NMDA-related) output loops back onto the dendritic input 

connections, thus causing a self-perpetuation of attractor activity. Excitatory output also 

connects to inhibitory (GABA-ergic) interneurons, which loop back to the dendritic input 

connections of all surrounding neurons. Thus, attractor networks compete for activity by 

promoting the persistence of their own attractor states and suppressing activity in 

neighboring attractor networks. 
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Figure 3 State transitions in attractor networks, as visualized in an energy landscape.  

When at rest, each network is in a stable, low-energy state (e.g. a pingpong ball at the 

bottom of the valley, or a coin lying flat on the ground). When energy is applied to the 

network (i.e. dendritic stimulation occurs, or noise levels rise within the network itself), the 

network as a whole may enter another stable state at a higher energy level (e.g. a ping pong 

ball that has has been moved uphilll by some force and settles in a valley at the top, or a coin 

that is dropped onto the ground and starts to roll on its side). When the valleys in the energy 

landscape become shallower (see main text for presumed mechanisms), differences in 

energy levels between active and resting states decrease, and only little energy (e.g. noise 

or dendritic stimulation) suffices for the network to make the transition from its resting state 

(e.g. true-negative perception) to its active state (i.e. false-positive perception or 

hallucination). 
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