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Ab initio and classical molecular dynamics (AIMD and CMD) simulations reveal that Ti adatoms on TiN(001)
surfaces migrate between neighboring fourfold hollow sites primarily along in-plane b100N channels. b100N
and b110N single jumps, as well as b100N double jump rates, obtained directly from MD runs as a function of
temperature, are used to determine diffusion activation energies Ea, and attempt frequencies A, for the three
preferred Ti adatom migration pathways on TiN(001). From transition rates Aexp[−Ea / (kBT)], we determine
adatom surface distribution probabilities as a function of time, which are used to calculate adatom diffusion
coefficients Ds(T). AIMD and CMD predictions are consistent and complementary. Using CMD, we investigate
the effect on the adatom jump rate of varying the phonon wavelength degrees of freedom by progressively
increasing the supercell size. We find that long-wavelength phonons significantly contribute to increasing
adatom mobilities at temperatures ≤600 K, but not at higher temperatures. Finally, by directly tracking the Ti
adatom mean-square displacement during CMD runs, we find that Ti adatom jumps are highly correlated on
TiN(001), an effect that yields lower Ds values (Ds

corr) than those estimated from uncorrelated transition probabil-
ities. The temperature-dependent diffusion coefficient is Ds

corr (T) = (4.5 × 10−4 cm2 s−1) exp[−0.55 eV / (kBT)].
© 2014 Elsevier B.V. All rights reserved.
1. Introduction

Transition-metal (TM) nitrides exhibit excellent physical and
mechanical properties, including high hardness [1,2] and toughness
[3], chemical inertness, and good thermal stability and electrical
conductivity [4]. Thus, they are employed in a wide variety of appli-
cations ranging from wear-resistant protective coatings on cutting
tools and engine components [5,6] to diffusion barriers in electronic
devices [7–11]. The properties and performance of TM nitrides layers
ultimately depend on their nanostructure. During thin-film deposi-
tion, nanostructural and surface morphological evolution are largely
controlled by the dynamics of adatom surface migration which, in
turn, determine nucleation kinetics and film growth modes. A deeper
understanding of these processes may allow better control of growth
dynamics, and thus the ability to tailor film properties to specific
requirements.

Very little is known about either the mechanisms or the kinetics of
mass transport in TM nitride systems [12–14]. For TiN, themost studied
and best characterized TM nitride [15], differences in reported bulk
13137568.
diffusion coefficients range over several orders of magnitude [14,16,
17]. Moreover, surfacemass transport properties lack experimental ver-
ification. This is due to the fact that even advanced atomic-scale exper-
imental techniques, such as scanning tunnelingmicroscopy [18–20] and
low-energy electron microscopy [21–23], which provide important
information regarding surface and nanostructure evolution, cannot pro-
vide detailed atomistic dynamics and kinetics, due to the timescales
involved, that govern the initial stages of nucleation leading to film
growth.

Ab initio calculations focusing on atomic diffusion on TM nitride
surfaces are commonly used to determine minimum energy paths and
corresponding diffusion barriers at 0 K [24–26]. Generally, this is accom-
plished by determining adspecies static adsorption-energy landscapes,
or using algorithms such as the nudged elastic band (NEB) method
[27,28]. However, the rate of thermally-activated migration events
depends not only on diffusion barriers, but also on jump attempt fre-
quencies [29]. Vineyard showed that the latter can be estimated within
theharmonic approximation at 0 K from the ratio of the product of theN
phonon frequencies at the starting point of the transition to the (N–1)
phonon frequencies of the system constrained in the transition-state
saddle-point configuration [30,31].

While providing estimates of diffusion barriers and attempt frequen-
cies, the computational approaches described above do not account for
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the fact that activation energies and pathways are affected by atomic
vibrations at finite temperatures. Moreover, Arrhenius exponential
prefactors estimated from 0 K phonon calculations do not accurately
describe diffusion attempt-frequencies for materials characterized by
large anharmonic contributions to atomic interactions. The approxi-
mation proposed by Vineyard [31] is not applicable to TM nitride
compounds, such as B1 NaCl-structure vanadium nitride, which are
predicted to be dynamically unstable at 0 K [32]. Molecular dynamics
(MD) simulations are the most accurate and reliable approaches avail-
able to determine surface diffusion jump rates and pathways at finite
temperatures.

In MD simulations, the atomic interactions can be described by first-
principles or empirical formulations; both methods have advantages
and disadvantages. Density functional theory (DFT) is, in principle, the
most accurate methodology available to calculate interatomic forces
during MD runs [33]. However, DFT has several limitations [34]. The
approximations used in DFT for estimation of electron exchange and
correlation energy are optimized to describe three-dimensional lattices.
However, the abrupt changes which occur in the electron density at
surfaces can result in under- or overestimation of surface/adsorbate
bond strengths, and hence incorrect adsorption energies [35]. This, in
turn, results in incorrect predictions for the relative stabilities of differ-
ent adsorption sites [36] and, in DFT-based ab initiomolecular dynamics
(AIMD) simulations of surface kinetics, in incorrect predictions of pre-
ferred adsorbate diffusion pathways and jump rates.

Highly computationally demanding AIMD/DFT runs are also limited
to the simulation of small systems (a few hundred atoms) and for short
time intervals (a few nanoseconds). This does not allow investigation of
the effects of phonon wavelength degrees of freedom on atomic migra-
tion, estimation of the effect of correlated jumps on diffusion coeffi-
cients, or obtaining well-converged values of rate constants for rare
events. These limitations are easily overcome when, instead of DFT,
empirical potentials are used for the description of interatomic forces.
However, classical molecular dynamics (CMD) simulations based
upon empirical potentials are less accurate than quantum-mechanical
approaches. Despite their individual limitations, AIMD and CMD
simulations can be used in parallel to provide complementary infor-
mation. When AIMD and CMD results are consistent, it is reason-
able to assume that the agreement is not accidental, and that the
theoretical predictions are realistic representations of actual physi-
cal phenomena.

In this study, we probe the dynamics of Ti adatoms on TiN(001) as a
function of temperature by performing both AIMD simulations based on
DFT and CMD simulations in which the interatomic forces are obtained
from themodified embedded atommethod (MEAM) potential parame-
terized to reproduce TiN bulk, as well as surface, properties [37–39].
Titanium nitride, one of the first hard-coating materials [15,40,41],
serves as a model to probe diffusion dynamics and kinetics on NaCl-
structure TM nitride surfaces in general.

AIMD/DFT and CMD/MEAM simulations show that Ti adatoms on
TiN(001) favor fourfold-hollow positions, surrounded by two Ti and
two N surface atoms; adatom migration between these sites occurs
primarily via in-plane b100N channels. We determine activation ener-
gies Ea and jump-attempt frequencies A of themost frequently observed
Ti adatomdiffusion pathways on TiN(001) extrapolated from jump-rate
ln(k) vs. inverse temperature 1/T Arrhenius plots, in which k is the rate
constant.We assess the effect of increasing phononwavelength degrees
of freedom by using progressively larger simulation supercells in CMD
runs. Finally, the Ti adatom normal distributions on TiN(001), obtained
using uncorrelated jump probabilities Aexp[−Ea / (kBT)], are employed
to determine the surface diffusion coefficient Ds as a function of temper-
ature T. The latter values are compared to those extracted directly from
the adatom mean-square displacements during CMD runs to evaluate
correlation between consecutive jumps. Remarkably, diffusion coeffi-
cient results obtained from AIMD and CMD are in good agreement at
all temperatures.
2. Computational details

MD simulations are performed within themicrocanonical ensemble
NVE, while the substrate temperature is maintained constant via peri-
odic rescaling of the atomic velocities, which mimics a canonical NVT
sampling of configurational space [42]. Standard Verlet algorithms are
used to integrate Newton's equations of motion at 1 fs time intervals
for both CMD and AIMD runs. CMD simulations are carried out by
describing atomic interactions with the second-neighbor MEAM [43]
potential as implemented in the large-scale atomic/molecularmassively
parallel simulator (LAMMPS) [44]. We use the TiN MEAM parameters
from our previous publications [37–39,45], which were shown to yield
diffusion barriers, Ehrlich step-edge barriers, surface formation ener-
gies, step-edge formation energies, and adatom formation energies
which are consistent with experimental values [18,20,46], as well as a
description of single N adatom and N adatom pair interactions on
TiN(001) which are in agreement with AIMD/DFT simulation predic-
tions [39]. Ab initio molecular dynamics simulations are carried out
with the VASP code [47] implemented using the generalized gradient
approximation (GGA) [48] and the projector augmented wave (PAW)
[49] method. The Brillouin zone is sampled with 3 × 3 × 1 k-point grids
centered at the Γ point. At each time step, the total energy is evaluated
to an accuracy of 10−5 eV/atom using a plane-wave energy cutoff of
400 eV.

Ti adatom diffusion pathways and jump rates are probed as a func-
tion of temperature on 3 × 3 TiN(001) surface unit cells. The substrate
consists of three layers for a total of 108 atoms in AIMD runs, and
eight layers with 288 atoms in CMD runs. The lateral size of the simula-
tion cell is sufficient to avoid adatom self-interactions. During all MD
runs, the bottom slab layer remains fixed. This does not affect the sub-
strate temperature, which depends only on the atomic-motion transla-
tional degrees of freedom. AIMD simulation boxes contain six vacuum
layers to prevent interaction between TiN(001) surface slab replicas
along the [001] direction. At each temperature, the average Ti–N in-
plane nearest-neighbor distance bdNN//N in the simulation slab is
obtained, accounting for the experimental TiN thermal expansion coef-
ficient 9.35 × 10−6 K−1 [4], by rescaling the 0 K bdNN//N values, 2.127 Å
for DFT+GGA [50] and 2.121Å forMEAM [37]. Rescaling of bdNN//N as a
function of temperature is necessary to avoid spurious substrate strain
effects on the adatom jump rate [51]. Prior to initiating each MD run,
thermal oscillations in the adatom-free simulation slab are allowed to
stabilize for 5 ps, a time interval sufficient to equilibrate the phonon
modes in the system.

Ten statistically independent CMD runs of 10 ns are performed at
temperatures T of 600, 900, 1200, and 1500 K for a total of 0.4 μs simu-
lated time. 0.5-ns AIMD runs are performed at 1000, 1200, 1500, and
2200 K, for a total of 2 ns simulation time. All results are stored in
video files with a time resolution of 10 fs. In order to further verify the
reliability of our AIMD model, we vary the number of simulation slab
layers from three to five (180 atoms) to test the dependence of the
diffusion rate constant k on substrate thickness. Two 40-ps AIMD runs,
performed at T = 2200 and 2500 K with the larger simulation cell,
return jump-rates which are in good agreement with those calculated
for three-layer slabs.

We use MEAM and DFT conjugate gradient minimizations to calcu-
late Ti adatom adsorption energy landscapes on 4 × 4 atom static
TiN(001) supercells consisting offive layers, by sampling the irreducible
triangle of the surface unit cell on a 25-point grid. This is accomplished
by relaxing the upper two TiN(001) layers and the vertical coordinates
of the adspecies at each point. Adsorption energies are evaluated
to an accuracy of 10−5 eV/atom, which in DFT is achieved by using
a plane-wave cutoff of 500 eV and integrating the Brillouin zone on
15 × 15 × 1 k-point meshes centered at Γ. Both quantum-mechanical
and empirical results indicate that the most stable position for isolated
Ti adatoms on infinite TiN(001) terraces at 0 K is in fourfold hollow sites
surrounded by two Ti and two N surface atoms (Fig. 1). Considering the



Fig. 1. Adsorption energy landscapes for Ti adatoms on a TiN(001) surface unit cell. A
schematic view of the surface unit cell is shown to the right of the image. Adsorption
energies are calculated with respect to the total energy of a Ti atom in the gas phase.
Minimum energy paths connecting stable fourfold hollow sites, determined from the cur-
vature of the potential energy surface, and confirmed by NEB calculations, are shown by
the red dotted lines. Adsorption energies are indicated only for themost stable adsorption
site (fourfold hollow), the metastable epitaxial site, and, in MEAM results, for the
energetically-favored position at the surface unit cell boundary, a Ti–N bridge site closer
to the N surface atom.
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uncertainty regarding the accuracy of DFT for surface calculations [35,
36,52], the agreement between DFT + GGA and MEAM predictions
(see adsorption energy values in Fig. 1) for Ti monomer stability at
various surface sites is quite good.

In order to determine the preferred adsorption position of Ti
adatoms on TiN(001) at temperatures between 1000 and 2200 K, we
perform preliminary AIMD tests in which the initial adatom (x, y) coor-
dinates are randomly chosen at a distance of ~2 Å above the surface. In
all cases, Ti adatoms quickly reach and remain in fourfold hollow sites,
in accordance with the predictions of our present 0 K DFT and MEAM
calculations, and previous CMD simulations at 1000 K [37]. Thus, a four-
fold hollow site is chosen as the starting position for Ti adatoms in all
MD runs.

For each Ti adatomdiffusion pathwaym r!i→ r!i þ r! j
� �

(for simplicity,
expressed as m(i → j)) between neighboring i and j fourfold hollow
sites on TiN(001) terraces, we determine activation energies Ea and
attempt frequencies A by linear interpolation of the logarithm of the
jump rate k(T) (obtained from MD runs as a function of T) vs. inverse
temperature as prescribed by the Arrhenius equation:

ln km i→ jð Þ Tð Þ
h i

¼ ln Am i→ jð Þh i
−Em i→ jð Þ

a

kB

1
T

� �
: ð1Þ

The uncertainties σκ, σA, and σE, associated with the values of rate
coefficient ln(k), attempt frequency A, and activation energy Ea, are
estimated following the scheme reported in reference [39].

Ti adatom surface diffusion coefficients Ds on TiN(001) are deter-
mined from the normalized probability distribution function P r!; t;T

� �
,

which corresponds to the probability of finding the adspecies in a
(001) surface unit cell centered at position r! at time t and temperature
T, using the two-dimensional Einstein relation:

Ds Tð Þ ¼ lim
t→∞

X
r!

P r!; t;Tð Þ � r!j j
" #2* +

4t
: ð2Þ
The summation in Eq. (2) extends over all (001) surface lattice
vectors r!, and P at time t = 0 is a Dirac delta function centered at the
adatom initial position r!=0. Eq. (2) yields diffusion coefficients corre-
sponding to adatom random walks (uncorrelated jumps) on TiN(001).

P r!; t;T
� �

can be calculated using transition probabilities from sites i
to sites j: Am(i→ j) exp[−Eam(i→ j)/(kBT)]. At any temperature T, P at time
(t + Δt) is obtained from P at time t plus an inward flux Φin, i.e. the
probability for the adatomm(i→ j)migration from neighboring surface
unit cells into the fourfold hollow site at position r!, minus an outward
transition probability Φout due to adspecies moving from position r! to
neighboring sites via m(i → j). Thus,

P r!; tþ Δt;T
� �

¼ P r!; t;T
� �

þΦin−Φout; ð3Þ

for which

Φin ¼
X
r! j

P r!þ r! j; t; T
� �

Am i→ jð Þ exp −Em i→ jð Þ
a = kBTð Þ

h i
Δt

n o
; ð4Þ

and

Φout ¼
X
r! j

P r!; t;T
� �

Am i→ jð Þ exp −Em i→ jð Þ
a = kBTð Þ

h i
Δt

n o
: ð5Þ

The summations in Eqs. (4) and (5) extend over all r j
! vectors

connecting neighboring surface fourfold hollow sites to which the
adatom canmigrate via the diffusionmechanismm(i→ j). The normal-
ization of P is preserved at any given time t provided that the intervalΔt
is much smaller than the inverse jump rate 1/k at temperature T. The
uncertainty |σD(T)| associated with surface diffusion coefficients values
Ds(T) deriving from stochastic Ti adatomwalks on TiN(001) is obtained
from the relationship: |σD(T)| = |Dmax(T) − Dmin(T)|/2. Upper and
lower boundary values, Dmax(T) and Dmin(T), of the diffusion coefficient
are obtained fromEqs. (2) to (5) by applying the substitutions [A→A+
σA / √2; Ea → Ea − σE / √2] and [A→ A− σA / √2; Ea → Ea + σE / √2],
respectively.

After a sufficiently long time t≫ 1 / k, P r!; t; T
� �

becomes a uniform
radial distribution function P r; t; Tð Þ. Thus, at time t and temperature T,
the normalized probability P r; t;Tð Þ to find a Ti adatom at a distance r
from its initial position is

P r; t; Tð Þ ¼
P r!; t;T
� �

� 2πrΔrX
r

P r!; t; T
� �

� 2πrΔr
h i

;
ð6Þ

and the average adatom displacement 〈α(t, T)〉 can be obtained from:

α t; Tð Þh i ¼
X
r

r� P r; t; Tð ÞΔr� � ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4tDs Tð Þ

p
: ð7Þ

By linear interpolation of ln[Ds(T)] vs. 1/T, we extract convolved
values (since Ti adatom diffusion occurs via more than one pathway)
of Arrhenius prefactors A′ and diffusion barriers Ea′, which correspond
to the radial (isotropic) diffusion of Ti adspecies on TiN(001) surfaces:

ln Ds Tð Þ½ � ¼ ln A0	 

− E0a

kB

1
T

� �
: ð8Þ

The magnitude of σD(T) affects those of the uncertainties σA′ and σE′,
which are associated with the values of A′ and Ea′, respectively. σA′

and σE′ are assessed by following the scheme described previously [39].
In CMD runs, we progressively enlarge the simulation slab, from 3 ×

3 to 5× 5, 8 × 8, 12× 12, and 17×17 surface unit cells (for a total of 288,
800, 2048, 4608, and 9248 atoms, respectively), to investigate the effect
on Ti adatom mobility of increasing the phonon wavelength degrees of
freedom. We perform ten 10-ns CMD runs, at each of the temperatures

image of Fig.�1


Fig. 2. Schematic representation of Ti adatom net translations on TiN(001) surfaces connecting stable fourfold hollow site positions as observed in AIMD and CMD videos. (a) In-plane
b100N single jumps and (b) in-plane b110N single jumps crossing metastable epitaxial sites atop N surface atoms.
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listed above for each supercell size, yielding a total simulated time of
2 μs, and find that a 17 × 17 unit cell surface area is sufficient to achieve
saturation of calculated A′ and Ea′ values.

Finally, Ds(T) results obtained bymultiplyinguncorrelated transition
probabilities (Eqs. (2)–(5)) are comparedwith Ds

corr(T) values calculated
from the two-dimensional Einstein relation:

Dcorr
s Tð Þ ¼ lim

t→∞

r! tð Þ− r! 0ð Þ½ �2
D E

4t
; ð9Þ

forwhich adspeciesmean-square displacements are tracked during 10-ns
CMD simulations on large TiN(001) terraces (8 × 8, 12 × 12, and 17 × 17
surface unit cells), at the temperatures listed above, for a total of 120 runs.
We also use data collected during our previous CMD investigations [37] of
Ti adatom dynamics on 9 × 9 surface unit cell TiN(001) simulation
slabs at 1000 K. The comparison between Ds(T) and Ds

corr(T) values
allows us to estimate the effect of correlated jumps on the diffusion
coefficient. At any given temperature, the uncertainty σD

corr(T) asso-
ciated with Ds

corr values is calculated via the relationship: σcorr
D Tð Þ ¼

ln Dcorr
s Tð Þ=Dcorr

min Tð Þ	 
þ ln Dcorr
max Tð Þ=Dcorr

s Tð Þ	 
� �
=2 [53], for which the

average, Dcorr
s Tð Þ, and the extreme, Dmin

corr(T) and Dmax
corr(T), values of

the diffusion coefficient are determined from 30 CMD runs. Ds
corr

values outside the range [Dmin
corr(T), Dmax

corr(T)] are unlikely. Activation
energies E′acorr ± σE′ and exponential prefactors A′corr ± σA′,
Fig. 3.Ti adatom total jump rate ktot, obtained fromAIMDandCMDsimulations, vs. inverse
temperature 1/T. ln(ktot) values obtained from AIMD runs on thicker simulation slabs
comprised of five TiN(001) atomic layers are within the uncertainty range σκ of three-
layer AIMD results. Error bars indicate uncertainties σκ (see Section 2). Tmelt ~3000 °C is
the melting point of TiN.
corresponding to correlated/isotropic Ti adatom surface diffusion,
are obtained in analogy with uncorrelated isotropic values.

3. Results and discussion

MD movies show that in-plane b100N and b110N translations
(Fig. 2), the latter passing atop a N surface atom, are the preferred diffu-
sion pathways for Ti adatoms migrating between neighboring fourfold-
hollow sites on TiN(001).

In CMD runs, Ti b100N migration is slightly bowed; the adatom
passes closer to N than to Ti while crossing the boundary between
nearest-neighbor surface unit cells. This is consistentwith the curvature
of the adsorption energy landscapes obtained from MEAM 0 K calcula-
tions (Fig. 1), which show that the Ti adatom minimum energy path
connecting neighboring fourfold-hollow sites crosses the Ti–N surface-
atom bond via a saddle point located nearer to N. The latter is due to
the higher affinity of the Ti adatom for N than for Ti surface atoms. Ti
adatom b110N jumps always occur with the adspecies passing atop
metastable epitaxial sites, where they spend up to a few femtoseconds.

In AIMD simulations, Ti adatoms always transit through metastable
epitaxial positions duringmigration on TiN(001). Once atop a N surface
atom, where the adatom resides for a few fs, it can return to the initial
stable site (resulting in no net migration), proceed along the same
b110N direction, ormove orthogonal to the initial motion, thus yielding
a net b100N translation. This result is consistent with DFT 0 K adsorp-
tion energy landscapes (see Fig. 1 and references [24,25]), showing
that theminimum energy path connecting neighboring fourfold hollow
sites is across N atop positions.

Both CMD and AIMD runs reveal that Ti adatoms can also perform
b100N and b110N double jumps on TiN(001) terraces. b100N double
jumps are the second most frequently recorded diffusion mechanism
during CMD runs. For this reason, double-jump attempt frequencies
and activation energies are calculated separately. In AIMD runs, double
jumps take place along b110Nmore often than along b100N. However,
due to limited AIMD simulation times, it is not possible to determine
accurate rate coefficients for long jumps, which are instead counted as
multiple single-migration events.

Fig. 3 shows CMD and AIMD Arrhenius plots of the temperature de-
pendent total jump rate ktot of Ti adatomsmigrating on TiN(001). To ob-
tain ktot, each double jump corresponds to two migration events. ktot
obtained from AIMD runs also includes diffusion events in which an
adatom moves from a fourfold hollow site to an epitaxial site, and
then returns to the initial position. Remarkably, CMD and AIMD sim-
ulations provide very similar diffusion rates. From the total number
of migration events, we extract Ea = (0.51 ± 0.03) eV and A= (0.79 ±
0.14) × 1013 s−1 for AIMD, and Ea = (0.69 ± 0.02) eV and A= (5.30 ±
0.80) × 1013 s−1 for CMD. We note that the AIMD activation energy of
0.51 eV is almost 50%higher than that obtained fromDFT/NEB calculations
on static TiN(001) terraces of the same size [24]. A similar difference was

image of Fig.�2
image of Fig.�3
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observed when comparing the barriers estimated from DFT/NEB and
AIMD/DFT for N adatomdiffusion on TiN(001) [39]. These results highlight
the fact that lattice vibrations strongly affect the energetics of adatom dif-
fusion on TiN(001).

Fig. 4a is a plot of Ti adatom jump rates as a function of T for the two
migration pathways observed during AIMD runs, i.e. b100N and b110N
single jumps. The AIMD simulations result in a linear Arrhenius ln(k) vs.
1/T behavior for both diffusion mechanisms. From the interpolation of
ln(k) data points, using Eq. (1), we extract Ea = (0.54 ± 0.06) eV
and A = (0.53 ± 0.22) × 1013 s−1 for b100N single jumps and Ea =
(0.44 ± 0.07) eV and A = (0.15 ± 0.08) × 1013 s−1 for b110N jumps.
The trends for ln(k) values vs. 1/T suggest that b100N jumps occur
more frequently than b110N jumps for TN1000K, while b110N migra-
tion becomes the most likely mechanism at Tb1000K. Nevertheless,
since AIMD uncertainties σκ(T) are large with respect to the difference
between b100N and b110N diffusion rates (see error bars in Fig. 4a),
it is not possible to provide accurate estimates of the relative occurrence
probability of b100N and b110N hops as a function of temperature.

CMD simulations predict that b100N migration is the preferred Ti
adatom pathway on TiN(001) at all temperatures. b100N single jumps
are the most frequently observed diffusion events, followed by b100N
double jumps, and b110N single jumps (see Fig. 4b); activation energies
and attempt frequencies are Ea = (0.66 ± 0.03), (0.88 ± 0.04), and
Fig. 4. Ti adatom jump rate ln(k) vs. inverse temperature 1/T for the primary diffusion
pathways on TiN(001). (a) AIMD simulation results and (b) CMD simulation results.
Error bars indicate uncertainties σκ (see Section 2).
(0.95 ± 0.06) eV and A = (2.80 ± 0.80), (3.07 ± 1.05), and (1.61 ±
0.73) × 1013 s−1, respectively. The ratio between the rates of b100N
double and single jumps increases with T. Double jumps account for
approximately 5% of the total number of b100N migration events at
900 K and 25% at 1500 K. During CMD simulations performed at 1200
and 1500 K, we also observe Ti adatom b100N triple jumps and b110N
double jumps. These, however, account for only 0.1% of the total number
of diffusion events. The fact that long jumps become statistically more
relevantwith increasing T is consistentwith AIMD results, inwhichdou-
ble jumps occur only at T≥ 1500K,with thehighest probability, approx-
imately 20% of the total number of diffusion events, obtained during
simulations performed at 2200 K.

In CMD runs performed at 1500 K, we also observe Ti adatom diffu-
sion occurring by exchangewith a Ti surface atom. The Ti adatommoves
downward into the TiN(001) substrate with a frequency of approxi-
mately 30 events per μs. The strain induced in the lattice by the migra-
tion of an interstitial Ti atom propagates horizontally within the (001)
plane until one of the Ti atoms in the outermost slab layer moves
upward onto the surface, thus becoming an adatom. However, this
pathway is not observed in our AIMD simulations due to the very low
occurrence frequency.

AIMD simulations are confined, because of the high computational
cost, to the study of relatively small supercells. This limits the possibility
of probing the effect of long wavelength phonons on adatom mobility.
However, such effects can be studied in CMD runs. Fig. 5 shows the
Arrhenius plots of total jump rates vs. 1/T recorded during CMD simula-
tions of Ti adatoms migrating on TiN(001) eight-layer supercells with
progressively increasing lateral sizes: 3 × 3, 5 × 5, 8 × 8, 12 × 12, and
17 × 17 surface unit cells. While ktot increases significantly (by a factor
of 2.5) with supercell area at 600 K, its percentage variation is negligible
at higher temperatures. Thus, long-wavelength lattice vibrations pro-
mote significantly adsorbate mobility only at lower temperatures.

The insets in Fig. 5 are plots of CMD-calculated activation energies Ea
and attempt frequencies A, corresponding to the total number of diffu-
sion events, as a function of the supercell surface area. Ea and A reach
asymptotic values of (0.62 ± 0.01) eV and (2.76 ± 0.23) × 1013 s−1

for the largest of the supercells (17 × 17 surface unit cells). We note
that the same Ea and A values would be obtained for small supercells
(3 × 3 surface unit cells) by linear interpolation of the CMD Ti adatom
Fig. 5. Ti adatom total jump rate ktot, obtained from CMD simulations, vs. inverse temper-
ature 1/T. The TiN(001) supercell area is increased from 3 × 3 (black) to 5 × 5 (red), 8 × 8
(green), 12 × 12 (blue), and 17 × 17 (purple) surface unit cells. The insets show diffusion
activation energy and attempt frequency dependence on the TiN(001) supercell area. (For
interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
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Table 1
AIMD and CMD activation energies Ea and prefactors A, calculated using Eq. (1), for pre-
ferred Ti adatom diffusion pathways on TiN(001).

Ti/TiN(001) AIMD CMD

Ea (eV) A (1013 s−1) Ea (eV) A (1013 s−1)

All jumps 0.51 ± 0.03 0.79 ± 0.14 0.62 ± 0.01 2.76 ± 0.23
Single b100N 0.54 ± 0.06 0.53 ± 0.22 0.57 ± 0.01 1.09 ± 0.10
Single b110N 0.44 ± 0.07 0.15 ± 0.08 0.81 ± 0.03 0.51 ± 0.14
Double b100N – – 0.84 ± 0.01 3.36 ± 0.15

Table 2
Ti/TiN(001) adatom diffusion coefficient Ds(T) obtained from CMD and AIMD simulations
as a function of temperature T for correlated and uncorrelated events.

T (K) Ds (cm2 s−1)

Correlated Uncorrelated

CMD CMD AIMD

300 – (1.3 ± 0.6) × 10−13 σD N D
600 (1.0 ± 0.7) × 10−8 (1.5 ± 0.2) × 10−8 σD N D
900 (5.0 ± 2.1) × 10−7 (7.3 ± 0.9) × 10−7 (9.2 ± 8.9) × 10−7

1000 a(5.2 ± 1.9) × 10−7 (1.6 ± 0.2) × 10−6 (1.7 ± 1.5) × 10−6

1200 (3.9 ± 1.4) × 10−6 (5.1 ± 0.6) × 10−6 (4.1 ± 3.2) × 10−6

1500 (0.5 ± 0.2) × 10−5 (1.6 ± 0.3) × 10−5 (1.0 ± 0.7) × 10−5

1800 – (3.6 ± 0.5) × 10−5 (1.8 ± 1.2) × 10−5

a From reference [37].
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total jump rates at temperatures≥ 900 K. Thus, at high T, the number of
diffusion events per unit time converges rapidlywith supercell size. This
suggests that the AIMD jump rate values shown in Figs. 3 and 4a, with a
corresponding activation energy Ea = (0.51 ± 0.03) eV and attempt
frequency A = (0.79 ± 0.14) × 1013 s−1, are saturated with respect to
supercell surface area.

The higher phonon-mode degrees of freedom, achieved by increas-
ing the surface area from 3 × 3 to 17 × 17 unit cells, affects the occur-
rence probability of all diffusion pathways. Ti adatom b100N single
jumps are still themost frequently recorded events. b100N jump activa-
tion energies and attempt frequencies calculated for small supercells,
Ea3× 3 = (0.66 ± 0.03) eV and A3 × 3 = (2.80 ± 0.80) × 1013 s−1, both
decrease for large simulation slabs; Ea17× 17 = (0.57 ± 0.01) eV and
A17 × 17 = (1.09 ± 0.10) × 1013 s−1. At 600 K, b100N single-jump
rates increase by a factor of 2.6, while a slight decrease of 12% is ob-
served at 1500 K because of the increasingly significant fraction
of long jumps. Due to lattice vibrations with larger wavelength,
the b100N double-jump activation energy decreases from Ea3× 3 =
(0.88 ± 0.04) eV to Ea17× 17 = (0.84 ± 0.01) eV, while the corre-
sponding attempt frequency increases from A3 × 3 = (3.07 ±
1.05) × 1013 s−1 to A17 × 17 = (3.36 ± 0.15) × 1013 s−1. Overall,
the occurrence of double jumps increases at all temperatures. Ti
adatom b100N double jumps are never observed during 0.1 μs CMD
movies at 600 K. However, the jump rate estimated at 900 K for
small supercells, k3 × 3 = (3.7 ± 0.2) × 108 s−1, increases by 80%
for large simulation substrates, k17 × 17 = (6.6 ± 0.1) × 108 s−1,
and by 45% at 1500 K: k3 × 3 = (3.5 ± ε) × 1010 s−1 and k17 × 17 =
(5.1 ± ε) × 1010 s−1, in which ε ≪ 0.1.

As was the case for 3 × 3 surface unit cells, b110N single jumps are
the least frequently observed diffusion mechanisms for 17 × 17 unit
cells. Nevertheless, b110N jump rates increase significantly on
large supercells; the corresponding activation energy and attempt
frequency range from Ea3× 3 = (0.95 ± 0.06) eV and A3 × 3 = (1.61 ±
0.73) × 1013 s−1 to Ea17× 17 = (0.81 ± 0.03) eV and A17 × 17 = (0.51 ±
Fig. 6. CMD and AIMD Ti adatom diffusion coefficient Ds vs. inverse temperature 1/T for
uncorrelated transition probabilities. Shaded regions correspond to uncertainties σD (see
Section 2 and Table 2).
0.14) × 1013 s−1. AIMD and CMD estimates of diffusion barriers Ea and
jump attempt frequencies A for the three primary Ti adatom pathways
on TiN(001) are summarized in Table 1. We note that uncertainties σA

and σE are considerably reduced upon increasing the supercell size, as
diffusion rates ln(k17 × 17) vary with 1/T in a more linear fashion than
for 3 × 3 supercells. At 900 K, k17 × 17 is 2× larger than k3 × 3; the differ-
ence decreases to ~5% larger at 1500 K. The vibrational degrees of free-
dom for 34 × 34 atom TiN(001) simulation layers yield saturated
values of Ti adatom total jump rates, which are higher than those
recorded on small supercells by 160% at 600 K (ktot3× 3 = (0.7 ±
0.2) × 108 s−1 and ktot17× 17 = (1.8 ± 0.2) × 108 s–1), and by 7% at
1500 K (ktot3× 3 = (21.8 ± ε) × 1010 s−1 and ktot17× 17 = (23.4 ± ε)×
1010 s−1, where ε ≪ 0.1).

Diffusion coefficients, which provide a well-defined measure of
atomic mobility, depend upon both jump activation energies and
attempt frequencies. Nevertheless, theoretical studies of atomic
diffusion generally focus only on determination of diffusion barriers
[24–26,54]. Using Eqs. (2)–(5), parameterizedwith the saturated values
of activation energies and attempt frequencies obtained fromAIMD and
CMD jump rates for the different diffusion pathways, Ti adatom diffu-
sion coefficients Ds on TiN(001) are evaluated as a function of temper-
ature (see Fig. 6). Regardless of the fact that ab initio and classical
methods predict different Ti adatom b100N and b110N jump rates,
AIMD and CMD diffusion coefficients based purely on uncorrelated
hops (random walk) are in good agreement over the investigated
temperature range (see Fig. 6 and Table 2).
Fig. 7. Ti adatom diffusion coefficient Ds vs. inverse temperature 1/T obtained from CMD
results. Open red circles (green triangles) correspond to diffusion coefficients determined
from uncorrelated (correlated) Ti adatom transition probabilities between stable sites on
TiN(001). Error bars indicate uncertainties σD (see Section 2). (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of thi
article.)
s
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Table 3
AIMD and CMD convolved activation energies Ea′ and attempt frequencies A′ corresponding to Ti adatom ideal isotropic diffusion on TiN(001) as determined by AIMD and CMD.

Ti/TiN(001) Correlated Uncorrelated

CMD CMD AIMD

E′acorr

(eV)
A′corr

(10−4 cm2 s−1)
Ea′
(eV)

A′
(10−4 cm2 s−1)

Ea′
(eV)

A′
(10−4 cm2 s−1)

Radially isotropic diffusion 0.55 ± 0.10 4.5 ± 3.2 0.60 ± 0.02 17.2 ± 3.8 0.46 ± 0.23 3.5 ± 2.8

Fig. 8. Ti adatom average displacement bαN (thick lines), obtained from Eq. (7) parame-
terized with CMD diffusion coefficients deriving from correlated (green dashed lines) and
uncorrelated (solid red lines) jumps, as a function of temperature T and time t. Thin lines
define uncertainty ranges [Ds(T) ± σD(T)].
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An accurate evaluation of the Ti adatommobility at temperatures≤900
K is presently beyond the ability of AIMD/DFT simulations (see Table 2
and Fig. 6). The number of diffusion events recorded during AIMD
runs is too low and produces uncertainties σD that exceed the magni-
tude of Ds(T) values obtained from Eqs. (2) to (5). At T ≥ 900 K, AIMD
Ds values are defined within a reasonably small uncertainty range, and
confirm the reliability of the CMD estimations. This lends confidence
that CMD-based Ds results are also reliable at T b 900 K. The uncer-
tainties σD associated with the CMD results are relatively small consid-
ering that measured bulk TiN self-diffusion coefficients values range
over three to four orders of magnitude [14,16,17].

Ti adatom distribution probabilities P r!; t; T
� �

on TiN(001) are
two-dimensional Gaussian functions provided that the time t in
Eqs. (2)–(5) is much larger than the inverse jump rate at a given tem-
perature. Thus, a linear interpolation of ln[Ds(T)] vs. 1/T (Eq. (8)) yields
values for activation energy and attempt frequency which corre-
spond to ideal radially isotropic Ti adatom diffusion on TiN(001)
terraces. From AIMD calculations, Ea′ = (0.46 ± 0.23) eV and A′ =
(3.5 ± 2.8) × 10−4 cm2 s−1; for CMD Ea′ = (0.60 ± 0.02) eV
and A′ = (17.2 ± 3.8) × 10−4 cm2 s−1. Ds(T) values are obtained
from the relationship Ds(T) = A′ exp[−Ea′ / (kBT)].

Determining diffusion coefficients from probability distribution
functions, Eqs. (2)–(5), implicitly assumes that adatom jumps are
completely uncorrelated. This, however, may not be the case. For exam-
ple, when the rate of long jumps is significant (such as observed exper-
imentally for W and Pd on W(110) and W(211) surfaces [55,56]),
approximating atomic displacement distribution probabilities by
counting a double-jump as two uncorrelated single jumps leads to an
incorrect prediction of mass transport as a function of time. This occurs
because a double-jump actually corresponds to two consecutive highly-
correlated single jumps occurring along the same diffusion path. To
probe the effect of correlated jumps on the Ti adatom diffusion coeffi-
cient, we calculate Ds

corr from Eq. (9) by directly tracking the adatom
mean-square displacement on large TiN(001) simulation supercells
during 10-ns CMD runs (see Section 2). Due to insufficient simulation
time, correlated diffusion coefficients Ds

corr do not exhibit a perfectly
linear Arrhenius behavior (see Fig. 7). However, Ds

corr values are lower
than uncorrelated CMD Ds values at all temperatures, indicating that,
because of correlation effects, the actual Ti adatom diffusion coefficients
are smaller than those based purely on randomwalks. By linearly inter-
polating the ln(Ds

corr(T)) data set vs. 1/T, we extract effective jump acti-
vation energies and attempt frequencies E′acorr = (0.55 ± 0.10) eV and
A′corr = (4.5 ± 3.2) × 10−4 cm2 s−1.

Due to the short simulation times in AIMD, it is not possible to probe
the effect of correlated adatom hops on diffusion coefficients. As noted
at the beginning of this section, because of the low frequency of double
jumps in AIMD runs, each of these events is counted as two single
jumps. This approximation inevitably yields underestimated AIMD Ds

values, as the atomic-displacement Gaussian probability distribution
generated by the random walk of an adspecies performing N hops, in
which N is a large integer number, of length L is narrower than that ob-
tained from stochastically oriented N/n jumps (n is an integer) of length
n × L. This error will be larger for higher kdouble/ksingle jump-rate ratios.
Thus, for Ti adatom diffusion coefficients obtained from AIMD adatom-
probability distributions, the error introduced in Ds by counting each
double-jump as two single-jumps, partially cancels out the error caused
by neglecting correlation effects between consecutive jumps. Account-
ing for the different limitations of the techniques used to determine
surface diffusivity, the most reliable estimates of convolved diffusion
barriers Ea′ and jump attempt frequencies A′ for Ti adatom radially iso-
tropic diffusion on TiN(001) are summarized in Table 3. Remarkably,
AIMD Ea′ and A′ values are close to E′acorr and A′corr values obtained
from CMD.

Using CMD-calculated Ds and Ds
corr values in Eq. (7), we determine

thedependence of the Ti adatomaverage displacementbαN on temper-
ature T and time t (see Fig. 8). bαN obtained fromCMD results is always
within the uncertainty range of those obtained from AIMD.

4. Conclusions

AIMD/DFT and CMD/MEAM simulations reveal that Ti adatoms on
TiN(001) reside in fourfold hollow positions, surrounded by two Ti
and two N surface atoms, and that the preferred migration path be-
tween these sites is along in-plane b100N channels. Activation energies
Ea and prefactors A for each of the three primary diffusion pathways are
extracted from their jump-rate dependences on temperature. Uncorre-
lated jump probabilities Aexp[−Ea / (kBT)] are used to determine
diffusion coefficients Ds which quantify themobility of adatoms follow-
ing purely random trajectories on the terrace. AIMD Ds results are con-
sistent with CMD, and thus validate the predictions of our MEAM

image of Fig.�8
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parameterization. CMD simulations are employed to probe the effect of
increasing supercell areas (phonon wavelength degrees of freedom) on
adatom hop rates and Ds. Finally, by directly tracking adspecies mean-
square displacements during CMD runs, we observe that actual adatom
diffusivities Ds

corr(T), inherently accounting for correlation effects
between consecutive jumps, are smaller than Ds(T) at all temperatures.
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