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Abstract--Normalized Fourier descriptors are known to be invariant to scale, translation, and rotation. 
This technique was used by researchers of Latin OCR yielding acceptable results. In addition, contour 
analysis was used in object recognition with success. Both techniques are adopted as they are necessary for 
the recognition of Arabic characters with acceptable recognition rates. This combination was deemed 
necessary due to the special characteristics of Arabic characters that have some very similar characters. 
The character images are smoothed by a statistically-based algorithm to eliminate noise. Then, the contours 
of the image (namely the character primary part, the dots, and hole contours) are extracted. Fourier 
descriptors and curvature features of the primary part of the character are computed. These features of the 
training set are used as the model features. The features of an input character are compared to the models' 
features using a distance measure. The model with the minimum distance is taken as the class representing the 
character. The dots' and holes' features are then used to specify the particular character. Experimental results 
have shown that the combination of the Fourier descriptors, the curvature features and the use of dots' and 
holes' features to be powerful in successfully classifying Arabic characters. Recognition rates of 100~o were 
achieved for the model classes. However, this rate has come down to 98~o in the post-recognition phase of 
identifying the specific characters. The major part of these errors come from corrupted data. 

Arabic character recognition OCR Fourier descriptors 
Curvature features Direction features 

Contour analysis 

I. INTRODUCTION 

Character  recognition is a pattern recognition appli- 
cation with the ultimate aim of simulating the human 
reading capabilities of both machine-printed and hand- 
written cursive text. The systems currently available 
may read faster than humans, but cannot reliably read 
such a wide variety of text nor consider context. One 
can say that a great deal of intensive effort is needed 
to, at least, narrow the gap between humans '  and 
machines'  reading capabilities. Optical character re- 
cognition technology has many practical applications 
that are independent of the treated language. Entering 
data into commercial  data processing applications, 
postal address reading and sorting, and as a reader for 
handwritten and printed postal codes, as a general 
data entry for the automat ion of the work of an ordi- 
nary office typist, are a few examples. 

Most  of the proposed work on optical character 
recognition has been on Latin or  Chinese characters. 
An early at tempt in the area of Latin character recog- 
nition was made in 1959 t~) al though some researchers 
trace the modern version of O C R  back to the middle 
of the 1940s with the development of digital computers. 12) 
One of the early attempts of Chinese character recognition 
was made in 1966. ~3~ Arabic character recognition, in 
contrast, has started recently with a relatively slow 
advance. The first published work, that culd be traced, 

appeared in 1980. ~4~ The main cause for this lag is 
mainly due to the special characteristics of Arabic text 
and lack of adequate support. 

Nouh  et al. ~4~ suggested a standard Arabic character 
set, in order to facilitate the computer  processing of 
Arabic characters. The disadvantage of the proposed 
system is the assumption that the incoming characters 
are generated according to a specified standard rules. 
Khaly and Sid-Ahmed ts) presented a recognition system 
capable of recognizing machine-printed Arabic text. 
Their segmentation algorithm requires the Arabic cur- 
sive words to be thinned in advance. The segmented 
characters are then recognized using moment invariant 
descriptors. This system is limited to specific fonts and 
involves thinning of the text which demands long pro- 
cessing time. In addition, the result of thinning may 
not be unique. Al-Yousefi and Udpa  t6'7) used a stat- 
istical approach for recognizing handwritten Arabic 
characters. Secondary parts of a character are first 
isolated, and the moments of the horizontal and vertical 
projections of the primary part of the character are 
then computed. The system requires long processing 
time. Ramsis et al. ~s~ and E1-Dabi et al. 19~ used the ac- 
cumulative invariant moments  as feature descriptors. 
They used the width of the smallest character in the 
set as the minimum character width. Then the moments 
are calculated and checked against the feature vector. 
If the character is rejected, the width is adjusted by 
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adding another column, and the moments are recal- 
culated and checked. The process is repeated until the 
character is recognized. The system is font-dependent 
and requires heavy computations due to computation 
of the moments for different character widths, and the 
sensitivity to the smallest variation in the input patterns. 
A system for the recognition of Hindu numerals is 
developed by Abdelazim and Hashish. tl°~ The system 
is based on modeling each numeral using hidden Markov 
chains. The recognition is accomplished by computing 
probability scores using the Viterbi algorithm which 
is borrowed from speech processing. A tree classifier 
based on geometrical features of the Hindu numerals 
is used. The system is problem-dependent and the 
extension of the technique to Arabic characters is 
expected to have higher error rates and be time con- 
suming. Abdelazim et  a l . "  IJ used a partial observation 
of the character taking vertical columns of pixels one 
by one. The segmentation of Arabic cursive words into 
characters follows the recognition of character. Most 
of the Arabic characters are recognized seeing only 
40% of the character. The algorithm is based on com- 
puting the accumulative probability distribution of the 
observed columns using a code book of 26 vectors 
representing all possible column vectors of the Arabic 
characters within some threshold. The technique is 
font-sensitive and the presence of noise, scaling or 
rotation results in column vectors that are not in the 
code book and hence increases the error of the system. 
A1 Muallim and Yamaguchi "2~ developed a method 
for the recognition of Arabic cursive handwritten text. 
Cursive words are first segmented into strokes. These 
strokes are then combined into a string of characters 
that represent the recognized word. The system failure 
was due to both wrong segmentation of words and 
wrong classification of strokes. The system of Goraine 
et al. ~ 13~ segments text into individual characters using 
principal and secondary strokes. The characters are 
then classified according to the stroke position and 
shape, and the existence of loops in the stroke. The 
system was tested on both printed and handwritten 
text and it involves thinning the text in advance. Con- 
sequently, a high processing time is required and the 
recognition accuracy is reduced due to the non-unique- 
ness of the thinning process. E1-Gowely et al. ~14~ intro- 
duced a system for the recognition of a multi-font 
photo script Arabic text. The proposed system is com- 
posed of three phases. The text is first segmented 
according to a set of predefined rules. The output is 
then passed to a preliminary classification phase that 
labels the unknown characters into one of ten possible 
classes based on height, width, position of the character 
with respect to the baseline, and presence of dots. The 
last and third phase is the character recognition phase 
which is based on utilizing the geometrical features of 
the Arabic characters. Amin" 5~ used a technique based 
on Viterbi algorithm and hidden Markov models for 
Arabic printed text recognition. The system segments 
words into characters, recognizes the characters, and 
then uses a dictionary to recognize words. A recognition 
rate of 90% is reported which is too low for practical 

purposes and the system is slow. In addition, the system 
suffers from inherent ambiguity and deficiencies. 

In this paper, an Automatic Arabic Character Rec- 
ognition system is presented. The system recognizes 
segmented typewritten characters. The presented system 
is composed of several stages. The first stage is the 
smoothing of the input characters. The noise due to 
the writing or printing processes and quantization 
noise of the scanning device are eliminated or reduced 
considerably by using a statistically based algorithm. 
Then the system extracts features of the closed contours 
of the character primary part. A boundary line encoding 
technique which encodes the boundary of a character 
as a sequence of curved or line segments, and Fourier 
descriptors that describe the boundary by a set of 
numerical features are used. Ten Fourier descriptors, 
16 direction and direction length features, 20 concave 
and convex curvature features, dots, and holes features 
are computed. The next stage is the training (or model- 
ing) stage of the classes. Then comes the recognition 
(testing) stage of the new data. Theoretical and exper- 
imental evidence available in the literature indicate 
that a Fourier descriptors based technique is a powerful 
technique for classifying closed contours. "6-22) In 
character recognition the combination of Fourier des- 
criptors and boundary line encoding features may 
reinforce the discriminating power of the recognition 
system "s) (especially for Arabic characters where vari- 
able shapes for the same character are involved). 

The organization of the paper is as follows: Section 
2 states the characteristics of Arabic language. Smooth- 
ing of character images is addressed in Section 3. 
Feature extraction including chain encoding, Fourier 
descriptors, boundary line encoding where concave 
and convex features are extracted, and dots and holes 
features are addressed in Section 4. The recognition 
phase including training and recognition stages is ad- 
dressed in Section 5. Experimental results are analysed 
in Section 6. Finally, conclusions are presented in 
Section 7. 

2. CHARACTERISTICS OF ARABIC TEXT 

Arabic text has the following characteristics that are, 
in general, different from other languages like Latin or 
Chinese, but is similar to Persian and Urdu: 

(1) Arabic text is written from right to left. 
(2) Arabic text is written cursively in both machine 

printed or handwritten text. 
(3) Arabic language contain 28 basic characters. 

Each character has different shapes (i.e. from two to 
four different shapes) depending on its position within 
a word. For  example, the letter AIN ( ~ ) has the follow- 
ing shapes: at the beginning (.c), in the middle (~-), at 
the end ('L-'), or isolated ( ~ ). 

(4) In addition to the 28 main letters, Arabic language 
has additional characters such as TAA_MARBOUTAH 
( ~ ), LAM_ALF ( -J ). 

(5) Arabic words may consist of one or more sub- 
words. Every subword may have more than one 
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character, because some Arabic characters are not 
joinable to others from the left side. As an example, the 
word ( J -~  ) consists of two subwords: ( ~ )  which con- 
sists of three characters, and (~ )  which is a single 
character. 

(6) Sixteen of the Arabic characters have a single, a 
couple or triple dots, or a zigzag. The dots and zigzags 
are called secondaries and they are located above the 
character primary part like ALEF ( ~ ), or below like 
BAA (~),  or in the middle like JEEM ( E ). 

(7) Several Arabic characters have exactly the same 
primary part. However, they are distinguished from 
each other by the addition of dots in different locations. 
For  example, the three characters BAA (~.) TAA (c-), 
and THAA (.',) have a common primary part. However, 
character BAA ( .~ ) has a single lower dot, TAA (" ' )  has 
two upper dots, and THA (,',) has three upper dots. 

(8) The use of special stress marks called diacritics 
is another characteristic of the Arabic language. Dia- 
critics such as Fat-hah (".:-), Dhammah (--), Shaddah 
(~) ,Maddah (=),  and Kasrah (T)  may change the 
meaning and/or the pronunciation of a given word. 
Moreover, Tanween may be formed by combining 
couples ofFat-hah ( *-- ), Dhammah ("'), and Kasrah (,,~). 

(9) Arabic characters do not have a fixed size (height 
and width). The character size varies according to its 
position in the word, for example, the character AIN 
(-=, =., ~ ,  ~) .  

(10) An important feature of Arabic writing is the 
presence of a writing line (base line). The base line is a 
horizontal line where the characters' connection seg- 
ments are located. The base line has the maximum 
number of object pixels. 

Figure (la) shows a list of the Arabic characters in 
their different writing forms according to their positions 
in the word. The marked boxes are those of the model 
classes. Figure (lb) shows a list of Arabic language 
diacritics. Other diacritics may be formed by combi- 
ning two of these diacritics. For  example, FAT-HAH, 
DAMMAH, and KASRAH may be combined with 
SHADDAH to give (--~), (~),  and (--~), respectively. 

3. S M O O T H I N G  

During the digitization process some spurious pixels 
may result in the character image. These pixels are 
noise pixels that add irregularities to the outer bound- 
ary of the characters and may have undesired effects 
on the recognition system. A statistically based smooth- 
ing algorithm for the smoothing of character images 
is used. This algorithm reduces the noise of a binary 
image by eliminating small areas and filling little holes, 
that results in the regularization of the character con- 

tour. (9) This simple and efficient technique is based on 
a statistical decision criterion. Given a binary image 
of an Arabic text, the algorithm modifies each pixel 
according to its initial value and to those of its neighbor- 
hood. The rules are stated as follows. 

If P0 = 0 then 
8 

f 
0, if ~ Pi<T 

P~) = ~ = ~  

1, otherwise 

N a m e  E n d  M i d d l e  B e g i n n i n g  Iso la ted 

A L E F  * L • L 

B A A  " " " 

TAP,  ~ ~ J 

T H A A  ~ -"  = 

J E E M  ~ ~ ~ z 

H A A  . . . .  

K H A A  t - '  - "  t 

D A A L  • ~- • 

T H A A L  ~ 

R A A  • " 
J 

Z A I N  > j 

S E E N  . . . .  

S H E E N  j -  --" ~ . ;  

S A A D  "~- " ~ " ~ "~,, 

D H A D  j =  ~ ~ 

T T H A A  ~- ~- -~ 

• • 
A I N  " t  " ~ ~ t 

G H A I N  ~ ~ ~ ~_ 

F A A  " , J  " ~ " J * ,_ : ,  

Q A A F  " ~ i J " a 

K A A F  " , j _  "_ .<.  • .s" • ,J 

I_AAM " j _  " _ L  " J • j 

M E E M  . . . .  

N O O N  " " O- c -  J 

H H A A  " • " ,  " • " , 

W A W  " 

Y A A  " ~  : ~ * d  

Fig. l(a). Arabic character set used. The cells with * are those 
of the models. 

FA.T_-_H_ A H D A M M A H  K A S R A H  S U K O O N  S H A D D A  M A D D A H  

Fig. l(b). Diacritics of Arabic text. 
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P4 P3 P2 

P5 PO P1 

P6 P7 P8 

Fig. 2(a). The current pixel P0 and its neighbors. 

3 2 1 

0 

7 
6 

Fig. 2(b). Freeman chain code. 

else 

p ~ = f l ,  if Pi+Pi+l=2 for at least one i = l . . . . .  8; 

0, otherwise. 

where P0 is the current pixel value, P~ the new pixel 
value, and T the threshold. 

A threshold of 5 was found, experimentally, to yield 
acceptable results. A lower threshold results in filling 
character holes and concave boundaries consequently 
changing the topology of the characters. Higher thres- 
holds result in a very little or no smoothing. The 
labeling scheme of these pixels is shown in Fig. 2(a). 

4. FEATURE EXTRACTION 

4.1. Chain encodinff 

Both Fourier shape descriptors and boundary line 
encoding features require that the contour of the char- 
acter be extracted. The contour encoding is a technique 
for expressing the digitized boundary of the character 
image by a sequence of Freeman chain codes specifying 
the direction in moving from one vertex to another on 
the contour. Figure 2(b) shows the Freeman chain 
codes for tracing a contour from a pixel to its neighbor- 
ing pixels. For  example, if the current pixel is Po, as in 
Fig.2(a), and P2 is the next pixel on the contour then 
the chain code is 1. A contour tracing algorithm based 
on the algorithm of reference (23) is implemented. The 
algorithm employs the Left-Most-Looking (LML) rule, 
which may be described in terms of an observer walking 
along pixels belonging to the object (pixels equal to 1) 
and selecting the left-most pixel available relative to 
the direction of entry into the current pixel. Scanning 
of a character starts from top to bottom and right to 
left in accordance with the characteristics of Arabic 
language. At every pixel, the neighboring pixels are 

O. 3.2,1,0,7,6,5,4 =4 7,6,5,4,3,2,1,0 

1~' 4,3,2,1,0,7,6,5 y 0,7,6,5,4,3,2,1 

21 5,4,3,2,1,0,7,6 61 1,07,6,5,4,3,2 

3~6,5,4,3,2,1,0,7 7• 2,1,0,7,6,5.4,3 

Fig. 3. The sequence of direction movements in tracing the 
contours. 

traced in a sequence dependent on the previous move 
(chain code). Figure 3 shows the sequence of direction 
movements in selecting the next neighboring pixel on 
the contour for a specific current direction. The algor- 
ithm produces two types of contours, namely, external 
boundary contours (the contours of the main character 
body, dots, and zigzag) and internal contours (the 
holes). The external contours' areas are compared to 
specify the contour of the character main body (which 
is the largest ) and the contours of the dots and zigzag. 
The number of dots is equal to the number of external 
contours minus one and the number of holes equals 
the number of internal contours. 

The location of the dots and stress marks are found 
by comparing the minimum and maximum y-coord- 
inates of the dot or zigzag contours with those of the 
contour of the character primary part. Comparing the 
centers of the dots to that of the primary part is not 
adequate for some characters (e.g. JEEM (E), TTHA 
(.h), KAAF (al), NOON ( O ). For  these characters the 
dots' centers are located in the middle of the character 
although it is considered as a bottom dot for the JEEM 
and top dots/zigzag for the KAAF and NOON. 

4.2. Fourier descriptors 

This method is based on using the coordinate values 
of the contour pixels of the character primary part to 
obtain the Fourier descriptors. The nature of the 
character contour data satisfies the mathematical con- 
ditions (namely periodicity and continuity). Thus, the 
character's closed boundary can be represented by a 
periodic function in a two-dimensional x-y  plane trac- 
ing once around it. The character contour yields a 
complex function that denotes the parameteric repre- 
sentation of the boundary coordinates, t24) 

The Fourier descriptors used in this work were first 
proposed by Granlund t2s) and further developed by 
Persoon and Futl 7) and Nikravan et al. t2°) The normal- 
ized Fourier descriptors are invariant with respect to 
translation, rotation, and scale of the characters. Hence, 
larger pitch characters may be recognized without the 
modification of the model features. The contour is 
represented by the discrete series x(m) which represents 
the vertices x-coordinates and y(m) which represents 
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the vertices y-coordinate (where m = 0, 1,. . . ,  L -  1, and 
L is the total number of pixels representing the closed 
contour). The discrete formulas for computing the 
Fourier descriptors of the character contour are de- 
fined as follows. 

Let At~ be the length of link i and Ax,, Ayi represent 
the change in x, y coordinate values as the vertices are 
traversed. These are easily computed from the chain 
code of the current segment. Let T be the perimeter 
length of the closed contour of the character, and n the 
Fourier descriptor index, and define 

tq = ~ Ati 
i - 1  

q 

xq = ~ A X  i 
i=l 

yq = ~ Ayi. 
i - - I  

Note that t~ is the cumulative length of the contour 
from the starting vertex to the current vertex and xq, yq 
are the total projections on the x- and y-axis of the first 
q links. Let 

T k 2nn 21m \ 
a x ~  - Y~ X ~ ( c o s  - -  c o s - T t  ~ - -  1 

• 2~z 2n2 q=l tq \ T tq ) 
T ~, ~ s l n ~ t q _  sin 2 7 t q _  1)  

x~f  . 2nn 
bx 

• n 2~Z 2 n 2  q =  1 tq 

The Fourier descriptors are then 

_ 2 a ~ n +  2 + b ~ n ) .  F a i n ] -  x/(ax.n + . b . . . .  

The first 10 Fourier descriptors are computed from the 
contour of the primary part of the character (i.e. n is 
taken from 1 to 10). This number of Fourier descriptors 
is adequate for this application. Researchers have 
shown that a small number of normalized FDs are 
adequate to recognize objects, t2°~ However, since some 
Arabic characters are very close in shape, the use of 10 
FDs gives better results. 

The Fourier descriptors of two closed curves which 
differ only in position, orientation, and size with anal- 
ogous starting points are identical, t 16) Hence, to obtain 
normalized Fourier descriptors the starting point of 
each character should be normalized. In this work, 
this normalization was done by adopting a fixed scan- 
ning sequence. Each character was scanned from right 
to left and from top to bottom. The first object pixel 
(i.e. the first black pixel) is taken as the starting point 
of the boundary. In addition, in order to have the 
system invariant to scale, normalization is done by 
dividing the Fourier descriptor coefficients by the lar- 
gest one (i.e. by the first one). Hence, the obtained 
Fourier descriptor coefficient are invariant to rotation, 
shifting, and scale. 

4.3. Boundary line encoding features 

A printed character shape can vary according to its 
size, style, and font. Hence, other features are needed, 

in addition to the Fourier descriptors, to obtain high 
recognition rate. Boundary line encoding techniques 
are powerful features that lead to higher recognition 
rates. The algorithm is based on tracing the contour 
of the character to generate directions, direction lengths, 
and curvature features. The following features are ob- 
tained from the contour. 

4.3.1. Direction and direction length features. The 
chain codes representing the boundary of the input 
character primary part are obtained (i.e. excluding the 
contours of dots, zigzag, and holes). Each contour code 
represents the direction followed in moving from one 
vertex, of the primary contour, to the next. The number 
of chain codes in each direction is estimated from the 
chain codes of the character primary contour and the 
total number of all the chain codes is found. In addition, 
the total length of the contour segments in each direc- 
tion and the total contour length are estimated. The 
direction lengths are obtained from the repetition of 
the chain codes where even chain codes have a length 
of one and odd chain codes have a length of ~/2. The 
eight direction features are obtained by dividing the 
number of chain codes in each direction by the total 
number of chain codes (i.e. in all directions) and the 
eight direction length features are obtained by dividing 
the length of the contour segments in each direction 
by the total contour length. Hence, a total of 16 direc- 
tion and direction length features are obtained by 
estimating the percentage of occurrence of each direc- 
tion and direction lengths with respect to the total 
number of the generated directions and direction 
lengths of the character, respectively. 

4.3.2. Curvature features. The external boundary of 
the primary part of the processed character is scanned 
in a clockwise fashion. The external angles between 
every two successive direction codes in the direction 
chain (i.e. the angles between the adjacent edges of the 
character primary part polygon) are used to obtain the 
concave and convex features. Concave features are 
generated if the external angle (i.e. the angle at the 
polygon vertex) is between 0 and 180 deg, whereas the 
convex features are generated if the outside angle is 
greater than 180 deg. There are two types of concave 
features, one type starts with odd chain codes and the 
other type starts with even chain codes. Figure 4(a) 
shows the two types of the concave features. For  
example, the chain code sequences 01, 02, 03, 23, 24, 
25, 45, 46, 47, 60, 61, and 67 constitute one type and 
the other chain codes in the figure constitute the other 
type. Similarly, there are two types of convex features, 
one starting with odd chain codes and the other with 
even chain codes as shown in Fig. 4(b). The rectangle 
enclosing a character is divided into four quadrants as 
shown in Fig. 5, hence the character is divided into 
four parts. The number of concave and convex features 
in each quadrant of the character primary part are 
obtained. Hence, eight concave and eight convex fea- 
tures are obtained in the four quadrants of the character 
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(a) 

O! 02 03 

/ 1>7 .  
12 13 14 

 t-14 
23 24. 25 

34 35 36 

/ ' - F  
45 46 47 

50 56 57 

LVk  
60 61 67 

\ _ .  V XI 
70 71 72 

Co) 

7-q-  
O5 06 07 

10 16 17 

20 21 27 

30 31 32 

LL .- 
41 42 43 

V V J  
52 53 54 

63 64 65 

75 76 

Fig. 4. (a) The concave features. (b) The convex features. 

: / J  
Ol 02 03 

J :>7 
12 13 14 

23 24 25 

- x ,  /-,, I" 
34 35 36 

/ '-- F- T 
45 46 47 

50 56 57 

60 61 67 

",,--.. V Xt 
70 71 72 

-7 ~ -'X 
O5 06 07 

/ - ' 4  -'", 
I0 16 17 

20 21 27 

30 31 32 

4,1 42 43 

VVJ 
52 53 54 

63 64 65 

75 76 

Fig. 5. (a) The eight concave features. (b) The eight convex features. 

primary part. In addition, two concave and two convex 
features for the overall character are obtained. The 
number of concave and convex features in each quadrant 
and in the overall character are divided by the total 
number of the successive pairs of direction codes in the 
direction chain to obtain 20 concave and convex fea- 
tures. Hence, these features give the percentage of 
occurrence of each concave and convex feature with 
respect to the total number of generated curvature 
features. 

4.4. Holes and dots features 

All the previously described features have only de- 
scribed the external boundary of the character primary 
part. However, for an enhanced recognition system 
these features are not enough to classify Arabic charac- 

ters correctly. Some ambiguous results often occur in 
an Arabic recognition system due to the characteristic 
of the Arabic characters where dots are used to dif- 
ferentiate between characters having similar primary 
parts such as BAA (.~), TAA (,:,), and THAA (,~). The 
dots specifications (namely location and number) are 
used to discriminate between these similar characters. 

The number of dots are estimated by two methods: 
(i) the number is found by estimating the number of 
external contours minus one (i.e. discarding the exter- 
nal contour of the character primary part) (ii) the 
number is found by estimating the total dots area of 
a character and dividing it by the average dot area 
(which is estimated in the training phase by averaging 
all the dot areas of all the characters used in the 
training phase). The number of dots is taken as the 
largest of the two estimates. This way of handling the 
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Fig. 6(a). TAA l( ) with isolated dots. 

Fig. 6(b). THAA B( ) with joined dots. 

22 
2112 
21112 
211112 
2112 
222 22 33 

21112 3113 
211112 311113 
21112 31113 
2212 3333 
2 

Fig. 6(c). The contours of the dots of Fig. 6(b) specified by 2s 
and 3s. 

dots has proven to be very useful as will be shown in 
Section 6. This step was necessary at this stage, as some 
characters have their dots connected either due to 
noise or are very close and the smoothing operation 
joined the dots, hence giving otherwise a wrong number 
of dots. In addition, some Arabic fonts use a line on 
top of a character to indicate two dots and an inverted 
v shape to indicate a triple of dots. When the number  
of dots are isolated, as is normally the case as in 
Fig. 6(a), the number  of dots are correctly estimated 
from the number  of external contours. When the dots 
are joining as in Fig. 6(b) and (c), the estimate of the 
dots based on the number  of external contours is 
wrong. The number  of dots in the figure is estimated 
as two, where in fact there are three. However, using 
the second method of estimation (i.e. dividing the total 
area of the dots by the average dot area) a number  of 
three dots is obtained. Hence, taking the maximum of 
both techniques gives the best estimate. 

The inner details of characters such as the presence 
and number  of holes is obtained to produce some 
unique features for some Arabic characters. The holes 
feature is used to identify some characters or resolve 
any ambiguity in the recognition phase. The presence 
or absence of the hole, the number  of holes, and the 
relation between the height and width of a hole are 
used. For  example, HHAA_B (./9) is the only Arabic 
character with two holes in the character font used in 
this work. 

Holes and dots are powerful features for enhancing 
the implemented Arabic recognition system. The use 
of the dot features reduces the number  of character 
classes from 100 to 58. Hence, better recognition rates 

Table 1. Summary of the features used 

Feature No. 

A. Fourier shape descriptors 10 
B. Boundary line encoding features 

(1) Direction features 8 
(2) Direction length features 8 
(3) Concave curvature features in 

(a) The overall character 2 
(b) Character quadrants 8 

(4) Convex curvature features in 
(a) The overall character 2 
(b) Character quadrants 8 

(5) Dots feature 1 
(6) Holes feature 1 

Total features 48 

and speed are achieved using these features. These 
features are used in the post-recognition phase (i.e. for 
identifying a specific character after specifying the 
character model class). Table 1 gives a summary of the 
used features in the proposed system. 

5. RECOGNITION 

The recognition phase consists of two parts, namely 
training (modeling) and testing. 

5.1. Training 

In order to avoid the redundancy and increase the 
recognition speed and accuracy, models are only gen- 
erated for the primary parts of the characters (i.e. 
characters with similar writing forms but different 
number  of dots are assigned to a single class having a 
common features vector). For  example, since the fol- 
lowing characters: BAA (,~), TAA (,'.), and THAA ("~) 
have similar primary parts (which implies a common 
features vector), they are grouped in a single class. 
These different characters are easily identified based 
on the number  and location of dots. Hence, the 100 
different Arabic characters are classified into 58 charac- 
ter classes. This was made possible by isolating the 
dots feature and using it in the post-recognition phase. 
Character classes vary from one character in a class, 
in the case of WAW ( ,10, to five characters in a class, 
in the case of the primary part ofBAA ( -':-. ), TAA ( gL ), 
THAA ( ;" ), N O O N  ( S_ ), and YAA ( .~. ). A feature 
vector (V) of 46 features is generated for each class (this 
includes all the features of Table 1 excluding the dots 
and holes features). 

To obtain a smoothed model features, five samples 
of each character are used in the training phase. In 
addition, the features of each class are finalized by 
averaging the features of all characters belonging to 
the class. In order to estimate the average dot area, the 
number  of dots for each character is given to the 
system in the training phase. At the end of training, the 
system computes the average dot area which is used in 
the recognition phase. 
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5.2. Recognition 

The feature vector V for the unknown character is 
computed and compared to the vectors of the models. 
Let there be k features (i.e. 46), M o the j th  feature of 
model i, and Vj the j th feature of V. Nearest neighbor 
classification based on formula (1) 

k 

E, = ~, IMi j -  Vjl (1) 
1=1 

is performed to recognize the character. Hence, the 
distance (Fi) between the new character and all refer- 
ence vectors are found. The minimum value found {i.e. 
Min (E 3 yields the recognized model i (it is considered 
as the class that matches most closely the obtained 
features vector of the unknown character). Hence, the 
class of the character is found. In a post-recognition 
phase the number and location of dots of the input 
character are used to specify the corresponding unique 
character. 

In the case of ambiguity, as is the case of classes 
FAA_M ( £_ ) and GHAIN_M ( . ~  ) which are very 
similar (in their primary parts), the hole feature is used. 
The FAA_M character has a hole while the GHAIN_M 
character does not have a hole (in this character set). 
However, in other Arabic character fonts both of these 
characters may have a hole as shown in Fig. 7. In such 
cases the relation between the height and width of the 
hole of the primary parts is used to resolve the ambi- 
guity. FAA_M has the hole height greater than the 
width while GHAIN_M has the hole width greater 
than the height as shown in Fig. 7 (i.e. h 1/wl < h2/w2). 

6. E X P E R I M E N T A L  R E S U L T S  

The input document image is captured using a scan- 
ner with a resolution of 300 pixels per inch. This 
resolution is sufficient for optical recognition of char- 
acters. The scanned document image is transformed 
into a binary image having two gray levels: black and 
white. The black pixels represent the text lines and are 

Q 

h 

W l  

w 2  

Fig. 7. Another form of writing a GHAIN M and FAA_M 
in some fonts. 

given a value of 1, while the white pixels represent the 
background and are given a value of zero. The test data 
consist of 50 samples of each character. 

The system was trained using five samples of each 
character. The characters were initially smoothed and 
then the extraction of features was conduced. The 
system averaged the features of five samples for each 
character. In addition, since the number of the model 
classes are less than the number of different Arabic 
characters, the system averaged the features of each 
class with more than one character. Moreover, the 
average dot area of all these characters was computed. 
This was found necessary for the correct estimation of 
the number of dots in the case of corrupted data where 
more than one dot are connected, hence giving an 
otherwise wrong number of dots. 

In the testing phase, the dots and holes features, and 
then the input character primary part, are extracted. 
Ten Fourier descriptors and 36 direction, direction- 
length, and curvature features are extracted. Hence, a 
total of 48 features of each input character are extracted. 
The first 46 features are compared with the corres- 
ponding features of the models. The model closest to 
the input character (in terms of the distance measure 
in equation (1)) is considered to identify the input 
character. In this phase, all the classes were correctly 
recognized except the FAA_M ( ~ ) which was confused 
with the GHAIN_M (.~) class. To resolve this ambig- 
uity, the hole feature was used. FAA_M has a hole 
while GHAIN_M does not have a hole (in this test 
character set). In the post-recognition phase, specific 
characters are assigned to the input character using the 
dots feature and, in rare occasions, the hole feature. 
The number and location of the dots are used to 
identify characters. A recognition rate of 98~o was 
achieved in the post-recognition phase. Most of the 
errors and rejections came from corrupted data. The 
following are some examples of the tested characters. 

The only error in the recognition of model classes 
was the assignment of the class representing the primary 
parts of GHAIN_M (~.) to that of FAA_M (_,L). The 
contours of these classes are shown in Fig. 8. As is 
clear from the figure, the two main contours are very 
similar. However, using the hole feature, GHAIN_M 
has a hole while FAA_M has a hole. Hence using the 
hole feature brings the recognition rate to 100~o for the 
classes. In other Arabic character fonts the GHAIN_M 
may have a hole. In that case, the relation between the 
height and width of the hole is used as a feature. While 
GHAIN_M has a low height/width ratio, FAA_M has 
a larger height/width ratio as shown in Fig. 7. Hence, 
this ambiguity between GHAIN_M and FAA_M is 
resolved using the hole feature. 

The character recognition rate of the post-recognit- 
ion phase of this system is 98~. The major part of the 
errors in classifying characters was mainly due to wrong 
estimation of the number of dots. Figure 9 shows a 
three-dotted character which is correctly recognized as 
the dots were well isolated. Figure 10 shows a character 
with three dots but two of them are joined. Using the 
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Fig. 8. The contours of these characters are similar but one 
has a hole while the other does not. 

Fig. 9. A three-dotted character with isolated dots. 

& 

Fig. 10. Three-dotted character with two joined dots. 

Fig. 11~ Two characters with joined dots with a small total 
area. 

Fig. 12. A character with two dots joining the primary 
contour. 

p . . -  

l- . . . . . . . . . . .  - ' ~  S - - - -  1 
~ k g  

Fig. 13. Examples of characters with small dots that were 
correctly recognized. 

estimate of dots from the number of external contours 
gives 2 which is not correct. However, using the estimate 
from dividing the total area of the dots by the average 
dot area (which is found in the training phase) gives 3 
which is the correct result. Using the largest of the two, 
as detailed earlier, gives the correct number of dots. 
Hence, this character was correctly recognized. Figure 
11 show examples where the number of dots could 
not be estimated correctly. There are two joined and 
small dots. Both of the dots estimate gave the number 
of dots as one which is wrong. Even humans seeing the 
dots alone may give the same estimate. However, 
humans recognize the character in context. 

There are cases where the dots are joining the main 
body of the character as shown in Fig. 12. One external 
contour was extracted which indicates that there are 
no dots. This character was wrongly classified as a 
non-dotted YAA. This, however, is not a problem since 
in some Arabic dialects the dots are not used in writing 
this character. Figure 13 shows two characters with 
very small total dots area. These dots were correctly 
estimated from the number of external contours. 

7. CONCLUSIONS 

The paper presented a system for Arabic character 
recognition based on estimating the Fourier descriptors 
and curvature features of the contour of the primary 
part of Arabic characters. Ten Fourier descriptors, 16 
direction and direction length features, and 20 concave 
and convex features for the quadrants of a character 
and for the whole character are extracted. In addition, 
the number and location of dots and the number of 
holes are also found. The number of holes is estimated 
by two methods, the first method estimates the number 
from that of the external contours and the other by 
dividing the total area of dots by the average dot area 
found in the training phase. The largest of the two 
estimates was taken as the correct one. This method 
of estimating the dots has proved to be more reliable 
than either of the two. A total of 48 features are used 
by the system to classify 100 Arabic characters. The 
characters are classified initially to 58 model classes 
using the first 46 features. Then, the particular character 
is found using the dot and hole features. 

Averaging of the features' vectors of each character 
class is achieved by three levels. Initially the character 
image is smoothed using the statistically based algor- 
ithm of Section 3. Then the features of five samples of 
each character are averaged. Since each class represents 
from one to five characters, the features of the characters 
of each class are averaged. 

All model classes were correctly recognized using 
the first 46 features except the GHAIN_M class which 
was confused with FAA_M class. Using the hole fea- 
tures, this confusion was resolved hence bringing the 
recognition rate of the model classes to 100%. This rate 
came down in the stage of recognizing the particular 
character to 98%. The major part of these errors are 
due to a wrong estimate of the dots which is a direct 
result of corrupted data as shown in the previous 
examples. 

The use of large number of features was necessary 
to discriminate between Arabic characters that are 
very close in shape as is the case with GHAIN_M and 
FAA M. The combination of the Fourier and cur- 
vature features has proven to be very useful in achieving 
higher recognition rates. 

A new technique for the isolation of dots in the case 
of corrupted data and the segmentation of Arabic text 
will be the subject of future work. In addition, other 
techniques will be investigated. The use of several 
recognition techniques is necessary to achieve higher 
recognition rates of Arabic characters. 
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