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Abstract

A knowledge-based segmentation algorithm to enhance recognition of courtesy amounts on bank checks is proposed
in this paper. This algorithm uses multiple contextual cues to enhance segmentation and recognition. The system
described extracts context from the handwritten numerals and uses a syntax parser based on a deterministic finite
automaton to provide adequate feedback to enhance recognition. Further feedback is provided by a simple legal amount
decoder that determines word count and recognizes several key words (e.g. thousand and hundred). This provides an
additional semantic constraint on the dollar section. The segmentation analysis module presented is capable of handling
a number of commonly used styles for courtesy amount representation. Both handwritten and machine written courtesy
and legal amounts were utilized to test the efficacy of the preprocessor for the check recognition system described in this
paper. The substitution error was reduced by 30—40% depending on the input check mix. ( 1999 Pattern Recognition
Society. Published by Elsevier Science Ltd. All rights reserved.
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1. Introduction

Approximately 61 billion checks are written in the
United States each year, making processing expenses of
these checks a significant financial burden on banking
institutions. Image processing technology offers the
potential for significantly reducing costs involved in
processing checks by banks [1]. Traditional check pro-
cessing involves a series of manual processing steps.
When a check shown in Fig. 1 is deposited for credit into
one’s account, the depositor’s bank is interested in two
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numerical fields: the account number, which is already
written in MICR ink and can be handled using auto-
mated techniques with near-perfect accuracy, and the
amount of the check, which is currently read and keyed
in by a human operator.

The other fields, such as the name of the recipient, the
date, and the signature on the check are largely ignored
in routine check processing, unless the transaction is
contested or the check is presented for immediate encash-
ment to a bank employee.

The amount of the check is written in two ways: in
textual format and in numerical format. The textual
format, called the legal amount, was originally int-
ended to be the version used for all transaction-related
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Fig. 1. A typical bank check.

Fig. 2. Possible styles for writing courtesy dollar amount.

purposes. The numerical format, called the courtesy
amount, is the version currently utilized by human oper-
ators to key in the amount that appears at the bottom of
cancelled checks.

Automated reading of numerical fields has been attem-
pted for a number of application areas. One such area is
the reading of postal zipcodes in the addresses written or
typed on letters [2—7]. Reading courtesy amounts is
more difficult than reading zipcodes due to a number of
key differences in the nature of the handwritten material.
First, the number of digits in zipcodes is fixed and known
a priori, which is not true for courtesy amounts. Second,
unlike the case of zipcodes, the courtesy amount consists
of two components: the non-fractional component (the
dollar portion) and the fractional component (the cents
portion). The courtesy component is written in more than
a dozen different styles in the U.S., and some of these
styles are extremely difficult to handle via automated
techniques. Fig. 2 shows possible styles. However, bank
checks have a redundancy in the representation of the
check amount (i.e. check amount is represented in nu-
merals as well as in words — the legal amount) which can
significantly aid the segmentation and recognition pro-
cesses.

The focus of this work is to improve the segmentation
accuracy of digits by developing a knowledge-based
segmentation analysis mechanism for automated reading
of the courtesy amount. Our new algorithm extracts
the context available from the typical styles shown
in Fig. 2 to aid the segmentation and recognition
subsystems within the overall check processing system.
The system also takes advantage of the redundancy
in checks provided by the handwritten legal amount.
This paper is comprised of six sections. Section 2 de-
scribes the overall check recognition system architecture.
Section 3 concentrates on theory and prior work that
served as the foundation for our research. Section 4
focuses on the details of the knowledge-based segmenta-
tion analysis module and section 5 presents results. Sec-
tion 6 contains the conclusions and discusses areas for
future work.

2. Check recognition system architecture

Automated recognition can be performed in two envi-
ronments: on-line and off-line. In the on-line case, recog-
nition is performed as the characters are being written
and hence dynamic information like stroke sequence,
speed, pressure, and pen-up and/or pen-down positions
can be utilized to overcome some of the difficulties cre-
ated by the non-uniformity and connectivity of uncon-
strained handwriting [8]. In off-line recognition, only
static information contained in the image of the numeral
strings is available, which makes this enviroment more
difficult to tackle. This paper deals with off-line recogni-
tion of check courtesy amounts.

The architecture of the prototype system for reading
handwritten numerals on checks, shown in Fig. 3, con-
sists of six modules and is discussed below.

Image handler: Image enhancement and information
location indentification operations are conducted by this
module. A courtesy amount block locator algorithm [9]
locates and extracts the position of the handwritten
amount for recognition by the system. The background
of the check (US checks sometimes have colorful and
ornate backgrounds) is removed using a dynamic thre-
sholding algorithm. Finally, several noise reduction fil-
ters are employed to enhance image quality.

Segmentation module: The image of the courtesy
amount and the legal amount is split into component
primitives by the segmentation module. This module
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Fig. 3. System architecture.

attempts to segment the courtesy amount into digits and
delimiters, and the legal amount into words. Three algo-
rithms are used to segment the handwritten numerals:
connected component extraction, upper and lower con-
tour splitting, and the hit and deflect strategy (HDS). See
Refs. [10,11] for a complete description of these algo-
rithms. Section 4.3 describes the word segmentation of
the legal amount in detail.

Segmentation analysis module: This module performs
several contextual checks on the scanned numerical rep-
resentation. The module classifies the digits into primi-
tive sets (including digits, periods and hyphens); then the
ordered primitives are analyzed for syntactic correctness.
A legal amount estimator unit decodes the handwritten
word representation to determine the number of digits
in the numerical string. The parser output and the ex-
timator output are decoded by an evaluation unit that
determines the validity of the segmentation and reseg-
ments if necessary. Section 4 provides a complete descrip-
tion of this module.

Preprocessing: Additional image enhancement process
are carried out after segmentation. These include slant
reduction, uniform line thickness adjustment, as well as
normalization of the component image. These algorithms
are described in detail in Refs. [12—14].

Neural-network-based recognizer: The components are
then classified into numerals by an adaptive modular
neural network [15,16].

Postprocessing: This final stage of the recognition sys-
tem verifies the recognition process by performing a de-
tailed analysis of some digits that are commonly
misclassified. This module deals particularly with the ‘5’,
‘8’, ‘1’ and ‘7’ digits. It employs structural analysis tech-
niques to refine the pattern classification process as
described in Ref. [17].

All the modules, except the segmentation analysis
module, were developed previously [18]. This paper fo-
cuses on the segmentation analysis module which deals
with enhancing the ability to separate individual charac-
ters from a handwritten string.

The granularity of segmentation determines the primi-
tives produced and the subsequent ability to recognize
the individual characters. A given string of connected
characters, can be separated using two basic approaches:
according to individual characters or according to the
strokes that make up these characters. Our approach has

been to use a single numeral or delimiter as our base
primitive. Algorithms to perform the segmentation are
based on Sparks et al. [10]

Since the correct segmentation cannot be guaranteed
using these bottom-up techniques, we have encoded our
knowledge of courtesy amount representation styles. The
encoded styles provide additional information concern-
ing the interplay between the primitive classes and the
correlations between them. In previous work on seg-
menting numerals, especially work done on postal zip
code recognition, the number of digits in a string was
known a priori thereby simplifying the segmentation
task. Our algorithm aims to provide a pattern-directed
feedback mechanism to improve our segmentor. We have
now used a syntax-based classification approach [19],
which permits a large set of complex patterns to be
described using small sets of simple pattern primitives
and grammatical rules, and successive portions of the
input pattern to be classified on a recursive basis. This
approach starts with the entire string of input characters
and attempts to partition the problem into subgoals and
proceeds until the last subgoal has been either attained or
exhausted.

This paradigm has been incorporated in the segmenta-
tion analysis described to improve the segmentation pro-
cess by providing feedback, to the appropriate module
regarding erroneous segmentation of the components.

3. Segmentation framework

The human reading model is highly adaptive and flex-
ible, and the understanding of words is highly dependent
on the reader’s current purpose and context. Word and
numeral recognition in humans involves information
analysis on multiple planes including graphic orthogra-
phic phonetic, semantic, morphological and syntactic.
Several methods have been adopted to simulate human
reading in computer systems. These approaches have
included syntactic and structural analysis mechanisms, as
well as various forms of sematic matching processes.

Syntactic and structural approaches for pattern recog-
nition are more popular than conventional statistical
methods because they are hierarchical in nature. More-
over, using such syntactic and structural approaches, one
can directly take advantage of powerful data structures
using grammatical rules, trees, and directed labeled
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graphs, which are widely used in dealing with lin-
guistic problems [19—21]. Further, it has been
shown that syntactic and structural approaches can
overcome some disadvantages found in the classic deci-
sion-theoretic (statistical) approach, which has difficulty
in distinguishing between two very similar patterns
(characters).

A critical assumption in the pattern recognition tech-
niques described above is that one has provided the
specific region or primitive to be recognized. This issue of
segmentation or chunking, which involves separation of
an object from a particular scene or a character from
a handwritten string is a non-trivial task. Deciding
granularity of segmentation will determine the primitives
produced. For example, a given string of connected char-
acters, can be separated using two basic approaches:
according to individual characters or according to the
strokes that make up these characters. Our approach
has been to use a single numeral or delimiter as our
base primitive. Several dissection algorithms have been
developed to perform this segmentation which are
described in Sparks et al. [10]. However, the correct
segmentation cannot be guaranteed using these bottom-
up techniques.

The process of such decomposition (bottom-up) dis-
cussed above is inherently narrowly focused. The seg-
mentation and classification processes reach a point
where one cannot see the forest from the trees. Any suc-
cessful recognition system must retain a general under-
standing of the environment within which it operates.
Such an environment or context provides additional in-
formation concerning the interplay between the classes
and the correlations between them. Our aim was to
provide such a pattern-directed feedback mechanism to
improve our segmentor. In previous work on segment-
ing numerals, especially work done on postal zip code
recognition, the number of digits in a string was
known beforehand, thereby simplifying the segmentation
task. Our algorithm aims to provide an analysis of
primitives within a context that has been predetermined
(i.e., courtesy amount styles). In reading the courtesy
amount on checks, we can only use the fact that certain
delimiters are used in particular styles to separate
the cents from dollars. This provides a constraint on
the cents portion, ie. an indication of the length of the
string. The comma delimiter also provides an indication
of how many numerals are in the dollar amount. These
are the constraints that are encoded by our segmentation
analysis module. However, a major difficulty is that the
most common delimiters, the comma and period, could
also be noise. Therefore, initial noise filtering is critical
for the proper functioning of our segmentation analysis
module.

We have used a syntax-based classification approach
[22], which permits a large set of complex patterns to be
described using small sets of simple pattern primitives

and grammatical rules, and successive portions of the
input pattern to be classified on a recursive basis. This
approach starts with the entire string of input characters
and attempts to partition the problem into subgoals (and
corresponding subsets of characters) and proceeds until
either the last subgoal has been attained or exhausted.
This provides a natural way of hypothesizing the global
properties of a configuration at an early stage of the
recognition procedure.

We have developed and incorporated this paradigm
into the segmentation analysis process described below
to improve the segmentation process by providing feed-
back, based on context, to the module regarding errant
segmentation of the components.

4. Segmentation analysis module

The segmentation process delineated in Section 2 splits
the input binary image of the courtesy amount into a set
of binary images that are probable primitives. The mod-
ule described in this section verifies the segmentation
process using a knowledge base of courtesy amount syn-
tax as well as information regarding the number of digits
from the preliminary recognition of the legal amount.
The segmentation analysis module is comprised of four
parts: a classifier, a syntax parser, a legal amount es-
timator and an evaluator (see Fig. 4). The classifier unit
matches coarsely classifies the input components into
one of seven predefined primitives (these include digits
and delimiters such as comma, period and dash—see
Fig. 5). The syntax parsing unit encodes the syntax of the
typical styles for numeral representation shown in Fig. 2.
The legal amount estimator determines the number of
digits in the courtesy amount through a coarse segmenta-
tion and recognition of the numerical value of the check
in words. Finally, the evaluator unit takes input from
the syntax parser and legal amount estimator units and
determines whether the segmentation was valid. If the
segmentation is invalid, the evaluator directs the segmen-
tation module and the classifier unit with the appropriate
action to be taken.

4.1. Classifier unit

The segmentation module described in Section 2 uses
three different algorithms to attempt an initial segmenta-
tion of the numerical string. These algorithms are applic-
able in different connectivity situations. The components
generated should represent one of the primitives in Fig. 5.
The component attributes that are encoded collectively
constitute the mean bounding rectangle (MBR) repre-
sented by x

min
, x

max
, y

min
and y

max
. Scale and positional

information are not absolute since the syntactic relation-
ship is based on the relative positions of the components.
The following heuristic features are derived from the
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Fig. 4. A block diagram of the segmentation analysis module.

Fig. 5. Permitted component primitives and their respective classes.
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Given these features, the components are coarsely clas-
sified using the algorithm shown in Fig. 6.

As shown in the algorithm, each heuristic feature has
a threshold value that breaks reduces the classification
set. These thresholds are indicated by a letter ‘‘T’’ with
a subscript showing the corresponding heuristic feature
used. The ‘‘x’’ primitive is determined through a special-
ized backpropogation neural network that returns a con-
fidence value that must be greater than T

X
.

The thresholds indicated in the classification algorithm
have a range of limits. In the preliminary implementa-
tion, there are two values for each threshold: a constained
value and a relaxed value. Initial classification is per-
formed with the constrained values. These thresholds are
relaxed depending on the feedback from the evaluator
module.

4.2. Syntax parsing unit

Multiple techniques have been explored in the litera-
ture for the storage of context in pattern recognition
applications [24]. The key criteria for the choice of
contextual encoding are the storage size and the speed
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Fig. 6. Classification algorithm.

of retrieval of contextual knowledge. An exhaustive dic-
tionary of possible primitive combinations is prohibitive-
ly inefficient for the storage of numeral syntax. Hence,
we have used a compact representation based on a
finite-state automaton (FSA). This representation
provides quick retrieval with a simple matching struc-
ture. However, finite-state automata are not easily
extensible and can entail a lengthy encoding process.
In this particular application, the syntax was rela-
tively simple and fixed making FSAs the ideal contextual
repository.

The sequence classified components generated by the
classifier unit are validated by syntax parser. The parser
based on a deterministic finite automaton (DFA) can be
defined by the quintuple M"(», &, d, s, F) where

f » is the finite set of states of the DFA,
f & is the language utilized by the DFA,
f d is the state transition function from »]& to »,
f s is the set of start states of the DFA,
f F is the set of final states of the DFA.

The language & is defined by an alphabet that is com-
posed of the set of primitives (digit, comma, period, slash,

over, hyphen, and x) that are contained in the string of
connected components within the input. The DFA infor-
ces ordering constraints on the string to eliminate arbit-
rary sets of strings, thereby defining a language. » in this
application corresponds to the states q

0
-q

19
and q

F
and s,

the start state is q
0
. The final state is q

F
.

The state transition matrix (d) for the DFA is shown in
Table 1. This defines the rules by which the automaton
M chooses the next state given an input state and an
input character from &. Hence, if M is in state q3» and
the symbol read from the input string is p3&, then
d(q, p)3» is the uniquely determined state to which
M passes. The DFA was further optimized using the
algorithm in Aho et al. [25].

The language encoded in the state transition matrix for
the DFA indicates two major contextual constraints, the
number of numerals in the dollar segment and the style
and length of the cents segment. The first nine states
(q

0
—q

8
) provide the dollar constraint by ensuring that

there are only three digits after a comma delimeter. The
remaining states encode the 15 different cents encoding
styles shown in Fig. 2. The transition from the dollar
encoding states (q

0
—q

8
) to the initial cents states (q

9
—q

14
)

occurs when a period, slash, over or hyphen delimiter is
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Fig. 7. White space segmentation.

Fig. 8. Connected component extraction.

Fig. 9. Minima analysis.

encountered. The remaining states constrain the length
and style of the cents portion. From the above discussion
it is clear that the available context for the cents portion
is richer than the dollar section thereby suggesting that
errors in cent segmentation are more easily detected than
errors in dollar segmentation. This is due to the lack of
syntactic constraints on the dollar section. This deffi-
ciency is addressed by the legal amount estimator de-
scribed in Section 4.3 which provides some additional
semantic content.

If the DFA syntax parser reaches a terminal state
for a given input string, the parsing is successful,
otherwise the input string does not match the courtesy
amount syntax. The output is then passed to the evalu-
ator unit for verification of string length using the
legal amount estimator and the possible reclassificat-
ion or resegmentation due to string length or parsing
errors.

4.3. Legal amount estimator module

The legal amount (the courtesy amount in words) is
used as an additional semantic constraint on the length
of the dollar section in the numerical segmentation sys-
tem. The amount in words is segmented using a three
phase approach. A simple wholistic word recognizer is
used to distinguish the words in the limited vocabulary of
the legal amount. The output is used by the Evaluator
unit to determine the validity of the preliminary segmen-
tation and classification of the numerical string.

The first phase of the word segmentation process
involves a linear density measurement of the legal
amount. The density is the horizontal projection of the
words in the legal amount. Segmentation points are
chosen based on the regions with zero linear density in
the image. Since many words do not contain clearly
separated features, this phase is not sufficient for the
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Table 1
Parser state transition matrix (S indicates intermediate state;
B indicates an intermediate state that can be a final state and
F indicates a final state)

Input symbol

State Type d c t o x h s

Q0 S Q1 Q19 Q19
Q1 B Q2 Q3 Q11 Q12 QF Q9
Q2 B Q2 Q3 Q11 Q14 Q12 QF Q10
Q3 S Q4
Q4 S Q5
Q5 S Q6
Q6 B Q7 Q3 Q11 Q12 QF Q9
Q7 S Q8
Q8 S Q6 Q14 Q14
Q9 S QF
Q10 S Q15 Q17 QF
Q11 B Q18 Q11 Q12 QF Q9
Q12 S Q13
Q13 B Q14 Q14
Q14 B Q15 Q17
Q15 S Q16
Q16 S QF
Q17 S QF
Q18 S Q13
Q19 S Q18 Q19
QF F

segmentation of the many overlapping sequences of
words on bank checks.

The second phase of segmentation extracts connected
components from the binary image. This is a simple
recursive fill algorithm that extracts all components that
are connected using an 8 connectivity grid. An efficient
algorithm is used with minimal recursion to limit the
need for large memory resources. This method is useful
for cursive connected words. A postprocessing step is
used to eliminate discontinuities in a single word by
calculating the average spacing between characters with-
in a single word and using that as a threshold for word
boundaries.

The final phase searches for peaks in the horizontal
projection of the binary image and searches for minima
within the vertical projection. Segmentation is performed
at these minima based on average word length.

After the components are segmented, key words in the
legal amount are recognized using a segmentation-free
algorithm based on Hidden Markov models described
in Ref. [26]. The key words are million, thousand, and
hundred. Further classification of the word patterns is
performed to separate the nine basic digits (one through
nine) from other composite terms that signify double
digits (11, 40, 90, etc.). Once these five classes are deter-

mined, the number of digits in the courtesy amount can
be approximated and fed into the evaluation module for
verification of the digit segmentation. For example, the
number 8869 contains the words eight (1 digit) and thou-
sand (3 digits) which results in a total of 4 digits that
represent the amount. The counting algorithm is de-
scribed below:

TotalDigits"0

n"firstword.digits
current—word"first—word
TotalDigits"n

LOOP through n words
prev—word"current—word
current—word"next—word

if(current—word.digits'prev—word.digits)
TotalDigits"TotalDigits # n

END LOOP

4.4. Evaluator unit

The evaluator unit takes the input from the syntax
parser and the legal amount estimator to validate the
segmentation process. The evaluator also provides the ap-
propriate feedback to the segmentation system if the
segmented string is invalid. The evaluator unit provides
two forms of feedback to the segmentation process: feed-
back to the classifier and feedback to the segmentation
module. The classifier feedback is used to correct misclas-
sification of primitives due to the similarity between some
of the primitives (e.g. the comma and period, and the one
and slash). The classifier feedback is provided in the form
of the relaxation of the classification threshold. The
evaluator provides segmentation feedback by identifying
the component that is most likely a candidate for further
segmentation. The resegmentation is performed by
choosing a finer segmentation algorithm (e.g. from con-
nected component segmentation to hit and deflect seg-
mentation).

The appropriate feedback is based on a heuristic en-
coding of the most likely causes of failed parses of the
connected component string. The knowledge is encoded
in the form of rules that are prioritized to provide a deter-
ministic solution to the process. The rules are a subset of
all possible failures that were selected based on the fre-
quency of the failure and the relative simplicity in imple-
mentation. The rules are encoded in the following
grammar:

Given Failed Parse State RDR3V:

if (condition' then (action'

(condition'N(condition'AND(subcondi-
tion' D

K.M. Hussein et al. / Pattern Recognition 32 (1999) 305—316312



Table 2
Parser reaction table (a small sample)

STATE Condition Action

Q0 c relax T
RH

s Relax T
SP

x Constrain T
X

o Relax T
AB

o AND T
ABR

Concatenate

Q1 o Relax T
AB

o AND T
ABR

Concatenate

Q2 NULL NULL

Q3 s Relax T
SP

x Constrain T
X

h,o Concatenate

Q4 c,t Check Segmentation
End Check c at Q2 relax T

RH
s Relax T

SP
x Constrain T

X
h,o Concatenate

. . .

. . .

Q10 c,t,s Check s at String(n-1) relax T
SP

o Relax T
AB

o AND T
ABR

Concatenate
. . .
. . .

Q18 c,t Check Segmentation
End Check Segmentation
x Constrain T

X
s Relax T

SP
h,o Concatenate (if error Check

Segmentation)

(condition' OR (subcondition' D
(subcondition'
(subcondition'NString(n)"P where

(0(n(len(String) and (P3&).
(action'NThreshold Adjustment D

Concatenate last two
characters D
Adjust segmentation criteria.

The actions taken by the evaluator are in the form of
threshold adjustments, character concatenation and seg-
mentation adjustment. Threshold adjustment corres-
ponds to the relaxation of the heuristic thresholds
discussed in Section 4.1. Character concatenation in-
volves the ‘‘glueing’’ of two components. This is necessary
when portions of the character are detached from the
body as is commonly the case with the digit ‘‘5’’. Finally,
segmentation adjustment refers to the use of alternate
segmentation algorithms to further refine the splitting of
a component.

The conditions and actions encoded are listed in the
evaluation table shown in Table 2. The left column cor-
responds to the condition and the right column cor-
responds to the appropriate action. The threshold
adjustments correspond to the thresholds indicated in
Section 4.1.

5. Results

The segmentation analysis system significantly en-
hanced our overall handwritten numeral recognition sys-
tem. It successfully flagged most incorrect segmentations
in the cents portion. Overall, the segmentation analysis
was effective at locating substitution errors (i.e.
comma/period or slash/one substitution), and locating
segmentation errors when the amount of the dollar sec-
tion was successfully estimated (either via the legal
amount estimator or the detection of a comma delimiter).
The analysis system also removed all comma/period and
slash/one substitution errors.

The results are based on recognition by a modular
neural network developed by our group [15]. For
a training set of 5993 digits, the training phase was
terminated after a mean square error of 0.25 was reached,
with an accuracy of over 99.5% on the training set. We
subsequently used a sample of 1000 checks obtained from
several sponsor banks. The overall substitution error fell
by 30—40% depending on the characteristics of the test
batch checks. This result shows that the parser tends to
make the segmentation process more informed to get
better segments for recognition. The parser algorithm has
been very successful at locating the source of the segmen-
tation error (locating 10% of all segmentation errors).
Most unflagged segmentation errors had occurred in the
dollar portion, while most segmentation errors in the
cents portion were flagged.

In order to illustrate the effectiveness of the system,
consider the initial scanned input image shown in Fig. 1.
After the courtesy amount block is detected using Agar-
wal et al. [9], the image is dynamically thresholded to
seperate the ink object points from the background. The
result is shown in Fig. 10. The segmentation process
splits the image as shown in Fig. 11. The components are
then passed to the classifier unit of the segmentation
analysis module resulting in the string dddtd. Next the
parser generates the following output describing the fail-
ure stage:

Char "' d, State "' Q0
Char "' d, State "' Q1
Char "' d, State "' Q2
Char "' t, State "' Q2
Char "' d, State "' Q11
Char "' End, State "' Q18
Failed Parse at State Q18 with Input ‘End’
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Fig. 10. Thresholded courtesy amount.

Fig. 11. Initial segmenatation.

Fig. 12. Final segmenatation.

Fig. 13. Thresholded courtesy amount.

Fig. 14. Initial segmenatation.

Fig. 15. Final segmenatation.

As described in Table 2 the evaluator then prompts the
segmentor to reduce the aspect ratio threshold for the
cent portion, resulting in the string dddtdd. This is again
rejected by the evaluator due to the detection of the
words ‘‘eight’’ and ‘‘thousand’’ by the legal amount es-
timator which indicates that there should be 4 digits in
the dollar portion. The aspect ratio threshold is again
relaxed for the dollar section and the resulting string is
ddddtdd. The string of components is then passed to the
recognizer resulting in the proper courtesy amount of
8869.72.

Another example courtesy amount is shown in Fig. 13.
The initial segmentation results in the image in Fig. 14.
The classifier unit generates the following string output
ddscd. Next the parser generates the following syntax
failure:

Char "' d, State "' Q0
Char "' d, State "' Q1
Char "' s, State "' Q2
Char "' c, State "' Q10
Failed Parse at State Q10 with Input ‘‘c’’

As described in Table 2 the evaluator relaxes the
spanning threshold T

SP
resulting in the string dddcd. This

again fails the parser resulting in a failure at state Q4. The
evaluater then relaxes the T

RH
threshold and the comma

is transformed to a period. The string dddtd again fails
the parsing process at state Q18. The encoded reaction
table then prompts the segmentor to relax its aspect ratio
threshold (yielding the string dddtdd) resulting in the
segmentation shown in Fig. 15. Finally, the correct string
of components is generated and passed to neural net
recognition module, yielding the correct answer of
931.00.

6. Concluding remarks

One of the most challenging tasks in the creation of
a pattern recognition system for unconstrained hand-
written material is the segmentation of the input image
into meaningful components. The segmentation analysis
approach suggested in this paper aids the segmentation
process significantly by encoding the context knowledge
associated with handwritten courtesy dollar amounts.

The proposed segmentation analysis system is also
very efficient and adds minimal overhead to the overall
check recognition system. The results discussed in Sec-
tion 5 show significant improvement in the performance
of the system to warrant the limited overhead associated
with the analysis module. Further work is being conduc-
ted in the word recognition of the legal amount to verify
the recognition and segmentation of the handwritten
numerical amount on bank checks.
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