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The additional energy spread due to sample porosity was implemented in the SIMNRA simulation code,
version 6.60 and higher. Deviations of the path length and energy loss distributions from the ones
expected from a Poisson distribution of the number of traversed pores are taken into account. These
deviations are due to the interaction of pores at higher pore concentrations by overlap or blocking.
The skewnesses of the energy distributions are approximated by two-piece normal distributions with
identical first three moments. Propagation of porosity-induced energy spread in thick layers is taken into
account. Calculated results are compared to experimental data obtained with thin TiO2 mesoporous films
measured by Rutherford backscattering (RBS),transmission electron microscopy (TEM), and atmospheric
poroellipsometry.
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1. Introduction

Ion beam analysis (IBA) techniques detecting energy spectra of
charged particles, such as Rutherford backscattering (RBS), elastic
recoil detection analysis (ERDA) and nuclear reaction analysis
(NRA), are usually considered as methods for the quantitative
determination of depth profiles of elements in thin films [1,2].
For laterally inhomogeneous samples IBA energy spectra yield
additional information about the lateral distribution of material
in the sample [3]. The analysis of inhomogeneous materials con-
taining pores or inclusions has gathered interest since many years.
As has been already shown in [4–7], the presence of randomly
distributed hollow pores results in an additional energy broaden-
ing for incident and exit beams. This additional energy broadening
contains information about the volume fraction of pores and their
diameters, so that this information can be extracted from IBA
energy spectra. But even in cases when the properties of a porous
layer are not of primary interest, the additional energy spread due
to porosity has to be properly implemented in simulation codes, as
otherwise differences between a measured and a simulated spec-
trum will occur: This can hamper the successful evaluation of spec-
tra from such types of samples.
All rights reserved.

er).
Stoquert and Szörényi [6] developed a model which allows to
calculate the additional energy spread induced by sample porosity
using the following assumptions:

1. Pores are randomly distributed without long- or short range
order.

2. The number of pores traversed by the incident and outgoing ion
beams is assumed to be Gaussian: If the beam traverses some
path length in the material and traverses in mean N pores, then
the distribution of the actual number of traversed pores has a
standard deviation

ffiffiffiffi
N
p

. This is a special case for larger N of
the assumption of a Poisson distribution for the number of
traversed inclusions.

3. The energy spread distribution is assumed to be Gaussian.
4. The effective stopping power Seff is assumed to be constant.
5. Propagation of porosity-induced straggling in thicker layers is

neglected.

However, as was shown by Mayer and von Toussaint [8], the Stoqu-
ert/Szörényi model is oversimplified:

1. The assumption of a Poisson (or Gaussian) distribution for the
number of traversed pores is only valid for sparse, non-interact-
ing pores. This is only correct for small volume fractions of
pores below about 5 vol.%. At higher volume fractions the prob-
ability for interaction between pores increases and cannot be
neglected, where the interaction between pores is either
overlap (if overlap of pores is allowed) or blocking (in the case
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of non-overlapping pores). This interaction was modeled by
Monte-Carlo simulations of pore distributions [8] and results
in deviations from the results expected from Poisson distribu-
tions, with the variance of the path length distribution function
considerably smaller than expected from Poisson. The Stoquert/
Szörényi model therefore overestimates the width of porosity-
induced straggling at pore volume fractions above about 5%.

2. The path length distributions and the corresponding energy dis-
tributions of slowing-down particles have non-Gaussian shapes
with usually non-vanishing third moments and skewnesses.
The energy distributions have a strongly non-Gaussian shape
close to the surface of the porous layer. With increasing depth
the distributions slowly converge towards Gaussian distribu-
tions. However, the initial skewness vanishes only slowly, so
that the Gaussian limit is reached only at large depths. The
skewness is very small at pore volume fraction of about 40%.

3. For thicker porous layers the assumption of a constant stopping
power Seff gets invalid. In addition non-stochastic propagation
of straggling due to the shape of the stopping power has to be
taken into account. This effect is similar to non-stochastic prop-
agation of electronic energy-loss straggling [9] and can be
treated using similar methods. This was already shortly
sketched in [8].

This paper describes the implementation details of the theory
presented in [8] in the code SIMNRA 6.60 and higher. Problems
arising due to the non-Gaussian shape of the distributions are dis-
cussed. Simulation calculations are compared to experimental data
obtained from mesoporous TiO2 thin films with pore diameters of a
few nm, pore volume fraction in the range 20–40 vol.% and film
thicknesses in the range 100–300 nm. The films were deposited
on silicon substrates [10,11]. These mesoporous anatase thin films
are a promising materials to act as electrodes in dye-sensitized so-
lar cells (DSSC’s). The microstructural properties of the films were
characterized by X-ray diffraction (XRD), transmission electron
microscopy (TEM) and atmospheric poroellipsometry (AEP).
2. Experimental

Film were deposited using Pluronic surfactant as template. Two
precursor solutions were used: The first one (called F127 solution)
was composed by ethanol (Sigma Aldrich), Pluronic F127 (EO106-

PO70EO106, Sigma Aldrich), titanium tetraisopropoxide (Acros
Organics) and concentrated hydrochloric acid (Merck, 36 wt.%).
The second solution (P123 solution), was prepared by mixing 1-
butanol (Acros Organics), Pluronic P123 (EO20PO70EO20, Sigma
Aldrich), titanium tetraisopropoxide (Acros Organics) and concen-
trated hydrochloric acid (Merck, 36 wt.%). Films were dip-coated
on silicon substrates. To study the influence of the film organiza-
tion on the porosity, two different relative humidity (RH) condi-
tions were applied during the film synthesis process to tune the
mesostructure. Isotropic mesoporous films, known as wormlike,
were obtained at a RH of 25–30% [11]. The withdrawal rate was
fixed at 5 mm/s for the F127 solution (film thickness �200 nm)
and at 0.8 mm/s for the P123 solution (film thickness �350 nm).
To obtain anisotropic ordered films, known as gridlike, the RH in
the dip-coating chamber was set at 25–30% at 25 �C and the as-ob-
tained films were directly transferred into an ageing chamber
under controlled humidity of 75% during one day. The withdrawal
rate was 1.5 mm/s for the F127 solution (film thickness � 100 nm)
and at 0.8 mm/s for the P123 solution (film thickness � 350 nm).

TEM micrographs were taken at an acceleration voltage of
200 kV (Tecnai G2 Twin, FEI) on films scratched off the substrate
and dispersed in ethanol under ultrasound, then deposited on car-
bon-coated copper grids. Ellipsometry measurements were
performed on a UV–visible (from 250 nm to 1000 nm) GES5E Spec-
troscopic Ellipsometer from SOPRALAB, the data analysis was
performed with the WINSE software. The ellipsometer was coupled
with an ellipsometric porosimetry device for atmospheric poroelli-
psometric measurements [12]. This device consists of a chamber
containing the film to analyze. The environment of the film is mod-
ulated by a pulsed air flow with controlled partial pressure of
water. Measurement of the adsorption–desorption hysteresis of
the water into the film porosity allows the determination of the
percentage of porosity and the surface area. A pore size distribu-
tion (PSD) can be calculated from the AEP data.

Rutherford backscattering (RBS) measurements were per-
formed using 1 and 2 MeV 4He ions at a scattering angle of 155�
at normal incidence at the IPNAS-CEA Laboratory of Liège. The
detector resolution was 11 keV FWHM, the energy spread of the
incident beam was about 5 keV FWHM. The measurement was
made in vacuum at a background pressure of about 10�6 mbar.
3. Computer simulation

The additional energy spread induced by porosity was imple-
mented in SIMNRA 6.60 [13] using the results from [8]. This
reference presents the first three moments of the path length dis-
tribution function for randomly distributed, overlapping spherical
pores in three dimensions. The length L of the cubical unit cell is
given by

cV ¼
4p
3

R3

L3 ; ð1Þ

with cV the volume fraction of pores and R the radius of the pores.
All pores are assumed to have identical radius.

SIMNRA approximates the typically skewed energy distribu-
tions by two-piece normal distributions (TPND) (sometimes called
binormal distribution or joined half-Gaussian) f(x) given by

f ðxÞ ¼
A exp � ðx�x0Þ2

2r2
1

� �
if x 6 x0

A exp � ðx�x0Þ2

2r2
2

� �
if x > x0

8><
>: ð2Þ

x0 is the mode of the distribution, r1 and r2 are the standard devi-
ations towards lower and higher values. A is a normalization factor.

The TPND allows to adjust mean value F, variance V and third
central moment M. For not too strongly skewed distributions and
given F, V and M the parameters are obtained from

r1 ¼ �
b
2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2

4
� ab2 þ V

s
ð3Þ

r2 ¼
b
2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2

4
� ab2 þ V

s
ð4Þ

x0 ¼ F �M
V

ð5Þ

with the abbreviations

a ¼ 1� 2
p
� 0:3634 ð6Þ

and

b ¼
ffiffiffiffi
p
2

r
M
V
: ð7Þ

For thick porous layers non-stochastic propagation of straggling due
to the shape of the stopping power plays an important role and has
to be taken into account. If an energy-distributed beam with initial
variance Vi penetrates a layer with thickness Dx, then the variance
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of the energy distribution after the layer is given by [9] (see also
[14]):

Vf ¼
Sf

Si

� �2

Vi þ GDx; ð8Þ

with Si the stopping power at the entrance and Sf the stopping
power at the exit of the layer. G is the porosity-induced variance
of straggling per unit length. Eq. (8) is identical to the case of elec-
tronic energy-loss straggling [9], but with a different G. However,
Eq. (8) is only strictly accurate for infinitesimally small Dx. It gets
more and more inaccurate for larger Dx, because the propagation
of straggling for the second term in Eq. (8) is neglected. Small step
widths Dx therefore increase the accuracy of straggling calculations,
but also increase the computing time. Therefore, a reasonable com-
promise for an automatic determination of the step width Dx has to
be found which balances both accuracy and computing time.

The error DVf of Vf (see Eq. (8)) can be estimated to be

DVf 6
1� Sf

Si

� �2
����

����GDx if jð1� Sf =SiÞ2j > 0:03

0:03 GDx else:

8<
: ð9Þ

The factor 0.03 in the bottom half of Eq. (9) is based on extensive
tests: Using only the upper half of the equation results in unrealis-
tically small error estimates (and too large step widths, if the error
estimate is used for a step width control) in the vicinity of the
stopping power maximum, where Sf � Si on both sides of the
maximum.

The step width Dx for straggling calculations is selected in such
a way, that

DVf

Vf
6 d; ð10Þ

where d is the desired accuracy. SIMNRA uses a default of d = 1%.
The estimated accuracy of all straggling calculations can be
inspected with the program VIEWNRA, which is part of the SIMNRA
package.

As example for the propagation of straggling the straggling
contributions of a 5 MeV proton beam penetration porous carbon
with 30% porosity fraction and different pore diameters is shown
in Fig. 1. At small energy losses the propagation of straggling plays
only a minor role, and the widths of the straggling contributions by
energy-loss straggling and sample porosity increase approximately
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Fig. 1. Energy straggling of 5 MeV protons in carbon with 30% porosity fraction for pore d
beam; solid line: width of the energy spread distributions due to energy-loss stragglin
sample porosity for different pore diameters.
as
ffiffiffi
x
p

, where x is the depth in the sample. At larger energy losses
the widths of the straggling contributions get dominated by non-
stochastic propagation due to the characteristics of the stopping
power, resulting in a steeper increase of the straggling widths.
For small pores with diameters below about 200 nm the energy
spread due to energy-loss straggling plays the dominant role, while
for larger pore diameters the energy spread induced by porosity
becomes the dominant contribution.

The propagation of the straggling asymmetry can be computed
with the methods outlined in [15], using the third moment of the
porosity-induced straggling from [8]. It is noteworthy that for
porosity fractions below about 40 vol.% the skewness of the path
length distribution inside pores is positive. This means for hollow
pores without stopping power, that the energy distributions of
particles slowing-down in a porous layer have a positive skew at
low pore concentrations. This is at least uncommon, because other
energy spread contributions (due to energy-loss straggling or
multiple scattering) always have a negative skewness. At a porosity
volume fraction of about 40% the third central moment gets zero,
so that porosity-induced energy distributions are almost symmet-
rical. At volume fractions above 40% the skewness finally gets
negative.

As already discussed in [8], the path length distributions and
the corresponding energy distributions are strongly non-Gaussian
for small path lengths in the porous layer, i.e. close to the surface
of the porous layer. It requires typically 5–10 traversed pores
before the distribution can be described with sufficient accuracy
by a TPND, and typically more than 20 pores before it can be
approximated by a Gaussian. Moreover, for small path lengths
correlations between incident and exit paths (which are neglected)
play a larger role. The model therefore yields meaningful results
only, if the porous layer exceeds some minimum layer thickness:
The beam should traverse at least about 5 pores. Moreover, the
approximation of the path length distribution by a TPND (or Gauss-
ian) at small path lengths may result in a (typically small) shift of
the high energy edge of an RBS spectrum towards higher energies:
This is due to the steeper increase of the width of the porosity-in-
duced straggling /

ffiffiffi
x
p

, with x the depth inside the porous layer,
than the energy loss, which increases / x: For small values of x
the width of the distribution always exceeds the mean energy loss.
This distortion of the high-energy edge could be only avoided by
using the correct path length distribution function. However,
because this function cannot be convoluted analytically, this would
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require an additional numerical convolution, which is very costly
in terms of computing time. As this does not provide any new
information but only avoids a typically small distortion of the spec-
trum, this is not worth the effort. But it should be kept in mind that
the high-energy edge of a simulated spectrum from a porous layer
should not be interpreted.

The shape of sharp resonances (such as the well known
3.05 MeV resonance for a-particles scattered from 16O) is not
calculated correctly by SIMNRA 6.60, because the necessary dou-
ble-integral from [7] is not implemented.
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Fig. 2. Energy spread contributions for 1 MeV 4He in porous TiO2 (volume fraction
of pores 35%, pore diameter 11 nm), backscattered from 48Ti at a scattering angle of
155�. Energy spread of incident beam 5 keV. Solid line: energy-loss straggling,
including energy spread of incident beam; dashed line: energy spread due to
porosity; dotted line: energy spread due to multiple small-angle scattering; dash-
dotted line: detector resolution; dash-dot-dotted line: all contributions. A mass
density of 2.54 g/cm3 was used for the porous material.
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Fig. 3. RBS spectrum of a porous TiO2 layer on Si, measured with 1 MeV 4He. F127,
wormlike. Dots: experimental data; dashed line: computer simulation using
SIMNRA 6.60 assuming a dense layer without porosity; solid line: simulation
assuming a porous layer with 11 nm pore diameter.
4. Results and discussion

The porosity of the deposited TiO2 films was examined in
[11,12] by transmission electron microscopy (TEM) and by atmo-
spheric poroellipsometry (AEP). The pores were arranged in two
different types of structures, depending on deposition conditions
[11]: Samples deposited under 25% relative humidity (RH) and
directly stabilized at 300 �C show an isotropic, random distribution
of pores, referred to as ‘‘wormlike’’ structure. In this structure
pores and walls are interpenetrated. Films deposited under 25%
RH and aged at 75% RH before stabilization have an oriented
long-range order known as ‘‘gridlike’’ mesostructure. Because the
model from [8] is valid for random distributions of pores, it can
be applied to the ‘‘wormlike’’ structures. Application to the ‘‘grid-
like’’ structures is more problematic due to the oriented, non-ran-
dom arrangement of pores. The ‘‘gridlike’’ structures will be not
treated here.

The pore size distributions were calculated from the AEP data
using a model assuming cylindrical pores closed on one end. The
pore size distributions could be fitted with two Gaussian functions
having mean pore diameters of 6.6 and 7.6 nm. The widths of both
Gaussian distributions were about 2 nm FWHM [12]. However, due
to the somewhat unrealistic model of cylindrical pores these num-
bers should be treated with some care. The pore diameter visible in
the TEM micrographs was in the range 7–10 nm, but it is difficult
to get statistically sound results from the TEM images. Moreover,
the TEM images were obtained from film scratched from the sub-
strates, which may result in distortions. Assuming spherical pore
shapes, the measured porosity fractions and internal surface areas
from [11, Table 2] allow to estimate the pore diameter to be in the
range 9–12 nm.

The different energy spread contributions are shown in Fig. 2 as
a function of TiO2 depth. For layer thicknesses below about 50 nm
the total energy spread is dominated by the finite energy resolution
of the detector, while for layer thicknesses above about 50 nm the
energy spread due to layer porosity gets the main contribution to
the total energy spread: A measurement of the energy spread there-
fore allows to derive information about the porosity.

An experimental RBS spectrum with 1 MeV incident 4He ions is
shown in Fig. 3. The layer thickness from RBS was 1.32 �
1018 atoms/cm2, while ellipsometry gave a thickness of 240 nm.
This yields a density of 5.5 � 1022 atoms/cm3. Assuming that the
anatase matrix material between the pores has the theoretical den-
sity of 8.8 � 1022 atoms/cm3, this gives a porosity fraction of 37.5%:
This is in good agreement with the value measured by poroellips-
ometry of 34.5%.

In general, the width of the pore-induced energy spread
depends on pore volume fraction and pore diameter. However, at
pore volume fractions in the range 30–40% the width of the
pore-induced energy spread gets almost independent of pore vol-
ume fraction [8, Fig. 6], so that a measurement of the energy strag-
gling basically measures the pore diameter. The low-energy edge
of the Ti-peak (in channels 1050–1150) is considerably broader
than the simulation assuming a dense, non-porous and smooth
layer (dashed line in Fig. 3). The experimental data can be simu-
lated assuming a pore diameter of 11 nm (Fig. 3 solid line), which
is in good agreement with the data obtained by AEP and TEM,
keeping the uncertainties of all methods in mind. The RBS-value
for the mean diameter may be slightly too large due to the distri-
bution of pore sizes: This adds an additional variance, which is not
taken into account by the model of equally-sized pores in [8].
5. Conclusions

The first three moments of the path length distribution function
and of the corresponding energy distributions were derived by
Monte-Carlo simulations for spherical pores in three dimensions
[8]. For pore concentrations larger than about 5 vol.% the width
of the pore-induced energy spread is considerably smaller than ex-
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pected from a Poisson distribution for the number of pores in each
volume. The energy spread distributions generally converge only
slowly towards Gaussian distributions due to the initial skewness
of the distributions. The results from [8] were implemented in
the SIMNRA code, version 6.60 and higher. The skewness of the en-
ergy distributions is taken into account by the third central mo-
ment and by an approximation of the energy distributions by
two-piece normal distributions. Propagation of pore-induced en-
ergy spread in thick layers is taken into account in analogy to the
propagation of energy-loss straggling. An automatic step-width
control allows to achieve a defined accuracy of straggling
calculations.

Simulated results were compared to experimental RBS spectra
of porous TiO2 layers with pore volume fractions of 20–40%. Anal-
ysis of the measured RBS spectra gives pore diameters of about
11 nm. This is in reasonable agreement with results obtained by
atmospheric poroellipsometry, transmission electron microscopy
and internal surface area [11,12], which gave pore diameters in
the range 7–12 nm. RBS of thin porous layers therefore offers the
possibility to derive information about the diameter of pores in
these layers.
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