
Contents lists available at ScienceDirect

Nuclear Inst. and Methods in Physics Research B

journal homepage: www.elsevier.com/locate/nimb

Systematic analysis of different experimental approaches to measure
electronic stopping of very slow hydrogen ions
D. Rotha, C.E. Celedona,b,c, D. Goebla, E.A. Sanchezb, B. Brucknera, R. Steinbergerd, J. Guimpelb,
N.R. Aristab, P. Bauera,⁎

a Johannes-Kepler Universität Linz, IEP-AOP, Altenbergerstraße 69, A-4040 Linz, Austria
b Centro Atómico Bariloche and Instituto Balseiro, San Carlos de Bariloche, Argentina
c Laboratorio de Colisiones Atómicas, Departamento de Física, UTFSM, Valparaíso, Chile
d Christian Doppler Laboratory for Microscopic and Spectroscopic Material Characterization, Zentrum für Oberflächen- und Nanoanalytik (ZONA), Johannes-Kepler
Universität Linz, Altenbergerstraße 69, A-4040 Linz, Austria

A R T I C L E I N F O

Keywords:
LEIS
Electronic stopping
Protons
Nickel
Transmission
Backscattering

A B S T R A C T

The electronic stopping cross section (SCS) of Ni for slow H+, H2
+, D+ and D2

+ ions has been investigated for
different types of targets in two complementary experimental geometries, i.e., in transmission and back-
scattering. To warrant sample purity, both a high purity nickel sheet and nanometer Ni layers were prepared in-
situ under ultra-high-vacuum conditions. In an alternative approach, ultra-thin samples were prepared ex-situ as
self-supporting foils and as nanometer films on a polished substrate (silicon). Identical SCS results are obtained
in backscattering using the in-situ prepared film and the high purity sheet. The ex-situ prepared targets con-
tained considerable concentrations of impurities of low atomic numbers, whose contribution to the SCS can be
rectified by applying Bragg’s rule using TRIM stopping for the impurities. In this way for the ex-situ targets the
accuracy of the resulting SCS data is improved considerably. Concordant stopping cross section data are obtained
in both geometries. The achieved accuracy does, however, not permit to spot a possible influence of different
impact parameter regimes explored in transmission and in backscattering geometries.

1. Introduction

Ions propagating in solids are slowed down due to interaction with
both, nuclei and electrons, i.e. by nuclear and electronic stopping, re-
spectively. The mean energy loss per path length is given by the stop-
ping power S=dE/dx. In other words, S is the deceleration force acting
on the ion. When interactions of ions with atoms or molecules are in-
vestigated, the stopping cross section ɛ=S/N is a useful quantity,
where n stands for the atomic or molecular density of the target ma-
terial. Profound understanding of the underlying physical processes as
well as accurate experimental data are required in many different fields,
e.g., space weathering [1], nuclear fusion research [2], and materials
research (ion implantation, ion beam analysis) [3,4].

At high ion velocities v≫ vF (vF denotes the Fermi velocity of the
target electrons), energy dissipation of the projectile is mainly due to
electronic stopping and accurate theoretical models are available [5–9].
At low ion velocities v < vF, electronic stopping is due to interaction
with the valence electrons; also nuclear stopping may contribute con-
siderably to the total energy loss. The presence of the slow ion in the

target material represents a strong perturbation in the states of valence
and conduction electrons. Consequently, any theoretical description of
electronic stopping of slow ions constitutes a complex many-body
problem. Hence, the physics of electronic interactions of slow ions with
solids is still a subject of current research [10–12].

Also from an experimental point of view it is demanding to obtain
accurate stopping data for slow ions: in recent years, SCS acquired by
complementary experimental techniques (transmission and back-
scattering) exhibited rather pronounced differences in some cases (e.g.,
Cu and Ag, [13–15]) while for others concordant results were reported
(e.g., Al and Au, [16,17,13,18]). The observed differences might point
towards a systematic influence of the experimental geometry, due to
different impact parameter selection in transmission and in back-
scattering. This point has recently been discussed thoroughly by Sig-
mund and Schinner [19].

In order to scrutinize what are the possible reasons for the observed
differences between low-energy transmission and backscattering ex-
periments, a cooperation has been started between the Centro Atómico
Bariloche and the Johannes-Kepler-Universität Linz (JKU). In a similar
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cooperation, Mertens et al. showed that around the stopping maximum
consistent stopping data could be obtained by transmission and by
backscattering measurements, when the influence of surface con-
taminations was properly taken into account for the foils used in
transmission measurements [20]. In this study, the electronic stopping
of slow H ions in Ni was chosen as benchmark test. As a transition
metal, Ni is interesting from a physical point of view, but it is also
chemically reactive and therefore provides information on the re-
levance of target impurities of low atomic numbers (low Z impurities,
e.g., carbon, oxygen).

With the aim of achieving accurate electronic stopping cross section
data, systematic errors had to be minimized in target preparation as
well as in energy loss measurements, both in transmission and in
backscattering geometry.

The paper is structured as follows: in Section 2, theoretical models
to describe electronic stopping of slow ions are discussed briefly, fol-
lowed by Section 3, in which simulation programs used in data eva-
luation of transmission and backscattering experiments are presented.
In Section 4, both experimental approaches as well as the techniques
used for sample production and characterization are explained in detail.
The experimental results are presented and discussed in Section 5.

2. Theory

Since at low ion energies, electronic stopping is due to the excitation
of conduction/valence electrons, Ni ([Ar]3d84s2) exhibits an interesting
electronic density of states (DOS), with a high DOS at energies below
the Fermi level, EF [21]. In this velocity regime, it has been shown that
for a Free Electron Gas (FEG) the stopping power is proportional to the
ion velocity, dE/dx=Q·v [22]. The friction coefficient, Q, of an ion of
atomic number Z1 in a FEG has been determined in a nonlinear model
within the Density Functional Theory (DFT) framework [23,24], re-
sulting in Q= ne·me·vF·σtr, with the electronic density ne, and the
transport cross section σtr. This description considers the conduction
electrons of a metal as a FEG with a density-related rs parameter,
rs = (3/4πne)1/3; the Fermi velocity is given by vF= 1.919/rs. It has
been shown empirically that the nonlinear DFT model [23] successfully
describes experimental stopping data for protons at v≤ vF for a wide
range of materials, when effective rs values (deduced from plasmon
energies) are used [25]. For the present work we have employed the
DFT results for Q(rs) from Ref. [26].

3. Simulations

The large scattering cross sections at low ion energies lead to an
increasing probability for multiple scattering and, consequently, to an
increase of nuclear stopping and the path length inside the target, re-
spectively [27]. Therefore, evaluation of data from both, transmission
and backscattering experiments needs to rely on Monte Carlo (MC) si-
mulations which allow for an adequate consideration of multiple scat-
tering and permit to disentangle contributions from nuclear and elec-
tronic stopping, respectively.

Simulations of energy loss spectra acquired in transmission were
performed using a MC code, which was employed already in previous
investigations [28–30]. These simulations include information on sur-
face roughness of the target foil, stopping forces, intrinsic straggling
and a screened scattering potential of Molière type [31], with the aim of
analyzing and explaining the main features of the experimental data.
The screening length is determined from the analysis of multiple-scat-
tering angular distributions, and the electronic stopping force results
from the comparison of the simulations to experimental angular de-
pendent energy loss spectra [28,32].

For the evaluation of backscattering experiments, MC simulations of
energy spectra were performed employing the TRBS code [33], which
permits to simulate multi-layer targets. In the simulations, for the in-
dividual layers electronic stopping (from TRIM85 [34]) and the

strength of the scattering potential (ZBL [34] or Molière [31] screening)
can be optimized, e.g. following Ref. [35]. A proper choice of these
parameters is essential for accurate evaluation of electronic stopping
from energy spectra of backscattered ions [36]. When the stopping
power is evaluated by comparing the backscattering spectra of the
material of interest and of a reference material of similar atomic
number, the scattering potential does not introduce any noticeable
systematic errors [37]. In this contribution, the ZBL potential without a
screening length correction was applied. Details concerning the eva-
luation procedure are explained in the experimental section.

4. Experiment

4.1. Target preparation and characterization

4.1.1. Transmission foils
The self-supported ultra-thin foils used in the transmission experi-

ments were produced ex-situ by sputter deposition of Ni films on cleaved
polished NaCl crystals under high vacuum conditions. After careful dis-
solution of the salt by deionized water at 49 °C, the foils floating on the
surface were transferred to TEM grids. The thickness and the composition
of the films were determined by use of twin samples deposited onto SiO2

and glass, thereby disregarding possible influences of the preparation of
the free-standing foils (incorporation of impurities, oxidation).

The geometrical thickness of the films was measured by low-angle
X-ray reflectometry (XRR), which evaluates the interference pattern to
yield the geometrical thickness of the Ni film; surface contaminations
contribute only little due to the lower sensitivity of XRR to low Z sur-
face impurities. This technique is little sensitive to impurities present in
the bulk of the films. Therefore, a mean geometrical film thickness is
obtained, but the film density due to incorporated impurities has to be
determined independently. The investigated surface area is ∼1 cm2 and
yields information on film roughness. Possible systematic errors may
result from not perfectly plane substrates, too large film roughness, bulk
impurities or misalignment. The statistical uncertainty arises from the
evaluation of peak positions and depends on the number of visible
diffraction orders. Independently, the roughness (including surface
contamination) has been checked by Atomic Force Microscopy (AFM).
Calibration of the AFM by scanning an MCNC step-height reference of
44 nm under the same experimental conditions as in the present mea-
surements permitted to evaluate the geometrical thicknesses of the
films, with an estimated precision of ∼5 to 10% (standard deviation).

Depth profiling by means of X-ray photoelectron spectroscopy (XPS)
during Ar bombardment yielded information on surface and bulk con-
taminations, as well as information on the chemical environment of the
Ni atoms; the results are presented in Section 5.

4.1.2. Backscattering films
For the backscattering experiments three types of Ni samples were

used. First, a set of ultra-thin Ni films was deposited ex-situ by e-beam
evaporation on Si under high vacuum conditions. Second, ultra-thin Ni
films were deposited in-situ on B/Si using an Omicron EFM-3T eva-
poration system in ultra-high vacuum (UHV). Note that during eva-
poration the pressure in the vacuum chamber never exceeded
∼2×10−10 mbar (accomplished by use of a 99.99% Ni rod as eva-
poration material and two LN2 cold traps, respectively). Third, a high
purity Ni sheet1 was mechanically polished, cleaned in isopropanol in
an ultrasonic bath, and sputter-cleaned by 3 keV Ar+ ions in the UHV
setup. Purity of the in-situ Ni films, the Ni sheet and a reference sample
(Cu) was checked by Auger Electron Spectroscopy (AES), the ex-situ Ni
films were analyzed by XPS at ZONA (JKU); the XPS results are pre-
sented in Section 5.

1 According to time-of-flight Elastic Recoil Detection (TOF-ERD), performed
at Uppsala University, the amount of all bulk impurities was< 1%.
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For determination of the film thicknesses in terms of Ni atoms per
unit area (areal density), Rutherford Backscattering Spectrometry (RBS)
measurements were performed. The RBS analysis averages over an area
smaller than ∼1mm2. The areal densities are determined by comparing
the peak areas of Ni to that of a gold reference sample of known areal
density, when recorded for the same primary charge. In RBS, neither
light surface nor bulk contaminations have any influence on the re-
sulting areal densities. Uncertainties in the stopping power of the re-
ference sample may introduce a systematic error of± 3% in the film
thickness. Statistical uncertainties are due to fluctuations of the primary
beam current and due to counting statistics. From the RBS areal den-
sities, the thicknesses of the Ni films were determined by use of the Ni
atomic density to 13.9 nm ± 0.4 nm, 14 nm ± 0.3 nm, and
12.8 nm ± 0.5 nm for the ex-situ films; for the in-situ films thicknesses
of 9.1 nm ± 0.3 nm, 8.3 nm ± 0.2 nm, and 6.5 nm ± 0.3 nm were
obtained. Note that these uncertainties correspond to the statistical
errors only.

4.2. Stopping measurements

4.2.1. Energy spectra in transmission
The ion beams were produced by a Colutron hot-cathode ion source

[38]. A mass selected and focused ion beam entered a high vacuum col-
lision chamber after deflection by 18° to remove the neutral particles from
the beam. After transmission through the Ni foil, the energy spectra (en-
ergy loss distributions) of positively charged projectiles were measured
using a 127° electrostatic cylindrical energy analyzer with an energy and
angular resolution of 2% (FWHM) and 1.8°, respectively. The acquired
energy spectra were corrected for the transmission function of the ana-
lyzer, the efficiency of the electron multiplier (ETP AEM 1000), and the
dependence of the ion fraction on the outgoing projectile energy [32].

Information on electronic stopping is deduced from the energy
spectra of particles that impinge under normal incidence and are
transmitted in a direction close to perpendicular exit (zero exit angle).
The energy lost by a projectile is evaluated as the difference between
the incident energy E0 and the most probable exit energy, Ep, obtained
from the corrected spectrum of the transmitted particles. The stopping
power can be directly obtained by dividing the energy loss (E0− Ep) by
the foil thickness, and the SCS by dividing the stopping power by the
atomic target density. Compared to stopping power measurements in
backscattering, one may expect the energy loss measurement in trans-
mission geometry to explore larger impact parameters [19], since in
transmission the contributions to the energy loss due to the elastic
collisions with target nuclei and due to the path enlargement produced
by multiple scattering events are minimized.

In Fig. 1, energy spectra are shown for a direct beam of 3.5 keV D+,
and after transmission through a 15 nm self-supported Ni film, respec-
tively. The primary ion energy and the most probable projectile energy
after transmission are indicated with labels E0 and Ep, respectively. Also
shown are the results of corresponding MC-simulations. For the inter-
action potential the screening length was adjusted to reproduce the
normalized angular distributions. Excellent agreement between ex-
periment and simulation is achieved after proper choice of simulation
parameters (compare Section 3).

In Fig. 2a, the relative transmitted intensity, FMS(θ)/FMS(θ=0°), is
shown as a function of the exit angle θ, for 9 keV H+ ions. Multiple-
scattering functions [39] are depicted as obtained for ZBL, Molière and
Thomas-Fermi potentials with screening lengths of 0.9aZBL, 0.8aL and
0.84aTF, respectively [40,41] (solid lines). Here, aL denotes the Lindhard
screening length [42]. Experiment and simulations agree very well. For
the MC simulations within this manuscript, the Molière potential was
used. In a next step, the foil properties were characterized by means of
MC simulations of the angular dependence of the energy loss spectra. In
Fig. 2b we present the difference between the energy loss values ΔE(θ)
and ΔE(θ=0°), as a function of the exit angle. These results were ana-
lyzed by using the three-component model proposed in Ref. [43],

similarly as for other samples [28,32]. This model permits to separate the
contributions to the energy loss from (i) path-length enlargement (dash-
dotted line), (ii) elastic energy loss (dash-dot-dotted line), and (iii) foil
roughness (dashed line). As a result, the angular dependence of the en-
ergy loss is dominated by path-length enlargement and foil roughness,
whereas the elastic contribution is found to be small. In the MC simu-
lations, 9% foil roughness was used, in close agreement to the values
obtained by XRR (8%) and AFM measurements (10%). As shown in
Fig. 2b, both the MC simulations and the three-component model yield
very good agreement with the experiment. From the MC simulations a
ratio of nuclear to electronic energy loss is obtained, which for protons
emerging at zero scattering angle results in 0.5% to 2%, depending on
energy: the lower the energy, the larger is the contribution of nuclear
stopping. For deuterons, nuclear energy losses contribute nearly twice as
much as for protons of the same energy.

4.2.2. Energy spectra in backscattering
The backscattering measurements were performed employing the

UHV time-of-flight low energy ion scattering (TOF-LEIS) setup ACOLI-
SSA [44]. TOF-LEIS spectra were recorded by use of hydrogen
and deuterium ion beams (monomers and dimers) in the range of
0.33 keV/u–10 keV/u (scattering angle θ=129°) and were converted
to energy spectra following standard procedures. The electronic SCS
data of Ni, εNi, are evaluated following two different experimental ap-
proaches: first, for nanometer films εNi are determined from the widths
of the peaks due to scattering from Ni. The electronic SCS values of Ni
are obtained by use of TRBS simulations, in which the film areal den-
sities as determined by RBS are used and εNi is optimized as the only
free parameter to reproduce the shape of the experimental spectrum. In
Fig. 3, experimental and simulated spectra of 6 keV D2

+ scattered from
an 8.3 nm Ni film on B/Si are shown as a function of energy. Excellent
agreement between experiment and simulation is achieved for proper
choice of εNi (referred to in Fig. 3 as εbest). Note that the simulated
spectrum has been convoluted with a Gaussian to account for experi-
mental resolution. In order to show the sensitivity of this procedure,
additional simulations are displayed where εbest was varied by±10%.
A variation of the film thickness.

Second, εNi is deduced from energy spectra recorded for the same
primary charge for projectiles backscattered from the Ni sheet and from
a reference sample of known SCS, εref (Cu). In this approach, εNi is

Fig. 1. Energy spectra of a 3.5 keV D+ direct ion beam (red open circles) and of
ions transmitted through a 15 nm self-supported Ni foil (black open squares).
The blue solid line corresponds to the Monte Carlo (MC) simulation of the
transmitted particles. E0 and Ep indicate the primary ion energy and the most
probable energy after transmission, respectively. (For interpretation of the re-
ferences to colour in this figure legend, the reader is referred to the web version
of this article.)
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deduced from the ratio of the spectrum heights NNi/Nref, since NNi/Nref

comprises information on [ε]ref/[ε]Ni (p. 47 in [45]); the electronic
stopping cross section factor [ε] takes into account electronic stopping
on the way in and on the way out (p. 46 in [45]). In order to evaluate
εNi, the experimental ratios NNi/Nref are compared to the results from
corresponding TRBS simulations at energies close to the kinematic
onset, where the shapes of the experimental spectra are perfectly re-
produced by the simulations [37]. In the simulations, εref is known [13]
and εNi is the only parameter to be optimized. Experimental spectra of
7 keV D2

+ ions scattered from Cu (reference) and Ni as well as the
experimental and simulated height ratios are shown in Fig. 4a and b,
respectively. Dashed lines represent the energy window used in the
evaluation. After convergence of the evaluation procedure (εbest), si-
mulation and experiment agree within 3%; two additional simulations,
for which εbest was varied by±20%, demonstrate how the height ratio
is related to a variation of the SCS of Ni. In the evaluation of the
spectrum heights, the evaluation interval is restricted to energies above
half the primary energy, since at too low energies typical trajectories
are almost entirely dominated by multiple scattering, i.e., by large
impact parameter collisions, for which none of the screened potentials
is sufficiently accurate. Whenever both approaches are applied to de-
termine electronic stopping in backscattering geometry (evaluation of
spectrum widths and spectrum heights, respectively), concordant re-
sults are obtained within experimental uncertainties, giving confidence
in the evaluation methods.

5. Results and discussion

5.1. Target properties

When thin films are used to determine electronic stopping of slow
ions in transmission and backscattering experiments, film thicknesses

Fig.2. (a) Normalized angular distribution of 9 keV H+ transmitted through a
15 nm Ni foil. The lines show the multiple-scattering distribution calculated
using different potentials (ZBL, Molière and Thomas-Fermi). The blue step line
is the result of the MC simulations. (b) Angular dependence of the energy loss
referred to the energy loss in the forward direction (θ=0°). The dashed line
shows the effects of foil roughness, the dash-dotted the contribution of path-
length enlargement, and the dash-dot-dotted the contribution of the elastic
scattering obtained from the three-component model [43]. The result of the MC
simulation is presented in blue. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)

Fig. 3. Experimental TOF-LEIS backscattering spectra of 6 keV D2
+ ions mea-

sured on Ni deposited on B/Si substrates. Also shown the results of TRBS si-
mulations: as a solid line—spectrum with optimized Ni SCS
εbest = 3.87×10−15 eV cm2/atom, as dash-dotted and dashed lines—spectra
for εbest ± 10%.

Fig. 4. (a) Experimental TOF-LEIS backscattering spectra of 7 keV D2
+ ions

measured on Cu and Ni samples. (b) Evaluation interval of the spectrum ratio
Cu/Ni. Also shown are the results of TRBS simulations: as a red line—spectrum
with optimized SCS of Ni εbest = 4.78× 10−15 eV cm2/atom; as green dash-
dotted and blue dashed lines—spectra for εbest ± 20%. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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have to be small (ultra-thin films with thicknesses< 20 nm). Therefore,
properties such as surface purity, composition and roughness are im-
portant for stopping measurements. In transmission, film roughness can
be estimated from the angular dependence of the energy loss (compare
Section 4.2.1); in backscattering, information on film roughness can be
deduced when the low energy edge in the energy spectrum is blurred
(compared to the corresponding TRBS simulation). Note that in the
present experiments the evaluation of energy spectra obtained for
nanometer films did not reveal significant variations of the film thick-
ness (compare Fig. 3). In the following, we want to discuss how surface
and bulk contaminations affect the evaluation of the SCS in both ex-
perimental approaches.

When surface and bulk impurities are present in the self-supporting
foils used in transmission measurements, ΔE as well as Δx must be
corrected properly to extract the stopping power of the material of in-
terest.

In backscattering measurements using thin metal films, the SCS is
deduced from the width of the spectrum, ΔERBS, and the areal density
obtained by RBS, nmetalΔx, via ΔERBS= [ε]·nmetalΔx [45]. Low Z im-
purities in the thin film will increase the stopping power and lead to an
increase of the spectrum width, while nmetalΔx does not change. Con-
sequently, evaluation of backscattering spectra obtained with thin
metal films containing impurities will yield too high SCS values. The
same is true for evaluation of the spectrum heights, since the presence
of low Z impurities leads to a decrease of the plateau heights for the
metal spectra [45].

In Fig. 5a, energy spectra of two ex-situ Ni films prepared in Linz are
shown; the spectra were recorded using 8 keV D2

+ ions for the same
primary charge. Note that the plateau heights of both spectra do not
coincide – in contrast to what one would expect for two films of the
same material. Furthermore, the narrower spectrum corresponds to the
film with larger thickness according to RBS. These observations are
explained by a difference in the SCS of both films due to different
concentrations of light impurities. According to XPS, all Ni films pre-
pared ex-situ for this study contain a considerable amount of low Z

impurities, mainly carbon, oxygen and, to a lesser extent, nitrogen. The
concentrations of Ni atoms range from 75% to 86%, depending on
vacuum conditions. Even if XPS is only semi-quantitative and not sen-
sitive to hydrogen, its main advantage is that it provides information on
the chemical state of the atomic species in the sample. The XPS analysis
of our targets revealed only metallic nickel. The presence of impurities
in Ni films when prepared ex-situ in high-vacuum setups may be gen-
eralized, since any reactive metal film, when prepared in a similar way,
will be prone to incorporation of low Z impurities. So, careful char-
acterization of the film contamination (H, C, N, O) is mandatory prior to
any stopping measurements on reactive materials.

Energy spectra of two ultra-thin Ni films (6.5 nm and 8.3 nm),
prepared in-situ in UHV, and of a thick high purity Ni sheet after surface
cleaning are shown in Fig. 5b (using 8 keV D2

+ and data acquisition for
the same primary charge). In contrast to Fig. 5a, the plateau heights of
all three spectra coincide within 5% at energies close to the high energy
onset, and the widths of the spectra reflect the thicknesses as de-
termined by RBS. Consistently, AES measurements did not indicate any
impurities. From these findings, we conclude that these Ni films pre-
pared in-situ under UHV conditions are sufficiently pure so that the
stopping power measurements are not affected by target impurities.
Note that a possible hydrogen content in the samples cannot be ex-
cluded a priori. For the Ni sheet, the hydrogen content is limited
to< 1% (atomic concentration) as deduced from TOF-ERD measure-
ments. Obviously, also in the in-situ prepared nm-film the hydrogen
content is sufficiently low so that it does not influence the results no-
ticeably.

5.2. Electronic stopping in transmission and backscattering

In Fig. 6, the electronic stopping cross sections of Ni for H+ and D+

ions obtained by transmission measurements in Bariloche (BRC) and by
backscattering experiments in Linz (LNZ), respectively, are displayed as
function of the ion velocity in atomic units v/v0, where v0 denotes the
Bohr velocity v0= c/137. Data obtained by use of ex-situ films in
transmission and backscattering experiments coincide within experi-
mental uncertainty. Note that this coincidence is just fortuitous, since
cross check RBS and TOF-LEIS experiments on samples prepared in
Bariloche and transmission measurements using foils produced in Linz
did not yield concordant results. Backscattering measurements per-
formed in UHV using in-situ prepared ultra-thin Ni films and thick high-
purity Ni sheets yield concordant SCS data within experimental

Fig. 5. (a) Experimental TOF-LEIS backscattering spectra of 8 keV D2
+ ions

measured on ex-situ prepared Ni films deposited on Si. (b) Experimental TOF-
LEIS backscattering spectra of 8 keV D2

+ ions measured on in-situ prepared Ni
films of different thickness deposited on B/Si substrates. The reference corre-
sponds to a clean Ni sheet.

Fig. 6. Electronic stopping cross section of H+ and D+ ions in Ni as a function
of the ion velocity. Open symbols: experimental results from samples prepared
ex-situ. Full and half-full symbols: experimental results from samples prepared
in-situ under ultra-high-vacuum conditions.
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uncertainties (standard deviation:± 7% and ± 10% for velocities
v < 0.2 a.u., respectively). These results are lower by ∼15% than
those obtained by use of ex-situ prepared samples.

One may try to correct the SCS data deduced from measurements
employing the ex-situ samples for contributions of bulk impurities (C,
O) following Bragg’s rule [46]:

In case of transmission experiments, the stopping power of Ni can be
obtained by computing SNi= [ΔEtotal − SC·ΔxC− SO·ΔxO]/ΔxNi; where
ΔEtotal is the energy loss measured for the contaminated foil. The
stopping power values for carbon (SC) and oxygen (SO) are from TRIM
tables [34]. The effective foil thickness is measured by XRR, resulting in
15 nm ± 10% (standard deviation), and independently by AFM, re-
sulting in 19 nm ± 10%. The relative concentrations in bulk and sur-
face of the components are obtained from the XPS depth profiles. As a
result, the “15 nm foil” consists of impurity rich surface layers (thick-
ness ∼2 nm, atomic concentrations 25% Ni, 55% C, and 20% O), with a
Ni rich layer inbetween (thickness 15 ± 1 nm, atomic concentrations
75% Ni, 5% O, and 20% C). Thus, the seeming discrepancy between the
thickness values measured by the XRR and by AFM is resolved.

From the concentration profiles obtained by XPS, effective thick-
nesses of ΔxNi= 11.25 nm, ΔxC= 6 nm, and ΔxO=1.75 nm are de-
duced.

For backscattering measurements, the SCS of Ni can be extracted
from the experimentally deduced SCS, εexpt, via
εexpt⋅NexptΔx= εNi⋅NNiΔx + εO⋅NOΔx + εC⋅NCΔx. In the RBS thickness
evaluation only the Ni atoms are considered, i.e.,
εexpt⋅NexptΔx= εexpt⋅NNiΔx. Thus, the SCS of Ni can be obtained by a
correction of the experimental results via εNi= εexpt− εO cO− εC cC,
where cO=NO/NNi and cC=NC/NNi are relative atomic concentrations
as deduced by XPS. Note that this procedure represents a simplified
version of Bragg’s Rule, since it does not consider any hydrogen im-
purities and it ignores the contribution of the impurities to multiple
scattering. A recent study showed that latter assumption is sufficiently
correct for protons [47]. Similarly, as for the data obtained in trans-
mission, values for the SCS of oxygen and carbon, εO and εC, are taken
from TRIM [34]. According to XPS, the relative impurity concentrations
for O and C in the ex-situ sample, from which the results shown in Fig. 6
were obtained, result in cO= 0.114 and cC= 0.023, respectively,
equivalent to atomic concentrations of 88% Ni, 10% C and 2% O.

In Fig. 7, we present the velocity dependent electronic stopping
cross section of Ni for hydrogen ions (H+, H2

+, D+ and D2
+) em-

ploying in-situ prepared Ni samples (backscattering), and targets pro-
duced ex-situ (transmission and backscattering), for which the SCS data
have been corrected for the presence of low Z contaminations. In
backscattering, the impurity correction of the data for the ex-situ
samples leads to perfect agreement with the results for the in-situ tar-
gets. For the data measured in transmission, the impurity correction
reduces the discrepancy considerably, so that the final transmission
data exceed the results from backscattering by less than ∼10%.

From the discussion of the possible systematic errors in thickness
and composition of the targets used, we are convinced that the in-situ
prepared targets (Ni sheet and nm-film) are the most appropriate
samples for SCS measurements. The fact that not for all ex-situ targets
the corrected SCS data coincide with the in-situ data can be explained
by possible inherent uncertainties in the XPS results and the char-
acterization of the foils used. The fact that the corrected backscattering
data agree well with the data for the high purity samples means that
either both impurity concentrations and TRIM stopping are correct or
their systematic errors compensate.

Also shown are experimental SCS data from literature (Möller et al.
[48] and Arkhipov et al. [49]) and the SCS values of SRIM-2013 [50]
(black dash-dotted line), respectively. The data of Möller et al. are
higher than the in-situ measurements (e.g., at v=0.35 a.u. about 10%)
and coincide with the corrected results obtained for ex-situ samples in
transmission geometry, whereas the data of Arkhipov et al. exhibit
considerably higher SCS values (by ∼50% w.r.t. in-situ results at

v=0.35 a.u.). For obvious reasons, the SRIM data cannot be expected
to be more precise than the underlying experimental data. Thus, the
fact that the SRIM data are too high may be a consequence of the
presence of impurities in the targets used in previous experiments and
demonstrates the importance of target characterization in stopping
measurements.

The SCS of Ni is proportional to the ion velocity, similarly as for a
FEG material (e.g., Al [16,17]). Furthermore, the slope of the experi-
mental in-situ SCS data is described perfectly by the DFT-model [26] for
rs,eff= 1.8 (corresponding to the plasmon energy ħωp,Ni= 19.5 eV
[51]), similarly as observed for Pt [14].

Finally, we want to address the point of possibly different impact
parameter regimes being relevant in experiments performed in trans-
mission and in backscattering geometry. In the single scattering regime,
i.e., at high ion energies, in both experimental geometries only distant
collisions contribute to electronic stopping along the trajectories. In
backscattering there will be only one close collision with enhanced
electronic losses, by which the backscattering spectrum will be dis-
placed. In contrast, at very low ion energies multiple scattering will
lead to a broadening of the impact parameter spectrum, but different in
transmission and in backscattering geometry [27]. In transmission,
smaller electronic stopping is expected due to less contribution from
collisions at smaller impact parameters (higher electron densities). In
contrast, the final data obtained in transmission geometry exhibit SCS
that are higher than those obtained in backscattering (see Fig. 7). The
reason for this observation most probably is related to the quantifica-
tion of impurities, which is not accurate enough to allow for a con-
clusion concerning a possibly different impact parameter selection in
transmission and in backscattering experiments at the very low proton
velocities considered here.

6. Conclusions

We determined the electronic stopping cross section of Ni for hy-
drogen ions (H+, H2

+, D+ and D2
+) ions in transmission and back-

scattering experiments using samples prepared in different experi-
mental setups: foils and films produced ex-situ in high-vacuum
chambers, a Ni sheet and nm-films prepared in-situ in a UHV chamber.

Fig. 7. Electronic stopping cross section of H+, H2
+, D+ and D2

+ ions in Ni as a
function of the ion velocity. Open symbols and half-full symbols: corrected
values of the experimental results obtained from samples prepared ex-situ. Full
symbols: resulting SCS from samples prepared in-situ under ultra-high-vacuum
conditions. Crossed symbols: SCS data from literature [48,49]. Black dash-
dotted line: SCS of Ni from SRIM-2013 [50]. Dashed green line indicates DFT
result [26] for a FEG of effective density rs,eff= 1.8 (corresponding to the ex-
perimental plasmon energy [51]).
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The ex-situ prepared samples exhibit systematically higher SCS with
respect to the in-situ prepared ones. This difference was attributed to
contaminations in the ex-situ prepared samples. In the present experi-
ments, the discrepancy was lower than 15%, even for 20% to 30% of
low Z impurities. When corrected for impurities by Bragg’s Rule, the
difference between ex-situ and in-situ data is reduced to<10%.
Inaccuracies in the target characterization, i.e., thickness, impurity
concentrations and accuracy of the TRIM data, may be responsible for
this remaining discrepancy. Therefore, highest precision is expected for
reactive target materials when sample preparation is carried out in-situ.
If the experimental setups do not allow in-situ sample preparation
under UHV conditions, a thorough characterization of ultra-thin foils
and films has to be performed to minimize systematic errors.
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