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A B S T R A C T

The influence of fuzz-like tungsten surface structures on the shape of helium energy spectra recoiled by an
incident 10MeV 16O beam was investigated by computer simulations using the program STRUCTNRA and a
phenomenological two-dimensional tungsten fuzz model. The model describes fuzz by a random distribution of
inclined rectangular filaments containing tungsten and 1 at% helium. The mean width of the filaments was
varied from 10 to 100 nm and the mean filament height was varied from 10 to 1500 nm while keeping the total
amount of material constant. The shapes of the helium recoil energy spectra are modified by the fuzz, the
deviations from the spectrum of a smooth sample increase with increasing filament widths and heights. The total
numbers of detected helium recoils remain surprisingly independent of the filament widths and heights. A
surrogate smooth sample with depth profile yielding a recoil energy spectrum identical to a fuzzy sample can be
always found. The total amount of He can be derived robustly using the surrogate sample.

1. Introduction

Tungsten is foreseen as armor material for divertor plasma facing
components in the ITER fusion experiment due to its very high melting
point, high thermal conductivity, high threshold energy for physical
sputtering and corresponding low sputtering yields, and low tritium
retention. Helium is created as product of D–T fusion reactions during
the nuclear deuterium–tritium (DT) operational phase of ITER, but al-
ready during the helium operational phase, which is currently foreseen
after the protium (HH) and before the deuterium (DD) and deuter-
ium–tritium (DT) operational phases, the divertor will be subject to
high fluxes of incident helium ions with energies from a few eV to a few
ten eV. Divertor surface temperatures can be above 1000 K. Under these
conditions the formation of highly irregular surface structures has been
observed, which can consist of pits, holes, bubbles or grass-like struc-
tures on the nano- or microscale [1–13]. These surface structures are
usually called tungsten fuzz [5].
Fuzz is very undesirable in fusion devices as it degrades tungsten

properties by reducing its thermal conductivity and yielding a potential
source of high-Z dust impurities. Several models for the mechanisms of
tungsten fuzz growth have been proposed [4,14–17], but currently
there exists no general theoretical agreement on the growth mechan-
isms.
One key property of tungsten fuzz is its helium content. The

experimental determination of the helium concentration in tungsten
fuzz is challenging due to the extremely rough surface structures.
Gasparyan et al. used thermal desorption spectroscopy (TDS) for de-
termining the total amount of retained helium [11]. TDS requires very
high temperatures above 2000 K, is destructive, and provides only in-
formation about the total amount of helium retained in the sample but
does not provide information about the helium concentration in the
fuzz or its distribution with depth. Woller et al. used elastic recoil de-
tection analysis (ERDA) for dynamic measurements of the helium
concentration in growing tungsten fuzz using incident oxygen ions
[8,9]. Doerner et al. added 3He to the incident helium plasma and used
nuclear reaction analysis (NRA) employing the 3He(D,p) reaction for
quantitative measurements of the retained 3He concentration [18,13].
It is well known that ion beam analysis (IBA) methods like ERDA

and NRA are quantitative methods for depth profiling of elements—at
least for smooth samples. However, surface roughness can be especially
a problem for ERDA, where it has been shown that already moderate
surface roughnesses can modify the shape of spectra significantly
[19–21]. Simulation methods allowing to quantify IBA measurements
on samples with moderate roughness have been developed [22].
However, for samples with such extreme roughnesses like tungsten fuzz
it remains unclear how accurately IBA measurements of these samples
can be quantified.
In this work we investigate the influence of tungsten fuzz on the
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shape of ERDA energy spectra by computer simulations using a sim-
plified two-dimensional fuzz model.

2. Computer simulations

2.1. Phenomenological tungsten fuzz model

Scanning or transmission electron micrographs (SEM or TEM) of
tungsten fuzz revealed a highly complex structure. The fuzz often
consists of individual filaments with irregular shapes and substructures
like arches, drops, bends or junctions (see for example [[7] Fig. 1]). The
details of this microstructure depend on exposure temperature, incident
helium flux and fluence. An accurate description of this microstructure
is hardly possible and would require knowledge of the corresponding
probability distribution functions (for example of filament width or
height), which are not available in the literature.
We therefore use a simplified two-dimensional phenomenological

model of tungsten fuzz which reflects the basic microstructure of fuzz. It
allows easy and fast creation of fuzzy surface structures and can be used
for further simulations. Each filament of the fuzz is approximated by a
rectangle. Heights H and widths W of the rectangles are randomly
distributed following -distributions with mean value and standard
deviation. The starting points of the filaments are randomly distributed
in horizontal direction following a uniform distribution with periodic
boundary conditions. Each filament is randomly inclined with respect
to the surface normal, the inclination angle follows a cosine distribu-
tion. Filaments are allowed to intersect. Pixels are assumed to be
quadratic with a pixel size of ×5 5 nm2, each pixel corresponds to

×1.58 1010 atoms/cm (see Section 2.2).1 The image size was always
20480 nm (4096 px) in horizontal direction and between 500 and
4500 nm in vertical direction depending on the heights of the filaments.
For short filaments with heights 100 nm an additional pedestal, i.e. a
smooth rectangle of material was added in order to obtain an identical
number of black pixels as in the case of a smooth sample. See Table 1
for the mean values of H andW, their standard deviations, the heights B
of the pedestal and the number N of fuzz filaments for all cases.
An additional lower bulk block with a thickness of 75 nm could be

added. Examples of simulated tungsten fuzz including the lower block
are shown in Figs. 1 and 2. In order to study statistical fluctuations
between 5 and 30 different images were created for each combination
of mean filament width and height.
The smooth sample had a size of ×195 20480 nm2

( × =39 4096 159744 black pixels) without lower bulk block and
×270 20480 nm2 ( × =54 4096 221184 black pixels) with lower bulk

block. The number of black pixels (black pixel count, BPC) in each
generated fuzz image is randomly distributed due to the random dis-
tribution of filament heights, widths and intersections between fila-
ments. Because the BPC is proportional to the total amount of material
(i.e. the total number of atoms/cm) in the sample, fluctuations of the
BPC would result in fluctuations of the simulated ERDA spectra due to
fluctuations of the number of atoms/cm. In order to obtain images with
identical BPC’s only images with a deviation of the BPC below 1% from
the smooth sample were used for further simulations2. For small fila-
ment heights the BPC fluctuations were typically below 0.5%. In the
cases with 75 nm thick lower block the fluctuations were smaller due to
the additional constant amount of material and fluctuations of the BPC
were generally below 0.6% and mostly below 0.3% for small filament
heights.

2.2. Simulation of ERDA spectra

ERDA spectra from the generated tungsten fuzz images, see Section
2.1, were simulated using the program STRUCTNRA 2.9 [23,24] using
SIMNRA 7.02 [25] as simulation kernel. The composition of black
pixels was assumed to be 99 at% W and 1 at% He with a mass density of
g/cm3, white pixels were assumed to be void. The simulated experi-
mental setup used an incident beam of 10MeV 16O ions at an incident
angle of 75° to the surface normal, a recoil angle of 30° and an exit
angle of 75°. The recoil cross-sections for 3He and 4He were assumed to
be Rutherford, forward scattered 16O ions were not calculated for the
sake of minimizing computing time. A stopper foil was not employed,
i.e., the calculated recoil spectra are at the sample surface. An in-
finitesimally small detector (without geometrical energy spread) with
an energy resolution of 15 keV was assumed. SRIM 2013 stopping
powers were used [26], and the multiple-scattering option of SIMNRA
was switched on.
Each pixel of the tungsten fuzz images was split into ×3 3 sub-pixels

in STRUCTNRA for avoiding oscillations in the simulated spectra, only
for very large images the number of sub-pixels was set to ×2 2 for re-
ducing computing time. The computing time also increases linearly
with the number of incident trajectories: The number of incident tra-
jectories therefore should be kept as small as necessary. In order to
determine the necessary number of incident trajectories two images
with mean filament width 25 nm, mean filament height 500 nm and
with mean filament width 100 nm, mean filament height 500 nm were
simulated with 25, 50, 80, 100, 200, 300, 400, 500, 600, 900 and 1200
incident trajectories. Already the spectra simulated with 200 trajec-
tories were very close to the most accurate simulation with 1200 tra-
jectories. Therefore 300 incident trajectories were used for all single
images in order to get a reasonable compromise between accuracy and
computing time. Between 5 and 30 different images were selected for
simulation of the ERDA spectrum for each combination of mean fila-
ment width and height, all of which had identical BPC (see Section 2.1).
STRUCTNRA 2.9 is optimized for parallel processing and uses

multiple SIMNRA threads. The simulations in this work were performed
using typically 32 SIMNRA threads in parallel.

3. Results

Simulated He recoil spectra for 10MeV incident 16O ions from three
different images created from the same set of parameters (mean fila-
ment width 25 nm, mean filament height 500 nm, no lower block) are
shown in Fig. 3 left. A typical example for simulated fuzz with these
parameters (but with lower block) is shown in Fig. 1 middle. Despite
the large image width of more than 20µm spectra from different images
show some variation, both with respect to the shape of the spectra and
to the total integrated number of recoil counts. The average spectrum
from 10 different images (solid black line in Fig. 3 left), corresponding
to an image width of more than 200µm and 3000 incident trajectories,
is smooth and shows only very little variation when additional images
are added.
A more extreme example of the variability of spectra is shown in

Fig. 3 right for a mean filament width of 100 nm and a mean filament
height of 1500 nm without lower block, a typical example for simulated
fuzz with these parameters (but with lower block) is shown in Fig. 2
bottom. The smaller number of fuzz filaments results in larger fluc-
tuations of spectra from different images, and spectra from about 20
images had to be averaged in order to obtain a stable average spectrum.
Simulated He recoil spectra for 10MeV incident 16O ions are shown

in Fig. 4 for mean filament widths from 25 to 100 nm and mean fila-
ments heights up to 1500 nm, without lower block. Between 6 and 29
spectra from individual images were averaged in order to obtain suf-
ficiently smooth spectra without too large fluctuations. Incident energy
and material thickness were selected such that all recoiled He ions
reach the detector, i.e., there are no particles lost by getting stuck in the

1 Note that the unit atoms/cm2 corresponds to a length, while atoms/cm
corresponds to an area.
2 Except for very large widths and heights, where scarce deviations up to 3%

could not be avoided in some cases.

M. Mayer and S. Lederer Nuclear Inst. and Methods in Physics Research B 453 (2019) 67–74

68



sample structure. With increasing mean filament widths and/or heights
the low-energy edge of the He recoil spectra at about 2500 keV gets
wider: This is caused by a widening of the distribution of path lengths
inside the material. The high energy edge of the He recoil spectra at
around 4800 keV bevels with increasing mean filament widths and/or
heights. Additionally a small peak develops close to the surface at about
4600 keV: This is due to He ions recoiling through one filament. The
energy spectrum from about 3500 keV to about 4500 keV shows only
very small changes for the investigated range of filament widths and
heights and is almost identical to the spectrum from a smooth sample
(solid black line in Fig. 4).
Due to the stochastic nature of the created images the BPC and

consequently the total amount of He (measured in atoms/cm) in the
simulated samples varies from image to image even for identical input
parameters for mean filament width and height. In order to avoid
fluctuations due to varying BPC only images with identical BPC, see
Section 2.1, were selected for simulations. But even for identical BPC
and hence identical amounts of He atoms/cm in the sample the calcu-
lated number of He recoils fluctuates from image to image. This is due

Fig. 1. Typical simulated fuzz images with additional 75 nm lower block for different mean filament heights H. Image width 20480 nm, mean filament width 25 nm.
See Table 1 for all fuzz parameters.

Table 1
Bulk height B (in nm) and number of fuzz filaments N for different filament
widths W and filament heights H.W and H were -distributed with mean value
and standard deviation (both in nm) given in the table. See Figs. 1 and 2 for
typical fuzz images.

H W

±10 5 ±25 10 ±50 15 ±100 25

B N B N B N B N

Smooth 195 0 195 0 195 0 195 0
±10 5 190 4000 180 9000 170 7000 150 7000

±25 10 170 9000 160 8500 155 7200 140 5300
±50 20 145 7500 125 7500 115 7100 105 5300
±75 30 120 7000 90 7500 75 7100 65 4800
±100 40 100 6000 50 7500 35 6600 30 3800
±200 80 25 4500 0 1800 0 900 0 430

±300 120 0 2800 0 880 0 420 0 210
±500 200 0 1400 0 430 0 205 0 100
±1000 400 0 620 0 195 0 90 0 45
±1500 600 0 400 0 125 0 60 0 29

Fig. 2. Like Fig. 1, but with mean filament width 100 nm.
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to fluctuations of the path length of incident ions inside the material
and the increase of the recoil cross-section with decreasing energy:
Longer incident path lengths inside material result in an increased en-
ergy loss of incident ions and a corresponding increase of the integrated
recoil cross-section. Because the samples are thin enough that all re-
coiling He ions reach the detector, i.e. He recoils do not get stuck in the
sample, this results in an increase of He counts when the incident path
length distribution gets broader, i.e. for increasing mean filament
widths and heights.
The integrated number of He recoils, i.e. the total number of He

counts in a spectrum, from image number n is denoted by In. All images
have a width of 4096 px with 5 nm/px and identical mean filament
widths and heights. The BPC is (almost) identical for all images, see
Section 2.1. The mean integrated number of He recoils I is then simply
given by

=
=

I
N

I1 ,
n

N

n
1

with the square of the standard deviation of the integrated number of
He recoils I

2

=
=N

I I1 ( ) .I
n

N

n
2

1

2

N is the number of simulated spectra for a given set of parameters. N is
listed in Fig. 4 and numerical values for I are tabulated in Table 2. For
a filament width of 25 nm I reaches maximum values slightly above
2% for filament heights above 500 nm. These small values are due to
the relatively large number of filaments in the 4096 px wide images, see
Fig. 1. For a filament width of 100 nm the fluctuations from image to
image are larger and I reaches maximum values above 6% for filament
heights above 1000 nm. These larger values are due to the smaller
number of filaments in the 4096 px wide images, see Fig. 2. Numerical
values for I for the case with 75 nm lower block are tabulated in
Table 3.
The uncertainty of the mean value I is then given by

=
N

.I
I2
2

The integrated number of He recoils I and its uncertainty I are shown
in Fig. 5 as deviation from the integrated number of He recoils from a
smooth sample. For mean filament heights 100 nm the total number
of He recoils changes by less than 1% for all investigated filament
widths. This only small variation is at least partly due to the presence of
the bulk block, see Table 1, which limits statistical fluctuations. For
larger filament heights the total number of recoils from fuzz deviates
more strongly from the number of recoils from a smooth sample.

Nevertheless, the maximum deviation for the number of recoils is still
only about 12%. Keeping the very large changes of the material dis-
tribution in the fuzzy sample structure in mind, see Figs. 1 and 2, this
result is noteworthy and shows, that at least within the investigated
range of fuzz parameters the total amount of helium can be determined
by ERDA with astonishingly high stability.
Investigation of spectra without lower block yields insight into the

influence of the fuzz structure on the shape of spectra. Real fuzz sam-
ples require the fuzz to grow starting from a smooth sample, and
therefore are expected to have a He-containing layer at the surface of
the W bulk. The He content in this layer is not well known, so we as-
sumed the same He concentration as in the fuzz. This sample structure
has been simulated by adding a smooth 75 nm thick lower block of W
with 1 at% He at the bottom of the fuzz, see Figs. 1 and 2. Simulated He
recoil spectra for 10MeV incident 16O ions are shown in Fig. 6 with the
lower block having a thickness of 75 nm for filament widths from 10 to
100 nm and filaments heights up to 1500 nm. Between 6 and 33 spectra
from individual images were averaged in order to obtain sufficiently
smooth spectra. Due to the additional lower block the spectra extend to
lower energies than the spectra without lower block shown in Fig. 4.
Qualitatively the influence of the fuzz on the shape of the spectra is
similar as in the case without lower block: The low energy edge at about
1500 keV gets broader with increasing filament width and/or height,
the high energy edge of the He recoil spectra at around 4800 keV bevels
with increasing mean filament widths and/or heights, a surface peak
develops with increasing filament width at about 4600 keV, and the
shape of the spectra is almost not influenced by the fuzz in the energy
range from 2500 to about 4500 keV for the investigated range of fila-
ment widths and heights. For a mean filament width of 10 nm all re-
coiled He ions reach the detector, i.e., there are no particles lost by
getting stuck in the sample structure. This changes for mean filament
widths of 50 and 100 nm and filament heights above 200 nm: In these
cases recoiling He ions can get stuck in the sample structure. This is
characterized by a non-vanishing number of counts at zero energy, see
Fig. 6 middle and bottom.
The integrated number of He recoils I from samples with lower

75 nm thick block and its uncertainty I are shown in Fig. 7 as devia-
tion from the integrated number of He recoils from a smooth sample.
For mean filament heights 100 nm the total number of He recoils
changes by less than 1% for all investigated filament widths. For a fi-
lament width of 10 nm and larger filament heights the total number of
recoils from fuzz deviates more strongly from the number of recoils
from a smooth sample, but the maximum deviation for the number of
recoils remains below 4%. This increase is due to the widening of the
incident path length distribution and the corresponding increase of the
integrated recoil cross-section, as discussed above. For filament widths

Fig. 3. He recoil spectra for 10MeV incident 16O ions at a recoil angle of 30° calculated from three different images (dashed red line, dotted blue line, dash-dotted
green line) created from the same set of parameters. Left: Mean filament width 25 nm, mean filament height 500 nm, no lower block, see Fig. 1 middle for a typical
image (but with lower block). Solid black line: Average spectrum calculated from 10 different images. Right: Mean filament width 100 nm, mean filament height
1500 nm, no lower block, see Fig. 2 bottom for a typical image (but with lower block). Solid black line: Average spectrum for 20 different images. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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of 50 and 100 nm one would expect the same increase as already ob-
served for the fuzz samples without lower block, see Fig. 5. This is,
however, not observed: For a filament width of 50 nm the integrated
number of He recoils stays almost constant (red circles in Fig. 5), for a
filament width of 100 nm the integrated number of He recoils even
decreases (blue triangles in Fig. 5). This is most probably due to the fact

that some fraction of the He recoils do not reach the detector, i.e. they
get stuck in the sample structure. This effect decreases the total number
of detected He recoils and can counterbalance the effect of the in-
creased integrated recoil cross-section. Again, keeping the very large
changes of the material distribution in the fuzzy sample structure in
mind, see Figs. 1 and 2, this result shows that within the investigated
range of fuzz parameters the total amount of helium can be determined
by ERDA with astonishingly high stability.
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Fig. 4. Averaged He recoil spectra for 10MeV incident 16O ions at a recoil angle
of 30° calculated for different filament widths and heights without lower block.
Top: Mean filament width 25 nm; middle: Mean filament width 50 nm; bottom:
Mean filament width 100 nm. Typical images of the fuzz structures (with lower
block) are shown in Figs. 1 and 2. The number N of averaged spectra is given in
the legend.

Table 2
Standard deviation I (in %) of the He count integral for different images with
identical mean filament widths W (in nm), heights H (in nm) and number of
black pixels. Without lower block, image width 4096 pixels corresponding to
20480 nm.

H W

25 50 100

10 0.18 0.21 0.27
25 0.13 0.15 0.19
50 0.13 0.29 0.30
75 0.38 0.62 0.49
100 0.64 0.66 0.77
200 0.99 0.79 1.05
300 1.80 2.05 1.05
500 2.15 2.21 4.20
1000 2.31 3.11 6.00
1500 2.01 2.85 6.46

Table 3
Standard deviation I (in %) of the He count integral for different images with
identical mean filament widths W (in nm), heights H (in nm) and number of
black pixels. With lower block having a height of 75 nm, image width 4096
pixels corresponding to 20480 nm.

H W

10 50 100

50 0.10 0.28 0.44
200 0.07 1.19 1.47
500 1.43 1.70 1.64
1000 1.87 3.04 2.94
1500 2.86 3.55 7.18
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Fig. 5. Deviation of the integrated number of He recoils I from the number of
recoils from a smooth sample (in %) for different filament widths as function of
filament height. Black squares: Filament width 25 nm; Red circles: Filament
width 50 nm; Blue triangles: Filament width 100 nm. For filament heights

200 nm the data points are slightly shifted for better visibility. (For inter-
pretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)
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4. Discussion

Based on the present simplified two-dimensional model of tungsten
fuzz the effects of the fuzzy material distribution on energy spectra of
He recoils can be summarized as follows:

• The most pronounced effect is a smearing of the low-energy edge of
the He energy spectrum. This effect increases with increasing fila-
ment width and height and is caused by the widening of the path

length distribution inside the material for incident and outgoing
ions. This smearing of the low-energy edge has been observed ex-
perimentally [[9] Fig. 2], but a more quantitative comparison is
difficult due to the lack of quantitative characterization of the fuzz
investigated in the experiments.
• Some beveling of the high-energy edge of the recoil energy spectra
at larger filament widths. Such a beveling has been observed ex-
perimentally [[9] Fig. 2]. However, beveling can be explained also
by other effects, especially by a decrease of the He concentration
close to the surface.
• The development of a small surface peak due to He recoiling
through single filaments. This effect has not been observed experi-
mentally from tungsten fuzz, but a similar effect has been observed
experimentally and in computer simulations in Si ERDA spectra
from a two-dimensional Si grid structure measured with 200MeV
incident 127I ions [19]. This surface peak therefore may be due to
the simplifications in our model, where fuzz filaments are approxi-
mated as two-dimensional rectangles with constant width. While a
two-dimensional model is probably not too bad for incident and exit
particles in the same plane and only minor influence of multiple/
plural scattering out from this plane, in a three-dimensional model
fuzz filaments would be approximated by cylinders where the path
length in the material depends on the entry point into the cylinder.
• Stability of the shape of the higher energy part of recoil energy
spectra within a relatively large range of fuzz heights and widths.
Shape and height of these parts of spectra from fuzz are almost
identical to the spectrum from a smooth sample.
• If all recoiling He ions reach the detector, then the total number of
detected He ions increases with increasing fuzz width and height.
This is due to the increase of the integrated recoil cross-section with
broadening of the incident path length distribution inside the ma-
terial. However, the fuzzy structure can also lead to recoiling He
ions not reaching the detector, i.e. these get stuck in the sample
structure. This results in a decrease of the total number of detected
He ions. As these two effects counteract each other, the final result
depends on the details of the experiment (incident beam energy,
detection geometry) and the detailed fuzz structure (filament widths
and heights). Nevertheless, within the investigated range of para-
meters the total number of detected He ions was astonishingly stable
and deviated typically only by a few % from the total number of
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Fig. 6. Averaged He recoil spectra for 10MeV incident 16O ions at a recoil angle
of 30° calculated for different filament widths and heights with 75 nm thick
lower block. Top: Filament width ±10 5 nm; middle: Filament width

±50 15 nm; bottom: Filament width ±100 25 nm. Typical images are shown in
Figs. 1 and 2. The number N of averaged images is given in the legend.
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detected He ions from a smooth sample. The maximum observed
deviation was about 12%.

Ion beam analysis methods are usually used for depth profiling of
elements, i.e. they provide the atomic concentration of elements as
function of depth (with the depth scale in atoms/cm2). The He depth
profile for the fuzzy surfaces shown in Figs. 1 and 2 can be obtained by
integrating all black pixels in each horizontal row of pixels and then
converting the obtained number of atoms to a depth scale in atoms/
cm2. Because all images contain the same number of black pixels and
consequently the same number of He and W atoms, the He depth pro-
files are identical for all fuzzy samples and are shown in Fig. 8 bottom
as black line. For a smooth sample without fuzz this He depth profile
can be reconstructed from the ERDA spectrum of the He recoils. But for
the fuzzy surfaces the question arises: Which information can be ex-
tracted from the spectra, and with which accuracy?
A simplified simulation model for backscattering from rough sur-

faces was developed in [27,28]: The spectrum from a rough layer is
constructed as superposition of spectra from smooth surfaces with the
statistical weights of the individual spectra based on the frequency
distribution of layer thicknesses. Incident and exit particles always

traverse the same layer thickness. The path length distribution of in-
cident oxygen ions in material is shown in Fig. 9 for the case of tungsten
fuzz without lower block, filament width ±100 25 nm, filament height

±1000 400 nm. The distribution function is relatively broad with a most
probable path length of about 700 nm. The simulated spectrum based
on this roughness distribution is shown in Fig. 8 as dotted blue line.
While the general shape of this spectrum fits the calculated spectrum
from fuzz (black line in Fig. 8), the overall agreement is relatively poor.
The high energy edge is too steep because incidence from one side of a
fuzz filament and recoiling through the filament cannot be described
correctly. This model is therefore too simplified for the case of such
extreme roughnesses as tungsten fuzz and the case of ERDA.
The stability of the shape of the higher energy part of the recoil

energy spectra together with the relative stability of the total number of
detected recoils allows using a surrogate smooth sample with depth
profile which gives a recoil energy spectrum identical to the sample
with fuzz. This is shown in Fig. 8: The top part shows an average He
recoil spectrum calculated from tungsten fuzz without lower block with
a mean filament width of 100 nm and a filament height of 1000 nm as
solid black line. The dashed red line in Fig. 8 is calculated from a
surrogate laterally homogeneous sample with layered depth profile, this
depth profile is shown in Fig. 8 bottom. The two spectra are indis-
tinguishable. The He depth profile in the fuzz is constant with a He/W
ratio of 1.01 until a depth of ×1232.3 1015 atoms/cm2, see Fig. 8 top, the
fuzz contains ×12.32 1015 He-atoms/cm2. This true depth profile is
roughly reproduced by the He depth profile in the surrogate sample.
The total amount of He in the surrogate sample is ×12.56 1015 He-
atoms/cm2, which is a deviation from the correct amount by only 1.9%.
The He concentration of 1% is roughly reproduced from the surface up
to a depth of about ×800 1015 atoms/cm2, and the thickness of the He-
containing layer can be roughly estimated. But this example shows also
the limitations of the surrogate sample technique: The beveling of the
high energy edge is incorrectly attributed to a decay of the He con-
centration to zero at the surface, the recoil peak close to the surface is
incorrectly attributed to a peak in the He concentration, and the
smearing of the low-energy edge is incorrectly attributed to a decay of
the He concentration. The surrogate sample technique therefore allows
deriving only semi-quantitative results for the depth distribution which
should be treated with adequate care. The total amount of He can be
extracted from the data with considerably higher robustness and ac-
curacy.
A material structure consisting of two randomly distributed phases

with different compositions was constructed in [29] and the influence
on the shape of RBS spectra was investigated. The results were

0 1000 2000 3000 4000 5000

C
ou

nt
s 

(a
.u

.)

Energy (keV)

 Fuzz
 Surrogate
 Rough

0 500 1000 1500 2000
0.0

0.2

0.4

0.6

0.8

1.0

1.2

R
at

io
 H

e/
W

 (%
)

Depth (1015 Atoms/cm2)
Fig. 8. Top: He recoil spectra for 10MeV incident 16O ions at a recoil angle of
30°. Solid black line: Calculated from tungsten fuzz without lower block, fila-
ment width ±100 25 nm, filament height ±1000 400 nm, average of 29 spectra
(this spectrum is identical to Fig. 4 bottom, dashed green line). Dashed red line:
Calculated from a surrogate laterally homogeneous target with layered depth
profile. Dotted blue line: Calculated from a rough target based on the incident
path length distribution in the material shown in Fig. 9. Bottom: Solid black
line: He depth profile in tungsten fuzz; dashed red line: He depth profile in the
surrogate target. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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Fig. 9. Path length distribution of incident ions in material for tungsten fuzz
without lower block, filament width ±100 25 nm, filament height

±1000 400 nm, average of 50 images.
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qualitatively comparable to the results of the current investigation:
Total amounts of elements can be extracted robustly from RBS spectra,
while depth profiles obtained from a surrogate sample can be quanti-
tatively inaccurate and have to be treated with care.
Accurate evaluation of ERDA spectra from tungsten fuzz therefore

requires taking the correct microstructure of the fuzz into account. A
statistical sound evaluation requires very large cross-sectional images
with a width of 100µm or more at high resolution. Typical TEM images
of tungsten fuzz, see for example [[7] Fig. 1], are usually much smaller
and offer only insufficient statistics of the fuzz structure. This demon-
strates the difficulties obtaining statistically sound results for simula-
tions based only on experimental data on the microstructure of tungsten
fuzz.

5. Conclusions

The influence of fuzz-like tungsten surface structures on the shape of
helium ERDA spectra recoiled by incident 10MeV 16O ions was in-
vestigated by computer simulations using the program STRUCTNRA
and a phenomenological tungsten fuzz model. The mean width of the
tungsten fuzz filaments was varied from 10 to 100 nm and the mean
filament height was varied from 10 to 1500 nm while keeping the total
amount of material constant. The He concentration in the fuzz was
assumed to be 1 at%.
With increasing fuzz width and height the He ERDA energy spectra

show pronounced changes of the spectrum shape: The low-energy edge
of the He spectrum smears out, a small surface peak develops, and the
high-energy edge of the recoil spectra bevels for larger mean filament
widths. The shape of the higher energy part of the recoil spectra stays
stable within a relatively large range of mean fuzz heights and widths.
For only slowly varying cross-sections (such as the Rutherford cross-
section) the total number of recoiling He ions remained surprisingly
stable even for very fuzzy surfaces and deviated by less than 12% from a
smooth surface within the investigated parameter range.
A surrogate smooth sample with depth profile giving a recoil energy

spectrum identical to the sample with fuzz can be always found. The
total amount of He can be derived robustly using the surrogate sample
with an accuracy better than 2% within the investigated parameter
range. However, He depth profiles derived by the surrogate sample
technique can be considered only as semi-quantitative and should be
treated with some care, as effects caused by the lateral sample micro-
structure are incorrectly attributed to structures in the concentration
depth profiles.
Accurate evaluation of ERDA spectra from tungsten fuzz requires

taking the correct microstructure of the fuzz into account. However,
even for large images with a width of 4096 pixels (corresponding to
image widths of more than 20µm) the statistical fluctuations from
image to image can be large and combined image widths of more than
200 µm were necessary in order to achieve statistically sound results.
Since experimental cross-sectional images of samples from SEM or TEM
investigations are usually much smaller, this demonstrates the diffi-
culties obtaining statistically sound results based on experimental
images of fuzzy sample surfaces.
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