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a b s t r a c t

Arctic Ocean sea ice proxies generally suggest a reduction in sea ice during parts of the early and middle
Holocene (w6000e10,000 years BP) compared to present day conditions. This sea ice minimum has
been attributed to the northern hemisphere Early Holocene Insolation Maximum (EHIM) associated with
Earth’s orbital cycles. Here we investigate the transient effect of insolation variations during the final
part of the last glaciation and the Holocene by means of continuous climate simulations with the
coupled atmosphereesea iceeocean column model CCAM. We show that the increased insolation during
EHIM has the potential to push the Arctic Ocean sea ice cover into a regime dominated by seasonal ice,
i.e. ice free summers. The strong sea ice thickness response is caused by the positive sea ice albedo
feedback. Studies of the GRIP ice cores and high latitude North Atlantic sediment cores show that the
BøllingeAllerød period (c. 12,700e14,700 years BP) was a climatically unstable period in the northern
high latitudes and we speculate that this instability may be linked to dual stability modes of the Arctic
sea ice cover characterized by e.g. transitions between periods with and without perennial sea ice cover.

� 2013 The Authors. Published by Elsevier Ltd. All rights reserved.
1. Introduction

Numerous palaeoclimate archives and numerical simulations
suggest that the Arctic was warmer than present day during early
and middle Holocene with peak air temperatures occurring at
slightly different times in different regions (Kaufman et al., 2004;
Renssen et al., 2012). While reconstructing paleo-sea ice extent
from proxies is a challenging task (de Vernal et al., 2013), there are
several independent studies of Arctic Ocean sea ice proxies sug-
gesting that parts of this period was also characterized by less sea
ice over large areas and potentially even sea ice free summers (e.g.
Vare et al., 2009; Hanslik et al., 2010; Funder et al., 2011; Müller
et al., 2012). The cause of this sea-ice minimum, occurring be-
tween about 6000 and 10,000 years BP, is often attributed to the
northern hemisphere Early Holocene Insolation Maximum (EHIM)
associated with Earth’s orbital cycles (Jakobsson et al., 2010; Polyak
et al., 2010; Müller et al., 2012). Insolation is in this context defined
as the down-welling short wave (SW) radiation at the top of the
nse (http://creativecommons.
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atmosphere. Although the global mean insolation has been nearly
constant during the Holocene, there have been significant lat-
itudinal variations in insolation. These changes are mainly due to
variations in two of Earth’s orbital parameters: the obliquity and
the precession (Berger, 1978). As a result, the annual mean insola-
tionwas around 5Wm�2 larger at 80�N during the EHIM compared
to present day conditions (Fig. 1a). However, due to the long polar
night at this high latitude monthly averages of the insolation pro-
vide a clearer view of the actual variation of the insolation over
time. For instance, the difference in mean June insolation is at 80�N
about 50 Wm�2 between EHIM and present day (Fig. 1b). The
radiative forcing from a doubling of the pre-industrial atmospheric
CO2 concentration has been estimated to w3.5 Wm�2 (Gettelman
et al., 2012). This is on the same order of magnitude as the
increased SW forcing in the Arctic during the EHIM, although only a
fraction of the insolation is available formelting ice due to the cloud
and surface albedos.

The local Arctic climate system is an intimately coupled system
between the ocean, the sea ice cover and the atmosphere. Its
sensitivity to climate change is often investigated with coupled
oceanesea iceeatmosphere models. Previous studies have shown
that detailed knowledge about the Arctic sea ice cover, and how it
reacts to changes in external forcing, is critical when addressing the
Arctic climate system as a whole and its variation during the Ho-
locene (e.g. CAPE Project members, 2001). The climatic importance
ts reserved.
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Fig. 1. Evolution of the insolation during the Holocene. A. The annual mean insolation at 80�N (black curve) and the annual mean insolation difference between 80�N and the
equator (blue curve) with separate scale to the right. B. The monthly mean insolation at 80�N.
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of the sea ice lies in the potentially large and sudden changes in the
surface albedowhich, through the sea ice albedo feedback, is one of
the most important mechanisms for the Arctic energy budget
(Curry et al., 1995; Houghton et al., 2001). The albedo feedback
increases the Arctic climate system sensitivity drastically and is
therefore vital to include in Arctic climate model simulations.
Modelled sea-ice cover sensitivity itself is, however, sensitive to the
details of the albedo parameterization as shown by Björk et al.
(2012). This problem is a subject of further discussion in our pre-
sent paper.

The Arctic sea ice response to the increased insolation during
mid-Holocene (defined as 6000 years BP, i.e. 3500 years after the
EHIM peak) has been investigated with atmospheric General Cir-
culation Models (GCMs) (e.g. Harrison et al., 2002) and coupled
oceaneatmosphere (and sometimes also vegetation) GCMs (e.g.
Braconnot et al., 2007; Goosse et al., 2013). These simulations
employ a time slice approach where the model spins up to steady
state under prescribed mid-Holocene SW forcing. The general
conclusion from studies within the Paleoclimate Modelling Inter-
comparison Project (PMIP) phase 1e3, is that a reduction of the
Arctic sea-ice cover occurred during the mid-Holocene compared
to pre-industrial conditions (Zhang et al., 2010). It should be noted,
however, that there is a considerable spread in the PMIP results
concerning how much the reduction in sea-ice cover was during
the mid-Holocene. Transient simulations of the Arctic sea ice con-
ditions during Holocene have been performed with Earth system
models of intermediate complexity (Ganopolski et al., 1998a;
Crucifix et al., 2002). However, none of the modelling efforts
shows close to ice free summers (here referred to as seasonal ice) in
the Arctic Ocean during the mid-Holocene.

Here we investigate the transient effect of insolation variations
during the final part of the last glaciation and the Holocene by
means of continuous climate simulations with the coupled
atmosphere-ice-ocean column model CCAM (Stranne and Björk,
2011). We employ the simulations over time steps of 2 h. The re-
sults are compared to previously published modelling efforts and
Arctic Ocean sea ice paleo records. Potential explanations for dif-
ferences between our modelling results and previously published
are discussed.

2. Methods

The Arctic sea ice conditions are simulated from the later part of
the last Glacial Maximum (17,000 years BP) and throughout the
Holocene using the coupled atmosphereesea iceeocean column
model CCAM (Stranne and Björk, 2011). The atmospheric part of the
CCAM is a standalone version of the column radiation code
employed by the NCAR Community Climate Model (CCSM3)
(Collins et al., 2006). It has a vertical grid comprised of 18 layers. A
convective adjustment scheme and an internal heat source in each
layer, corresponding to the external energy supply at the vertical
boundary (Fwall), are added in the present application. The sea ice
cover is separated into w50 ice categories of different thicknesses,
i.e. a sea ice thickness distribution. Each category may also have a
snow cover on top (Björk, 1997). The ocean is represented by a
column model with an active surface mixed layer controlled by
mechanical mixing due to wind/ice motion and buoyancy fluxes at
the surface. The stratification is also controlled by advective pro-
cesses due to Bering Strait inflow (where Qbs, Sbs and Tbs represents
volume transport, temperature and salinity respectively), river
discharge Qf, geotropical outflow, and a hypothetical shelf circula-
tion according to (Björk, 1989), see Table 1. The ocean/sea ice sur-
face is coupled with the atmosphere such that heat fluxes are
computed individually for each ice category, including open water.
The single column atmosphere is updated using areaweighted heat
fluxes. The model is started at 19,100 years BP and runs continu-
ously with a time step of 2 h until present (defined as year 2000
AD).

The algorithms for calculating the orbital parameters for a given
year and for calculating the solar declination angle and the Earth/
Sun distance factor for a given time of the year are based on the
work presented by Berger (1978) and are valid as far back as one
million years before present (BP). This algorithm is more accurate
for years closer to present than the 10 million year solution of
Berger and Loutre (1991). Atmospheric greenhouse gases are kept
at pre-industrial levels during the whole simulations with
methane, nitrous oxide and carbon dioxide concentrations of 0.715,
0.270 and 280 ppmv respectively (IPCC AR4). The atmospheric heat
advection across the 70�N latitude circle (Fwall) follows an annual
climatological cycle presented by Serreze et al. (2007) based on
ERA-40 reanalysis data with a baseline annual mean Fwall of
approximately 100 Wm�2 (Table 1). Clouds occupy a specific frac-
tion, CF, of the sky at three different levels and follows an annual
climatological cycle calculated from the ISCCP D2 dataset (Rossow
and Duenas, 2004), Table 1. Climatological precipitation Sprec is
calculated from the Arctic Meteorology and Climate Atlas (Arctic
Climatology Project, 2000) where only area weighted ocean grid
cells have been considered. The precipitation is tuned by a factor 1.5



Table 1
Model forcing and seasonal dependent parameters.a

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Fwall [W m�2] 108 112 110 92 66 89 94 98 106 114 105 111
D [10�9 s�1] 5.4 5.4 5.3 5.1 3.0 4.3 3.8 3.7 4.3 4.3 5.0 5.7
CFhigh 0.08 0.09 0.06 0.02 0.01 0.02 0.04 0.04 0.04 0.04 0.05 0.07
CFmid 0.50 0.50 0.49 0.34 0.22 0.25 0.29 0.32 0.34 0.37 0.44 0.49
CFlow 0.11 0.10 0.11 0.17 0.20 0.20 0.20 0.20 0.21 0.23 0.16 0.12
asnow

b 0.85 0.84 0.83 0.81 0.82 0.78 0.64 0.69 0.84 0.85 0.85 0.85
Sprec [mm/day] 1.0 0.9 0.9 0.7 0.7 0.9 1.4 1.6 1.6 1.4 1.1 1.0
Qf 106 [m3s�1] 0.026 0.021 0.022 0.023 0.110 0.290 0.160 0.120 0.094 0.063 0.031 0.026
Qbe 106 [m3s�1] 1.02 0.95 0.34 0.78 1.13 1.26 1.47 1.07 0.66 0.87 0.90 0.34
Sbe 32.2 32.6 32.7 32.6 32.3 32.2 32.4 32.1 32.0 31.6 31.5 31.7
Tbe [�C] �1.7 �1.8 �1.8 �1.8 �1.2 0.8 3.8 4.3 4.2 3.1 �1.2 �1.7

a For additional parameters see Björk and Soderkvist (2002).
b Annual cycle of snow albedo in the Maykut surface albedo parameterization.

Fig. 2. CCAM simulated seasonal cycles for a selection of ocean (aeb), sea ice (cee) and
atmosphere (f) model variables under pre-industrial forcing (see Table 1 for details).

C. Stranne et al. / Quaternary Science Reviews 92 (2014) 123e132 125
so that the annual maximum snow depth equals 0.3 m under
present day baseline forcing. The ice export follows a prescribed
annual cycle and is described by the divergence parameter D taken
from Kwok and Rothrock (1999), Table 1. The simulated pre-
industrial seasonal cycles for a selection of model state variables
are shown in Fig. 2.

3. Results

3.1. Model results

Three main simulations were carried out. In the first simulation
the sea ice albedo feedback was switched off by pre-setting a
constant surface albedo (¼ 0.68) regardless of surface type. In the
two subsequent simulations the albedo feedback was activated
through the use of a dynamic surface albedo parameterization
dependent on the surface type and ice thickness (Maykut, 1982, see
Appendix 1 for details). Since the Arctic sea ice cover is subject to a
hysteresis when transitioning between seasonal and perennial ice,
a third reversed simulation was carried out where the model was
run from present day conditions and backwards in time in terms of
SW forcing.

With constant albedo the annualmean sea ice thickness at EHIM
is reduced by about 0.7 m compared to the present day pre-
industrial thickness of 3 m (Fig. 3a). When using a dynamic sur-
face albedo parameterization the reduction becomes considerably
larger. The sea ice cover then enters a regimewith ice free summers
between about 6000 and 11,700 years BP (Fig. 3b). The sudden
transitions from a perennial to a seasonal ice cover at 11,700 years
BP and from a seasonal to a perennial ice cover at 6000 years BP are
related to the fact that there is no stable state in the model char-
acterized by a brief ice free period in the summer; it is either
perennial sea ice or ice free conditions for an extended period of
time in the summer. As explained in detail in Björk et al. (2012), the
ice thickness distribution will more and more lean towards a
dominant ice thickness category as the climate gets warmer. As
soon as the dominating ice thickness category melts completely
there is no possibility to maintain an equilibrium cycle with just a
few days of open water because when this large area fraction be-
comes ice free the albedo will be lowered significantly and this
enhances the amount of solar radiation absorbed by the ocean. The
dominating ice thickness category will then melt somewhat earlier
in the following summer season which will further enhance the
oceanic absorption and so on. The system has then to find a new
equilibrium characterized by a quite long period of almost
completely open water during summer (a few thick ridged ice
categories will still survive the summer but these occupy only a
very small area fraction). This process is often referred to as the
surface albedo feedback. Similar transitions between perennial and
seasonal sea ice conditions in the Arctic due to the surface albedo
feedback can be found also in GCM simulations (Holland et al.,
2006). Below we will refer to this process as sea ice albedo



Fig. 3. Simulated area coverage of different ice thickness categories in the Arctic Ocean at the time of the maximum openwater area fraction each year for a) constant surface albedo
b) dynamic surface albedo parameterization (see Appendix for details). White indicates the open water fraction. The blue line shows the simulated annual mean sea ice thickness
with a separate scale to the right.
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feedback to distinguish it from the surface albedo feedback asso-
ciated with vegetation.

Whether or not there is an irreversible tipping point associated
with the transition between perennial and seasonal ice has been
discussed recently (Stranne and Björk, 2011; Tietsche et al., 2011).
The mechanism behind such a critical threshold involves a com-
bination of sea ice albedo feedback and the large heat storage ca-
pacity of the ocean. Following a change from colder to warmer
climate in the Arctic, the feedback from a reduced albedo due to less
sea icewill eventually kick in, leading to a rapid transition of the sea
ice cover into a state dominated by seasonal ice. At this point the
oceanic heat storage increases drastically, which in turn implies
that the climatemust return to a colder state compared towhen the
transition originally occurred in order to force the ice cover back
into a perennial state. Consequently, there is a range in the forcing
with two stable modes depending on the initial state of the sea ice
cover which is hereafter referred to as a hysteresis. The hysteresis of
the Arctic sea ice cover is here investigated through a reversed
simulationwhere themodel is run from present day conditions and
backwards in time in terms of SW forcing. Comparing the annual
mean sea ice thickness between the two simulations clearly shows
the hysteresis (Fig. 4a). The hysteresis is small in terms of forcing
(<1Wm�2, Fig. 5) which is actually smaller than the typical present
day interannual variability of the thermodynamic forcing itself. For
comparison we calculated the standard deviation of the annual
mean atmospheric heat advection across the 70�N latitude circle
(Fwall) between 1954 and 2000 to w5 Wm�2 using data from the
National Centers for Environmental Prediction (NCEP) reanalysis
data product, and the methods of Overland and Turet (1994). The
small hysteresis is consistent with the results of Tietsche et al.
(2011) and Stranne and Björk (2011) and is a consequence of the
highly effective oceaneatmosphere heat transfer during autumn
and winter under ice free conditions. Even though the hysteresis is
small in terms of forcing, it is relatively long in terms of time (c.
1000 years) due to the slow gradual changes in the SW forcing
(Fig. 4a). In our simulations, a hysteresis is covering the mid-
Holocene (defined as 6000 years BP in the PMIP), meaning that
the state of the modelled ice cover is a function of the initial con-
ditions during this period of time. The hysteresis is discussed in
Section 4 in relation to Arctic climate proxy data and the climati-
cally unstable BøllingeAllerød period.

3.2. Comparison between simulation results and paleo-sea ice
records

Studies of Arctic Ocean sea ice variability extending in time
beyond the satellite imagery record available since 1979 (Stroeve
et al., 2011) have been carried out using paleo-proxies that pro-
vide information about past sea ice conditions. Adding recent re-
sults from paleo-sea ice studies to the syntheses by Jakobsson et al.
(2010) and Polyak et al. (2010) seem to further support the view
that generally less sea ice prevailed in the Arctic Ocean before
approximately 6000 years BP (Fig. 4b). For example, using abun-
dance and origin of drift wood and beach ridges (indicating wave
activity) Funder et al. (2011) infer a multiyear sea ice minimum
along the coast of Northern Greenland between w8500 and 6000
years BP, with a limit of a perennial sea ice about 1000 km north of
its present position. In the Fram Strait between Greenland and
Svalbard, a sea ice minimum is evident in sediment cores from
variations of the sea ice proxy IP25 (Müller et al., 2012). However,
this minimum appears to have occurred somewhat earlier, at about
6500 years BP.



Fig. 4. Annual mean sea ice thickness for the three different simulations (Panel a) compared with results from published paleo-sea ice studies (Panel b). Black curve: constant
surface albedo; red curve: dynamic surface albedo parameterization. The simulation implemented with a dynamic surface albedo parameterization was run from present time and
backwards to address the importance of the initial state of the sea ice cover. The annual mean sea ice thickness from this simulation (orange curve) reveals a hysteresis of w1000
years. The annual mean insolation at 80�N shown with a stippled curve is based on the algorithm presented by Berger (1978). To compare the results from different paleo-sea ice
studies a scale of sea ice concentration was inferred using the approach by Jakobsson et al. (2010). This scale must be considered as highly qualitative because none of the paleo-sea
ice proxies provide absolute measures of past sea ice concentrations. The number preceding each bar representing the result of a paleo-sea ice study corresponds to the following
references: 1: Hanslik et al. (2010); 2: Cronin et al. (2010); 3: de Vernal et al. (2005); 4: England et al. (2008); 5: Funder et al. (2011); 6: Bennike (2004); 7: Dyke et al. (1996); 8: Vare
et al. (2009); 9: Belt et al. (2010); 10: Müller et al. (2012). MY ¼ Multi Year; LF ¼ Land Fast Ice.
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Whether or not the summer sea ice disappeared in the Holo-
cene over the entire Arctic Ocean is far from resolved from paleo-
proxies, although the majority of published results seems to
indicate a substantial decrease in the earlier and middle part of the
Holocene (Fig. 4b). Contradicting results exists for example from
the western Arctic Ocean where dinosyst assemblages in a sedi-
ment core suggest a more extensive sea ice cover, than at present,
between 12,000 and 6000 years BP (de Vernal et al., 2005), Fig. 4b.
Similarly to the modelling intercomparison projects (e.g. PMIP),
the sea ice paleo-proxy community has now begun systematic
comparisons between different proxies (de Vernal et al., 2013).
Already, important inconsistencies between the applied proxies
are high-lighted.
Fig. 5. The hysteresis in terms of SW forcing is shown by plotting the annual mean ice
thickness against annual mean insolation at the top the atmosphere over the period
11,000e13,000 years BP for the normal simulation (red curve) and the reversed
simulation (orange curve).
4. Discussion

The present idealized model study focuses on the isolated effect
of variations in the SW forcing during Holocene by means of
transient simulations performed with a coupled oceanesea icee
atmosphere column model. Our simulations yield a period during
early and mid-Holocene dominated by seasonal ice, indicating a
potentially large impact of the EHIM on the sea ice cover through
the sea ice albedo feedback. The breakdown of the perennial sea ice
cover is however a feature not seen in other model studies of mid-
Holocene Arctic sea ice conditions e.g. in the PMIP simulations
(Harrison et al., 2002; Braconnot et al., 2007; Goosse et al., 2013).
The reason behind the differences when comparing this study to
previous modelling efforts can be due to several factors discussed
below.

4.1. The transient versus the time slice modelling approach

One obvious reason for the large response of the ice cover in the
present model compared to other modelling efforts under mid-
Holocene forcing is that we are considering the entire Holocene
including the 9500 years BP EHIM. Most previous studies, including
the PMIP simulations, are performed with SW forcing corre-
sponding to 6000 years BP conditions with an enhanced annual
mean SW forcing in the Arctic of about 4 Wm�2 compared to about
5 Wm�2 during the EHIM (Fig. 1a). In the present model the ice
cover is at the threshold between perennial and seasonal sea ice
conditions for SW forcing corresponding to 6000 years BP. The
transient simulation by Crucifix et al. (2002) performed with an
Earth system model of intermediate complexity between 9000
years BP to present shows an Arctic climate which is peaking in
terms of sea surface temperature, open water area etc. at the
beginning of the simulation (9000 years BP) followed by a gradually
colder climate towards present time. If the same model was run
from the EHIM (9500 years BP) it would likely have started with a
further reduced ice cover.
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4.2. Feedback processes

It is generally believed that feedback processes within the
climate system are of importance when simulating past, present
and future climate. If a process increases (decreases) the sensi-
tivity of the simulated climate compared to when it is not included
in the model code, this process is here defined as a positive
(negative) feedback. For instance, if the climate for some reason
experiences a warming perturbation it is often assumed that the
atmospheric water vapour content will increase. Since water
vapour is a potent greenhouse gas the increase would then raise
the temperature further and thus giving rise to even higher at-
mospheric water vapour contents and so on, until a new equilib-
rium is reached. This is an example of a positive feedback in the
climate system which acts on a global scale, although the strength
seems to vary with latitude (Bitz et al., 2012). There are many
feedback processes, both negative and positive, in the global
coupled climate system that need to be simulated accurately and
in a physically realistic manner in order to assess climate sensi-
tivity. Since feedback processes may be active on both regional and
global scales and over a wide spectrum of time scales, they are
sometimes problematic to represent in climate models and are
often difficult verify. Both regional and global climate models are
struggling to reproduce the observed sea ice retreat in the Arctic
Ocean over the last four decades. Feedback processes associated
with clouds, water vapour and sea ice have been identified as key
mechanisms for explaining the discrepancy between observed and
modelled climate change in the Arctic region (Holland et al., 2010).
Berger et al. (2013) showed that an analytical one-equation ther-
modynamic model, developed by Thorndike (1992), is able to
reproduce the sea ice sensitivity simulated by the general circu-
lation models participating in the PMIP2 and PIMP3 projects fairly
well. This is a surprising result since many of the feedbacks that
are generally believed to be important e.g. feedbacks associated
with surface albedo, ice dynamics and clouds are absent in the
model. Their result implies that the Arctic sea ice cover sensitivity
is controlled by its thermodynamic properties alone which is in
stark contrast to the more established idea that climatic feedback
processes on both regional and global scales are important for the
Arctic sea ice sensitivity (e.g. Lesins et al., 2012; Morrison et al.,
2012). An analysis of Thorndikes analytical model presented by
Stranne and Björk et al. (2011) showed however that by just
adding ice export to the model equation, the model sea ice
sensitivity was drastically changed, a result that was also verified
with the CCAM model (their Fig. 1c).

Climate simulations of the Arctic sea ice cover (both global and
regional) have shown large inter-model scatter and analyses of the
reason behind the spread in model results point at the surface al-
bedo parameterization as one of the major factors (Wyser et al.,
2008; Holland et al., 2010). This is because variations in the
snow/ice albedo is one of the dominating factors influencing the
Arctic energy budget i.e. the surface albedo can for a given area
change drastically from bright fresh snow albedo (reflecting w90%
of the incoming SW radiation) to dark open ocean albedo (reflect-
ingw10% of the incoming SW radiation) in matter of weeks. This is
the mechanism responsible for the sudden transitions between
seasonal and perennial sea ice (Fig. 3b) which is discussed in more
detail in Section 3.1.

There are however feedback mechanisms associated with local
processes such as lapse rate, clouds, water vapour, snow precipi-
tation as well as large scale processes associated with e.g. vegeta-
tion albedo, ocean circulation and atmospheric circulation that are
not included in the present model. The net effect of these feed-
backs, and possibly other more intricate mechanisms linked with
e.g. methane release from thawing Siberian shelf sediments and
tundra, are not yet fully understood. Although the feedback asso-
ciated with atmospheric water vapour content is believed to be
positive (Bitz et al., 2012) there are large uncertainties associated
with simulating Arctic clouds (e.g. Wyser et al., 2008) and there is
no consensus in the research community regarding whether the
net effect of the cloud feedbacks is positive or negative (Cai and Lu,
2010).

Global scale studies of the surface albedo feedback associated
with vegetation indicate that this is a strong positive feedback
mechanism (Ganopolski et al., 1998a; Crucifix et al., 2002; Colleoni
et al., 2009). Crucifix et al. (2002) show that the warmer conditions
in the northern hemisphere during mid-Holocene caused a
northward shift of the northern tree line compared to present day
conditions. The resulting albedo effect from this vegetation change
generated a doubling of the sea ice reduction compared to model
simulations with fixed terrestrial surface albedo for the mid-
Holocene, a result that is in qualitative agreement with the PMIP
simulations (Braconnot et al., 2007). More recent climate simula-
tions performed by Miller et al. (2010) confirm that indeed the
vegetation feedback is positive in terms of albedo at high latitudes,
but closer to the equator or in a significantly warmer climate the
vegetation albedo feedback can become negative if evergreen for-
ests are replaced by deciduous forests.

Variations in the SW forcing can also cause changes in the large
scale atmospheric circulation patterns which in turn may affect the
Arctic sea ice cover. For example, changes in wind driven ice export
or changes in the meridional atmospheric heat advection into the
Arctic (Fwall) may occur. Crucifix et al. (2002) show that Fwall was not
significantly different during the mid-Holocene compared to pre-
sent day conditions. A study by Kay et al. (2012) indicate that Fwall is
slightly reduced under 2� CO2 GCM simulations (indicating aweak
negative feedback) and argue that local feedbacks are more
important than the coupling to the global climate system. Results
from e.g. 2� CO2 experiments are however not directly comparable
to this study where we look at insolation variations on multi-
millennial time scales rather than increased GHG forcing on
much shorter time scales. The variation in SW forcing over the
Arctic region during the Holocene is slow and associated with a
redistribution of the insolation (over seasons and over latitudes)
rather than a global net forcing perturbation as in the 2 � CO2
scenario. This means that when the insolation in the northern high
latitudes increases during the EHIM, the insolation in other regions
of the globe decreases. The difference in the annualmean insolation
between the Arctic and the Equator and its variation during Holo-
cene is shown in Fig. 1a which illustrates that the meridional
insolation gradient reaches aminimum during the EHIM. Since Fwall
is linked to the meridional insolation gradient (Stone and Miller,
1980) one would expect a smaller Fwall during the EHIM, which in
turn would reduce the effect of the increased SW forcing on the
Arctic Ocean sea ice thickness.

Previous climate simulations indicate a weakening of the
Meridional Overturning Circulation (MOC) during mid-Holocene
which acts as a negative feedback on the northern hemisphere
and thus dampens the effect of the EHIM (Ganopolski et al., 1998b).
Anderson et al. (2004) showed however in a study based on sedi-
ment core analyses that the North Atlantic Drift (NAD), which is the
major current that transports warm and salty Atlantic surfacewater
into the Arctic Ocean through Fram Strait (Rudels et al., 2012), was
stronger during the mid-Holocene. The weakening of the MOC
might then be compensated by the increased NAD in terms of
oceanic heat advection into the Arctic. Joos et al. (1999) speculate
that a weakened MOC can lead to a reduction in CO2 enriched deep
water formation and thus reducing the oceanic CO2 uptake. A
weakening of the MOC would then promote global warming and in
a sense counteract the local effect.
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4.3. External forcing

Variations of the atmospheric greenhouse gas (GHG) con-
centrations are not simulated in our baseline simulations pre-
sented in Fig. 3a where pre-industrial methane (CH4), nitrous
oxide (N2O) and carbon dioxide (CO2) concentrations in the at-
mosphere of 0.715, 0.270 and 280 ppmv (IPCC AR4), respectively
are applied. The CCAM is run with constant atmospheric CO2
concentrations in our baseline simulation for consistency with
the PMIP projects where pre-industrial CO2 levels for the mid-
Holocene time slice simulations are also applied. Several
studies suggest that the GHG concentrations were lower during
the EHIM (Indermuhle, 1999; Brook et al., 2000; Sowers et al.,
2003). However, when running the model with GHG concentra-
tions estimated from paleo-proxy data (LeGrande and Schmidt,
2009) for 9000 years BP yields only a moderate effect on the
ice cover thickness of typically w0.1 m, Fig. 6. This is consistent
with the results of CAPE Project members (2001) showing also
only marginal effects of the GHG concentration variations on the
Arctic climate. The period dominated by seasonal ice is however
reduced by more than 1500 years, indicating a large uncertainty
in the timing of the modelled perennial sea ice cover breakdown,
Fig. 6. This large uncertainty of the timing of the perennial sea ice
breakdown is a direct effect of the extremely small rate of change
in the SW forcing (w5 � 10�4 W m�2 year�1) in combination
with the inherent forcing threshold of the modelled system,
associated with the surface albedo feedback. Since GCMs can
yield similar ice cover threshold behaviour to increased forcing
(e.g. Holland et al., 2006) an analogous uncertainty would likely
show up in such GCM simulations i.e. an uncertainty of the
forcing threshold of 0.5 Wm�2 gives an uncertainty of the tran-
sition timing of around plus minus 1000 years.

4.4. Regional forcing variations

In the present column model approach the Arctic Ocean ice
conditions are simulated using a spatially averaged forcing. In
reality all forcing parameters have regional variations within the
Arctic. In a GCM the forcing threshold between perennial and
seasonal ice regimes will depend on location e.g. the region close
to the North Pole has lower insolation compared to regions further
south and would thus need a larger positive forcing perturbation
before the sea ice albedo feedback sets in. For this reason the
sharp transition between the seasonal and perennial ice cover
Fig. 6. Same as Fig. 2b but with constant GHG levels estimated for 9000 years BP, taken fro
compared to about 5700 years when the model is forced with constant preindustrial GHG
regimes as shown in the present study would be less sharp (or
sudden) when horizontal averages from GCM outputs are calcu-
lated. Holland et al. (2006) showed however that the surface al-
bedo induced transition between the perennial and seasonal ice
cover regimes in the Arctic indeed can be seen clearly also in GCM
simulations.

4.5. Model formulations and parameterizations

Different model formulations and their representation of
physical processes can influence the response properties of the
modelled sea ice cover. This is evident when considering the inter-
model scatter in terms of Arctic sea ice response in the PMIP project
(e.g. Zhang et al., 2010). Although there are several possible ex-
planations to the spread between model results in terms of Arctic
sea ice conditions (Goosse et al., 2013), numerous studies have
pointed out variations in the albedo parameterization as one of the
major factors (e.g. Wyser et al., 2008; Holland et al., 2010). The
sensitivity of the Arctic sea ice cover response properties to changes
in the albedo parameterization is here exemplified by performing
the same experiment as in the baseline model run but with the
CSIRO Mk3 albedo parameterization (Gordon et al., 2002, see
Appendix for details). The model now yields a much longer period
of seasonal ice, again indicating a large uncertainty regarding the
timing of the modelled perennial sea ice cover breakdown as dis-
cussed above, c.f. Fig. 3 and Fig. A1.

4.6. Hysteresis

In our simulations, a hysteresis is covering the mid-Holocene
(defined as 6000 years BP in the PMIP), meaning that the state
of the modelled ice cover is a function of the initial conditions
during this period of time. This might also be a feature of GCM
models included in the PMIP simulations. However, since the
hysteresis is smaller than the natural interannual variability of the
forcing, evidence from such hysteresis should in a GCM (if the
forcing variability is correctly reproduced by the model) show up
as increased variability of the system where the ice cover fluctu-
ates between the two stable modes rather than an initial condition
dependent ice thickness as is the case here. If however the hys-
teresis is larger in a fully coupled system than in our column
model, the initial conditions for the PMIP time slice simulations
for mid-Holocene might still be of importance. As mentioned, a
large variability of the ice cover can be expected over the periods
m (LeGrande & Schmidt, 2009). The seasonal ice period is reduced to about 4100 years
levels.
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with dual equilibria during which the ice cover can switch easily
between perennial and seasonal ice on relative short decadal to
interannual time scales. Stranne and Björk (2011) showed that the
Arctic sea ice cover is likely subject to a similar but significantly
larger hysteresis associated with a sudden blocking of the Arctic
Ocean sea ice export passages when the mean sea ice thickness
reaches a certain threshold, a phenomenon known as sea ice
arching (Hibler et al., 2006). We speculate that such dual stability
modes can explain periods dominated by large variability in the
Arctic Ocean climate system e.g. the climatically unstable Bøllinge
Allerød period w12,700e14,700 years BP (Koc et al., 1996;
Rasmussen, 2006).

4.7. Further aspects

Other factors of potential importance for the sea ice cover not
considered in our simulations include changes in the freshwater
supply and variations in sea level. Since the cloud andwater vapour
dynamics of the Arctic atmosphere is not well understood snow
precipitation is difficult to model accurately (e.g. Verlinde et al.,
2007; Soden and Held, 2006) and it is hard to validate the model
output due to the scarce observational precipitation data available
for the central Arctic. Changes in snow precipitation in the Arctic
area would not only influence the fresh water budget but would
also alter the surface albedo which in turn affects the Arctic sea ice
sensitivity as was shown by Björk et al. (2012). Factors like the
persistence of e.g. the Laurentide ice sheet until 8000 years BP
(Hughes et al., 1981; Lambeck et al., 2000) probably had an impact
on the Arctic climate through effects associated with both fresh-
water supply and surface albedo.

The present study points at a potentially large impact of the
increased SW forcing during EHIM through the surface albedo
feedback, leading to a breakdown of the perennial sea ice cover
into a state dominated by ice free summers. Above we have
discussed some mechanisms and feedback processes that are
not included in the present model study. Although some of the
in this model omitted mechanisms are believed to be important
(e.g. the surface albedo feedback associated with vegetation) the
current understanding of the climate system as a whole is far
from complete. Evidence of problems with the coupled GCMs
can be found in the PMIP literature. For instance Jiang et al.
(2012) show that 35 out of 36 PMIP models produce colder
than present day climate in China during mid-Holocene which is
in stark contrast to available multiproxy data for the same time
and region indicating 1e5 �C warmer than present day condi-
tions. In another study Zhang et al. (2010) compared the two
best PMIP models in terms of northern high latitude climate
proxy data agreement for the mid-Holocene (the FOAM and the
MRI models). They show that even between the two best models
there are significant inter-model differences. During the melt
season the FOAM (MRI) model produced e.g. a sea ice area
fraction reduction of 8 (25) %, a sea ice thickness reduction of 0.8
(1.5) m and a surface heat flux increase of 4 (22) Wm�2

compared to present day pre-industrial conditions. Suffice to say
that further research on the coupled global climate system is
needed before any conclusive results regarding the evolution of
the Arctic sea ice cover during Holocene can be reached through
climate modelling.

5. Conclusions

Based on the observed Arctic Ocean sea ice decline during the
recent decades we know that the climate system is sensitive to
changes in the external forcing. The recent decline has proved to
exceed several estimates from coupled general circulation
model studies (Stroeve et al., 2007) and from this notion alone
one could argue that it seems highly plausible that the sea ice
cover was reduced compared to present day pre-industrial
conditions also during early and middle Holocene as a conse-
quence of the EHIM. This study shows that the EHIM has the
potential to force the Arctic sea ice cover into a regime domi-
nated by seasonal ice. These results provides a similar view as
the interpretation of available Arctic sea ice paleo-proxy data
(Fig. 4b). Our work points to the strong surface albedo feedback
as the common denominator between the sea ice minimum
before 6000 years ago and the present diminishing trend.
However, at the same time as our simulations show the
importance of the surface albedo feedback, there are likely two
distinctly different underlying causes for the feedback to kick in:
increased insolation (past) and increased GHG levels (present).
We also speculate that climatically unstable periods such as the
BøllingeAllerød period (c. 12,700e14,700 years BP) can be
explained by dual stability modes of the Arctic sea ice cover
associated with e.g. the transition between perennial and sea-
sonal sea ice conditions.
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Appendix 1. Albedo parameterizations

Maykut albedo parameterization

The dynamic albedo parameterization is a function of surface
type i.e. open water, bare sea ice or snow covered, and sea ice
thickness and is taken from Maykut (1982). The snow albedo fol-
lows a prescribed annual cycle (Table 1). The bare ice albedo a is a
function of ice thickness following

a ¼ min
�
0:08þ 0:44h0:28ice ;0:64

�

which also gives the open water albedo for hice ¼ 0.
CSIRO Mk3 albedo parameterization

The CSIRO Mk3 albedo parameterization (Gordon et al., 2002) is
a function of surface type i.e. open water, bare sea ice or snow
covered sea ice, surface temperature, and solar zenith angle zr.

The open water albedo is a function of solar zenith angle:

a ¼ 0:05=ð0:15þ absðcosðzrÞÞÞ
For bare ice:

a ¼
�
0:65; Ts < 0
0:55; Ts � 0

and for snow covered ice:

a ¼
�
0:80; Ts < 0
0:70; Ts � 0



Fig. A1. Same as Fig. 2b in the main text but with a different type of albedo parameterization taken from the general circulation model CSIRO Mk3. Here we get a seasonal ice period
of about 8000 years compared to about 5700 years when using the Maykut albedo (c.f. Fig. 2b).
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