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A B S T R A C T

Reliable and consistent topographic data is key to a multitude of environmental manangement and research
applications. Unmanned Aerial Systems (UAS) are fast establishing themselves as a promising additional remote
sensing platform that provides high spatial resolution not only of topography but also surface types and coastal
features together with comparatively low costs and high deployment flexibility. However, comprehensive in-
formation on the accuracy of UAS-based elevation models in comparison to other available surveying metho-
dology is regulary limited to be referenced to individual methods. This paper addresses this shortcoming by
comparing coincident beach surveys of three different point cloud generating methods: ATV mounted mobile
laser scan (MLS), airborne LiDAR (ALS), and UAS. This was complemented by two RTK-GPS surveys on a pole
with wheel attachment and mounted on an ATV.

We present results in relation to elevation accuracies on a concrete control surface, the entire beach and for
six different beach surface types together with how differences between point clouds propagate during the
construction of gridded elevation models. Overall, UAS point cloud elevations were consistently higher than
those of ALS (+0.063m) and MLS (+0.087m). However, these results for the entire beach mask larger and
smaller differences related to the individual surface characteristics. For all surface types, UAS records higher
(from 0.006m for wet sand to 0.118m for cobbles, average of 0.063m) elevations than ALS. The MLS on the
other hand, records predominantly lower elevation than ALS (−0.005m for beach gravel to −0.089m for soft
mud, average of −0.025m) except for cobbles, where elevations are 0.056m higher.

The comparison shows that all point cloud methods produce elevations that are suitable for monitoring
changes in beach topography in the context of operational coastal management applications. However, due to
the systematic differences between respective monitoring approaches, care needs to be taken when analysing
beach topographies for the same area based on different methods.

The eventual choice of monitoring method is therefore guided by a range of practical factors, including
capital cost of the system and operating costs per survey area, conditions under which the system can operate,
data processing time, and legal restrictions in the use of the system such as air safety regulations or limitation of
ground access to areas with environmental protection.

1. Introduction

The high variability of natural environments such as beaches at a
wide range of temporal and spatial scales in relation to, for example,
topography and surface characteristics (Dornbusch et al., 2008; Watt
et al., 2008) presents a substantial challenge to their monitoring. His-
torically, ground survey methods ranging from simple one person

approaches (Delgado and Lloyd, 2004) to optical methods (Anderson
et al., 1998) to GNSS point collection (Goncalves et al., 2012) have been
used to monitor fixed profiles due to the time requirements to record
individual points. The more rapid point acquisition using GNSS to-
gether with surface interpolation software has meant that different
sampling strategies including mounting the receiver on vehicles such as
All Terrain Vehicles (ATV) can be used to represent full 3D surfaces
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rather than individual profiles (Dornbusch, 2010). Recent develop-
ments also include the analysis of laser return intensity in the analysis
and offer range novel applications of Lidar remote sensing beyond 3-D
(Eitel et al., 2016).

Finally, advances in the field of Unmanned Aerial Systems (UAS) are
now emerging as a promising additional remote sensing platform that
provides high spatial resolution not only of topography but also surface
characteristics and coastal features (Papakonstantinou et al., 2016).
Since it is also comparatively low-cost and very flexible in terms of
deployment (Mancini et al., 2013; Micheletti et al., 2015a; Nex and
Remondino, 2014) it has as a consequence started to become the
method of choice for some coastlines (Gonçalves and Henriques, 2015;
Turner et al., 2016).

A central advantage of the UAS approach is that two data sets can be
acquired at the same time: (i) multi-spectral data sets which capture
information about the spatial distribution of surface characteristics such
as the spatial distribution and patterns of sand and gravel at mixed
beaches, and (ii) elevation models using novel photogrammetric ap-
proaches such as Structure-from-Motion (SFM) (Westoby et al., 2012)
that relax many of the prerequisites of classical digital photo-
grammetry. The potential for the use of unmanned aerial systems for
coastal monitoring has been recognised for a number of years and the
use of UAS is becoming increasingly common (Brunier et al., 2016;
Harwin and Lucieer, 2012; Klemas, 2015; Lim et al., 2015; Mancini
et al., 2013; Pereira et al., 2009). However, comprehensive information
on the accuracy of UAS-based elevation models in comparison to other
available surveying methodology is limited. Reports of how UAS pro-
jects perform in operational circumstances against other surveying
methods often only compare UAS-based elevation individually against
those derived from Total Station (Harwin and Lucieer, 2012), RTK-
GNSS (Gonçalves and Henriques, 2015; Turner et al., 2016), or laser
scanning (Flener et al., 2013; Mancini et al., 2013). This paper aims to
address this shortcoming by reporting for the first time comparisons of
surveys of five different methods carried out within a one hour time
window: three point cloud generating methods (ATV mounted mobile
laser scan, airborne LIDAR and UAS), complemented by two line
transects collected with a RTK-GNSS on a pole with wheel attachment
and a RTK-GNSS mounted on an ATV. We present results in relation to
elevation accuracy overall and for different surface characteristics. The
implications of these results for are explored for both the construction
of elevation models and planning and implementation for future sci-
entific studies, particularly in the coastal management context.

2. Experimental set-up and methodology

2.1. Study site

The study was carried out covering an area of 65,500m2 along an
approximately 450m long stretch of the 9 km long shingle barrier at
Pevensey Bay, East Sussex, UK (Fig. 1). The south-east facing beach is in
a macrotidal environment with a mean spring tide range of over 6m
and an average annual maximum offshore wave height (0.05% ex-
ceedance) of ~4m.

The beach profile at Pevensey can best be described as a composite
mixed beach where the reflective upper beach (beach toe at approxi-
mately −1.5 m OD) is composed of mixed sand and gravel, fronted by a
very shallow gradient, dissipative and mostly sand covered low-tide
terrace (Watt et al., 2008) that in this location is underlain by intertidal
back barrier sediments and sandstone over which the barrier has rolled
back (Fig. 2). The surface sediment on the upper beach face can change
over the course of a tide from a several decimetre thick pure gravel
layer to a very hard surface layer of mixed sand and gravel with both
types commonly found at the same time on different parts (cross-shore
and longshore) of the beach (Dornbusch et al., 2008; Watt et al., 2008).

Pevensey Bay beach acts as a natural sea defence which provides
protection from permanent flooding to an area of 50 km2, most of which

is significantly below high tide level. The beach is managed through
recharge, reprofiling and recyling of sediment within the frontage. The
field site was chosen because it represents are an example of a rapidly
changing dynamic coastal environment that requires monitoring on a
regular basis. It also exhibits a range of different surface types which
makes it possible to investigate the influence surface variation on sur-
veying accuracy. The presence of a nearby concrete outfall offered
additionally the opportunity to calibrate measurements to such control
surface.

Five concurrent surveys were carried out on the morning of May 20,
2015 during low water spring tide. These were:

a) Cross-shore beach transects collected with a wheel-based RTK-GNSS
(W-GNSS):
The instrument set-up and survey strategy follows that described in
Dornbusch (2010) using a 0.28m diameter wheel attached to a
1.8m high survey pole with a Leica 1200 sampling at 1 Hz (Fig. 3a).
Walking speed and thus point density along the path was adjusted to
the change in topography. This method relies on the contact with
the beach surface and the constant distance between surface and
GNSS receiver, so the main source of elevation errors comes from
the GNSS sensor, but also from minor sinking in of the wheel on
different sediment types (Fig. 2), pole non verticality and the surface
wheel contact point moving away from vertically under the antenna
on steeper slopes.

b) Longshore beach transects collected by ATV-based RTK-GNSS (ATV-
GNSS):
Longshore transects were collected using a Trimble R8 receiver
mounted on an ATV (Fig. 3b). Individual points were collected using
Trimble's “Continuous Topo” mode, sampling at 1 Hz. The typical
driving speed was 2.7–5.4ms−1. The receiver was mounted 1.4m
above ground level as close as possible to the front left wheel of the
ATV, so that as long as the wheel stayed in contact with the beach,
the receiver height was relevant. Data resulting from these surveys is
processed through a bespoke software package developed by
McCarthy Taylor Systems Ltd. which corrects for non-verticality of
the mounting pole. Like the W-GNSS method it relies on the contact
with the beach surface and constant distance between surface and
GNSS receiver. ATV wheels do sink into the beach surface but this
was somewhat limited due to very low pressure in the tyres.
Nevertheless, on pure gravel the sinking distance could reach sev-
eral centimetres, especially in curves (Fig. 2). In addition, the wheel
suspension system introduces variations of the constant distance.

c) ATV-based mobile laser scanning (MLS):
The MLS set-up consisted of a single head MDL Dynascan Laser
Scanning System (M250) including a laser scanning module (with a
pulse rate of 36 kHz at 1200 rpm), an Inertial Measurement Unit
(IMU) and two GNSS receivers for position and heading data
mounted on an ATV (Fig. 3c). The instrument is mounted 2m above
the surface. The footprint of the laser on the ground changes rapidly
with distance, but is generally in the order of 0.1m at a distance of
50m (Renishaw, 2016). The driving speed varied between 4 and
10ms−1. The MLS system is operated by the Worthing Borough
Council Coastal Survey Team and has been used for routine beach
surveys since 2013. The sinking in of the vehicle is similar to that for
the ATV-GNSS (Fig. 2), but is of no consequence as beach elevation
is measured relative to the GNSS position of the instrument.

d) Airborne laser scanning (ALS) on board a survey aircraft:
ALS data was collected by the Geomatics team of the UK
Environment Agency using an Orion Airborne Laser Terrain Mapper
flown on a Cessna 406 (G-LEAF, Fig. 3d). Flights were carried out at
900m above ground at a speed of 260 kmh−1 with a scanning fre-
quency of 40 kHz and a scan angle of 50°. Flight paths were parallel
to the coast with an overlap of 30%. The survey covered the entire
length of Pevensey Bay which included two ground control areas
outside the study area.
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The potential source of error for ALS measurements lies in the GNSS
positioning of the plane, pitch, roll and yaw of the plane compensated
through an IMU and adjustment of flightpaths against each other, laser
measurement itself and the signal footprint of approximately 0.2m
diameter.

e) A multi-rotor UAS platform, represented by a Tarot 680Pro series
Arducopter GNSS Hexacopter (Fig. 3e) carrying a Canon PowerShot
A2300 16.0 megapixel camera. The copter was equipped with a
Pixhawk flight controller and a GNSS module with compass. This
allowed it to carry out pre-programmed autonomous survey mis-
sions using the software Mission Planner (Oborne, n.d.). The survey
itself was carried out in autopilot mode during which the UAS flew
at a height of approximately 70m above ground, which resulted in a
final data set of 145 images with a ground sampling distance (GSD)

of 1.7 cm per pixel and a minimum overlap of 60% in both the side-
and forward direction. The images were then processed using the
SFM-based package Photoscan (Agisoft Photoscan, 2015). It per-
forms an automatic camera calibration by estimating both internal
and external camera orientation parameters, including nonlinear
radial distortions based on the images EXIF meta data. Surface
construction was carried out in a three step process, starting with
image alignment by detecting and matching common feature points
across images. The establishment of this basic geometric structure
resulted in computed camera positions and a sparse point cloud.
This was followed by the generation of a dense point cloud model,
where the estimated camera positions were used to calculate depth
information for each image which was then combined into a single
dense point cloud for the entire surface. A number of quality settings
were possible at this stage which essentially offered trade offs be-
tween accuracy and computing speed. For this project the Ultra High
option was selected that ensured that the full photo resolution was
utilised by the programme. The final step consisted of building a
three dimensional polygonal model mesh, based on the previously
generated dense point cloud and overlaying this with orthophoto
texture which allowed the best visual representation of the gener-
ated 3D model.

For a more detailed description of Agisoft and its underlying prin-
ciples, the reader is referred to (Gonçalves and Henriques, 2015). A
bundle adjustment transformation was eventually carried out to re-
ference the model to a British National Grid coordinate system using 49
ground control points, resulting in a vertical RMSE of the residuals of
4.6 cm. The control points had been surveyed with a Leica Viva GS08
RTK- GNSS receiver linked into the GNSS SmartNet Network RTK ser-
vice. The points were placed on groins evenly spread across the study
area, as these represent semi-permanent features that could be reused
for subsequent surveys. This would mimic an approach that is likely to
be taken in an operational surveying setting.

The W-GNSS transects resulted in 5613 points, and the transect
surveyed with ATV-GNSS collected 2427 points, both shown in Fig. 1.
The MLS point cloud of the study area consisted of 5.3 million points,
equivalent of an average of 112 points/m2. However, the density of the
MLS point cloud varied substantially, with some sections of the fore-
shore being captured very sparsely (Fig. 4a), due to surface wetness
where signal return away from the scanner deteriorated substantially.
ALS collected 270,000 points within the case study area with a homo-
geneous distribution. This equalled a point density of approximately 4
points per m2. The UAS-based surface model was generated using an

Fig. 1. Overview map and orthophoto of the study area,
generated from UAS images. Yellow dots represent data
collected with ATV-based RTK-GNSS, red dots represent
data collected with pole-based RTK-GNSS. The black box
outlines actual study area. Dashed circle depicts sluice
outfall with concrete surface that was used as test surface.
(For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this ar-
ticle.)

Fig. 2. View down beach with the mixed beach in the foreground and the low tide terrace
in the background. The two near parallel wheel traces are from the ATV_GNSS and were
the first, the strongly curved one is from the MLS, which came second, and the thin line
with foot prints going up the beach to its right in the centre of the photos are from the W-
GNSS coming last.
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image overlap pattern where all parts of the study area were imaged
from at least three perspectives and most of them by many more
(Fig. 4b). The resulting point cloud had a homogeneous distribution and
was represented by 3.8 million points within the study area. This
translated into an average density of 58 points per m2.

The central objective of this paper was to compare the elevation
accuracy of the presently used methods of airborne laser scanning and
terrestrial laser scanning with that of the new UAS-based surface
modelling so that conclusions can be drawn for practical aspects of
operational beach monitoring. This included the calculation of the root-
mean-square error (RMSE):
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where hg represents the height value measured by respective GNSS
devices and hp represents height value from respective point clouds.

The data analysis was carried out in a set of subsequent steps,
consisting of (i) comparison of point cloud performance against W-
GNSS and ATV-GNSS data collected on a concrete control surface; (ii)
comparison of point cloud performance against both W-GNSS data and
the ATV-GNSS on the actual beach study area; (iii) point cloud inter-

comparison, including the consideration of different surface types; and
(iv) an evaluation of differences between elevation models generated
from the respective point clouds.

3. Results

3.1. Comparison of W-GNSS and ATV-GNSS data with point clouds

The relative elevation accuracy between RTK-GPS data and re-
spective point clouds was first estimated on the homogeneous
30m×10m concrete surface of a sluice outfall immediately to the
west of the actual beach study area (see Fig. 1). Common point pairs for
each data set combination were identified which were within a max-
imum distance of 0.2 m from each other. This was based on the as-
sumption that, on the concrete surface, elevation differences between
point pairs would be a function of survey methodology alone and not of
actual changes of the surface over such a short distance.

The analysis started with a comparison using W-GNSS data which is
taken as the most accurate due to the least number of error sources.
Table 1 lists the satellite constellation conditions during the three
phases of the W-GNSS survey, i.e. (i) a survey of the concrete test

A B 

E D 

C 

Fig. 3. Survey methods deployed concurrently at the study area: (A) wheel-based RTK-GNSS (W-GNSS), (B) ATV-based RTK-GNSS, (C) mobile laser scanning using sensors mounted on an
ATV (MLS), (D) airborne laser scanning (ALS), and (E) multi-rotor UAS.

Fig. 4. Point cloud footprints generated by MLS (a) and camera locations and image overlap of the UAS survey (b). The dashed line outlines the actual study area.

P. Elsner et al. Remote Sensing of Environment 208 (2018) 15–26

18



surface surveying the study area; (ii) a subsequent survey of the study
area itself; and (iii) a repeat survey of the concrete test surface at the
end. It can be seen that all surveys experienced good conditions, with
the study area itself experienced the most favourable and stable con-
stellation with a geometric dilution of precision (GDOP) between 2.4
and 3.4.

Real-time kinematic (RTK) corrections of the GNSS measurements
were carried out by utilizing a set of permanent and continuously op-
erating OSNET reference stations. Six stations with a spacing of less
than 70 km were used to develop a virtual reference station. The
WGS84 reference system was used for all surveys.

The results of the accuracy analysis are displayed in Table 2. The
best agreement was observed for the ALS point cloud elevation, where
W-GNSS data was on average 0.016m lower, with a RMSE error of
0.026m and a standard deviation (STD) of 0.021m. This comparison
consists of two sets of W-GNSS data, one collected at the start of the
survey and one collected 2 h later at the end of the survey, denoted
“start” and “end” in Table 1. For the other comparisons this split is not
shown. There is a 0.007m systematic difference between the two data
sets and a 0.01m difference in the RMSE. The UAS-based point cloud
showed a mildly higher difference of 0.023m (RMSE 0.054m and STD
0.049m). The point cloud generated by ground-based mobile laser
scanning exhibited the highest average difference with W-GNSS data
being 0.072m lower (RMSE 0.094m, STD 0.061m).

The analysis between ATV-GNSS and point clouds resulted in a si-
milar pattern, with ALS data being the most consistent (average dif-
ference− 0.026m, RMSE 0.038m), followed by the UAS point cloud
(average difference− 0.034m, RMSE 0.074m) and MLS points
(average difference− 0.094m, RMSE 0.107m).

Finally, the accuracy of ATV-GNSS points was tested against the W-
GNSS points, using the same approach as described above. This resulted
in an excellent agreement with an average vertical difference of
0.005m (RMSE 0.025m), indicating that the two contact methods

produced nearly identical results on the control surface (Table 2).
The second comparison of point cloud accuracy in reference to RTK-

GNSS measurements was undertaken for the case study beach area itself
including both W-GNSS and the ATV-GNSS data. For this analysis, only
point groups within 0.1m distance were employed, that is, a GNSS
point was only used when all three point clouds had an elevation
measurement within a radius of 0.1m to the GNSS point. The reduction
of the search distance was motivated by the fact that on the beach itself
morphological changes occur over much shorter distances. For W-GNSS
data, the ALS point cloud data again was the most accurate, both in
terms of elevation difference (−0.0001m) and RMSE (0.036m). For
the UAS point cloud data both the average error (−0.053m) and RMSE
(0.113m) doubled in comparison to the concrete surface. MLS point
cloud data had a smaller average error (−0.001m) but a much higher
RMSE of 0.145m.

The results for the analysis using the ATV-GNSS as benchmark
partly repeat the results for the M-GNSS in that the ALS point cloud had
the smallest average error of −0.005m (RMSE 0.036m), the average
error for the UAS point cloud doubled to −0.069m (RMSE 0.108m),
whereas the average error for the MLS point cloud was lower with
−0.011m but the RMSE (0.113m) was twice as high on the beach as
on the concrete test surface.

3.2. Point cloud inter-comparison

The third step in the analysis focused on the vertical differences
between respective point cloud data sets themselves. All point cloud
analysis was carried out following an approach by Mancini et al. (2013)
by developing a MATLAB© routine which identified common point
groups where points from all data sets under investigation were iden-
tified that lay within a search circle radius of 0.1 m. This was based on
the assumption that actual morphological vertical changes within this
short distance can be considered to be minimal even on the beach. Any
observed differences between data points could therefore be treated as
a function of data acquisition methodology alone. The search routine
identified 1960 matches. Groins and other man-made structures that
could have had confounding influences were masked out.

The comparison of the two laser scanning point clouds shows a good
agreement, with the MLS points being on average 0.025m (RMSE
0.069m) lower compared to the ALS data (see Fig. 5). The spatial
distribution of the residuals shows a relative homogeneous distribution
with a number of outliers being located along the eastern part of the
foreshore.

The differences between UAS data and ALS data are shown in Fig. 6.
UAS data exhibited on average higher elevations (+0.063m) with a
RMSE of 0.101m. The spatial error pattern displays a cluster in the

Table 1
Satellite constellation conditions for the different phases of the W-GNSS survey, stating
the range of geometric dilution of precision (GDOP), vertical dilution of precision
(VDOP), horizontal dilution of precision (HDOP), and position dilution of precision
(PDOP).

W-GNSS survey GDOP VDOP HDOP PDOP Satellites used

Survey concrete test
surface (start)

2.3–4.2 2.6–3.2 1.3–1.9 1.8–3.6 7 (GPS)

Survey study area 2.4–3.4 1.7–2.4 1.2–1.6 2.0–2.9 10 (GPS)
Survey concrete test

surface (end)
2.3–4.1 1.6–3.0 1.1–1.6 1.9–3.4 9 (GPS)

Table 2
Difference of point cloud elevations as estimated against the contact methods for the concrete control surface and the beach study area, based on common points within a 0.2m circle
(concrete test surface) and 0.1m (beach study area). Negative values for the average difference mean that the elevation of the GNSS method is lower than the respective point cloud. For
example, in the first row, the W-GNSS elevations were on average 0.023m lower than those of the UAS survey.

Average difference (m) RMSE (m) STD (m) Min (m) Max (m) Sample size

W-GNSS - UAS Test surface −0.023 0.054 0.049 −0.182 0.144 439
W-GNSS - MLS Test surface −0.072 0.094 0.061 −0.038 0.569 141
W-GNSS - ALS Test surface −0.016 0.026 0.021 −0.051 0.07 179
W-GNSS - ALS (start) Test surface −0.012 0.02 0.016 −0.031 0.053 95
W-GNSS - ALS (end) Test surface −0.019 0.03 0.02 −0.051 0.069 84

ATV-GNSS - UAS Test surface −0.034 0.074 0.066 −0.197 0.274 78
ATV-GNSS - MLS Test surface −0.094 0.107 0.053 0.027 0.244 19
ATV-GNSS - ALS Test surface −0.026 0.038 0.028 −0.014 0.082 22
W-GNSS - ATV-GNSS Test surface 0.005 0.025 0.025 −0.064 0.043 29
W-GNSS - UAS Study area −0.053 0.113 0.1 −0.272 0.745 3567
W-GNSS - MLS Study area −0.001 0.145 0.145 −1.47 0.155 1772
W-GNSS - ALS Study area 0.0001 0.036 0.036 −0.145 0.195 442
ATV-GNSS - UAS Study area −0.069 0.108 0.083 −0.225 0.683 1542
ATV-GNSS - MLS Study area −0.011 0.113 0.113 −1.809 1.153 881
ATV-GNSS - ALS Study area −0.005 0.036 0.036 −0.119 0.148 224
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centre of the case study area where UAS elevations are lower than ALS
points, whereas in other areas this was the opposite. In the south-
western part of the study area on the upper shore there is a further
small cluster of approximately 20m by 20m where UAS points are
substantially higher. The reason for this was not fully clear but it is
suggested that it be caused by a strong gust that disturbed the UAS
platform in the respective flight line.

Fig. 7 illustrates the differences between UAS and MLS point clouds.
It can be seen that the UAS-based point cloud has a positive offset of
+0.087m compared to the MLS data with a RMSE of 0.132m. The
spatial distribution of the errors shows a feature in the centre of the
beach area with a cluster where UAS data was consistently lower than
the MLS points, whereas in the other areas this was reversed.

As the study area exhibits a complex mix of surface types, the fourth
comparison was carried out to evaluate to what extent surface varia-
tions had an effect on the measurement accuracy of the respective
methods. This relates back to observations in Dornbusch (2010) where
a difference between contact based GNSS and ALS data on concrete and
pebble surfaces was observed. At the time of data acquisition, six dif-
ferent surface types and their locations were identified. These were:
beach gravel, defined as sections of the upper beach that were homo-
genously covered with gravel (Fig. 2); beach sand, i.e. sections of the
upper beach that had a homogeneous sandy surface; cobble is a section

on the lower shore where a coarse lag deposit of larger clasts was ex-
posed; foreshore dry sand marks areas of the lower foreshore that were
slightly raised and where the sand surface had dried out, while wet sand
describes areas of the lower foreshore where a thin film of water was
still present on the surface during the surveys; and soft mud that relates
to foreshore areas consisting of soft and muddy substrate. Fig. 8 shows
the sections for which it was possible to visually outline the respective
surface types with confidence from an orthophoto that was generated
from the UAS images and field observations on the day.

The results of this analysis are shown in Fig. 9 with the sample size
for the respective surface type being listed in Table 2. For all surface
types, UAS records higher (from 0.006m for wet sand to 0.118m for
cobbles, average of 0.063m) elevations than ALS. The MLS on the other
hand, records predominantly lower elevation than ALS (−0.005m for
beach gravel to −0.089m for soft mud, average of −0.025m) except
for cobbles, where elevations are 0.056m higher. The differences for
gravel, which forms the dominant surface type, are much smaller for
both UAS (0.038m) and MLS (−0.005m). Adjusting for the average
difference and plotting the ALS-UAS and ALS-MLS difference, both UAS
and MLS show similar patterns of differences to the ALS survey in re-
lation to surface type. The cobble surface is the only one that shows
much higher differences than the average for both UAS and MLS; the
three sand surfaces are all below average as is the soft mud area. The
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Fig. 5. Point cloud differences of MLS and ALS data (top), spatial distribution of residuals (bottom).
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only slight exception is the gravel surface that is slightly above average
for the MLS survey but slightly below average for the UAS survey.

3.3. Elevation model differences

In an operational coastal management context, survey point data
are routinely converted to raster elevation models at pre-specified re-
solutions to identify areas of beach sediment loss or gain at different
spatial scales and over different time periods. It is these data sets that
are commonly analysed, visualised, and archived in digital formats that
can be incorporated and shared across many GIS platforms. It is
therefore important to understand how the observed differences in the
primary point cloud data sets translate into interpolated raster eleva-
tion models. To do this, we generated raster DEM models from each of
the point clouds in three spatial resolutions (0.2 m, 0.5m, and 1m),
using the software package CloudCompare (Girardeau-Montaut, 2015).
The height of each cell was determined by using the average height of
all points falling in a grid cell. ‘Empty’ cells would be estimated by
linear interpolation with the nearest non-empty neighbouring cells.
This was particularly necessary for the MLS exhibiting substantial gaps
in the foreshore region (Fig. 4). The differences between respective

DEMs were analysed on a cell-by-cell basis and then aggregated.
Fig. 10 shows that the differences from the point cloud analysis is

only replicated in the UAS-ALS relationship in that the average eleva-
tion difference is positive but slightly larger (0.07 m to 0.08m for the
different DEMs compared to 0.06m for the point cloud). For the DEM
difference between MLS and ALS, the negative difference of −0.02m
from the point cloud comparison changes to a positive difference of
between 0.01m to 0.05m. There is also no obvious correlation between
the magnitude of the difference and the cell size. In the case of UAS
against MLS data, the average differences of elevation models were
smaller than the original point cloud differences but showed no trend in
terms of resolution.

4. Discussion

The results presented above show differences in elevation and cal-
culated elevation models for the test beach which we will discuss in
relation to the terrain, surface characteristics and survey methods.

All instruments used in this study rely on GNSS positions and ele-
vations obtained during movement, that is no averaging during point
occupation is possible. Dornbusch (2010) shows how elevations vary
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Fig. 6. Point cloud differences of UAS and ALS data (top), spatial distribution of residuals (bottom).
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Fig. 8. Spatial distribution of surface types used for further analysis.
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using the same W-GNSS approach used in the present study between
surveys over different time scales. While the ALS and MLS elevations
include measurements of the same surface at different times and thus
provide some averaging of the GNSS signal, the W- and ATV-GNSS
survey cover each surface only with one pass and are therefore more
likely to include a GNSS bias. The only exception to this is the W-GNSS
survey of the concrete outfall surface and the difference with ALS in
Table 1 confirms a centimetre scale difference between the ‘start’ and
‘end’ surveys. The UAS method employed in this study relies on GCP
points collected in static mode where GNSS averaging has taken place
over 3 s. This means that any differences between surveys within ap-
proximately± 0.01 to 0.02m are very likely to be associated with the
uncertainty in the GNSS system and that any difference between two
methods associated with the whole method system have to be larger
than this.

The comparison between the contact methods on the concrete test
survey shows a very high degree of agreement for common points with
the W-GNSS only 0.005m higher than the ATV-GNSS (Table 1). This is
based on 29 points that are within 0.2m of each other. A very similar

result with W-GNSS being 0.01m higher than the ATV-GNSS is
achieved by calculating the average elevation of the same surface using
all 406 (W-GNSS) and 91 (ATV-GNSS) measurements taken. Given the
general GNSS uncertainty, the two data GNSS sets can be treated as
recording the same surface elevation on the concrete outfall and, given
they consist of three different surveys in time, are assumed to represent
the ‘true’ surface elevation. This also suggests that despite visible traces
of sinking in of the ATV-GNSS system on the beach (Fig. 2), this has no
measurable impact on overall elevations which also include areas with
a firmer surface.

Comparison of ALS with both the GNSS surveys on the concrete
shows small differences and the lowest RMSE values of the three con-
tactless methods. This is evidence for the robustness of the survey grade
ALS equipment and ideal conditions of the test surface in relation to the
near vertical laser beam on the aircraft platform. The ALS – GNSS
comparison on the beach surface (Table 1) also shows the best agree-
ment in elevation and the lowest RMSE values.

To provide a more consistent comparison for all tests, Table 3
summarises all results in relation to the ALS survey as it is common to
all comparisons including the point cloud only comparisons and pro-
vides the best representation of the true surface owing to the con-
sistency and spatial homogeneity of the dataset.

On the concrete surface, the UAS data had a very low systematic
error, but exhibited a wide scatter resulting in a higher RMSE. It is
suggested that the low optical contrast of the surface (either clean
concrete or with a cover of enteromorpha sp. algae, Fig. 11) is a possible
reason for this, causing individual point errors in the image matching
process that, however, eventually cancel each other out. The MLS data
exhibits a systematic offset and RMSE outside of what could be ex-
pected from GNSS uncertainty. Inspecting the point cloud for the MLS
data on the outfall (Fig. 11), it is apparent that the outfall test surface
was only covered by one pass of the MLS ATV as it travelled in a
northeast-southwest direction on the beach above the concrete surface,
so that the point density changed significantly with distance over the
concrete surface and the incidence angle became very shallow as the
ATV moved down the beach. The average elevation of the outfall is
1.39mOD which is reflected in the landward portion of the MLS data,
but elevation increases with distance from the instrument seawards.
This highlights that in contrast to ALS, where due to the flying height
and scan angle the maximum angle between a horizontal surface and
the laser beam is 25° with only a small difference in distance between
instrument and surface along the swath, the incidence angle and dis-
tance on the MLS changes dramatically with every rotation of the scan
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head. This is generally compensated for in the data processing by
combining the data from several passes across the same area from
different angles but in the case of a single pass over a smooth and partly
moist surface at a shallow angle, the results are not very reliable.

The analysis comparing point cloud data against RTK-GNSS data on
the actual beach area introduces additional error sources due to the
interaction between the surface and the equipment, and the timing of
the surveys. The contact based methods (W-GNSS and ATV-GNSS) are
shown to sink into the surface of the study area depending on the type
of surface and the weight of the equipment; surface micro topography
increases from a smooth sand surface to a sand surface with ripples to
gravel to cobbles; wet sand provides a different reflectivity to dry sur-
faces and the sequence in which the surveys were carried out meant
that the contactless methods picked up at least some of the traces left by
the contact methods and the MLS (Fig. 2). Further to the surface
roughness, the surface porosity changes and while the contact methods
record the highest points of the surface (albeit this is possibly over-
compensated for by the sinking in), the MLS with its laser footprint in
the millimetre to centimetre range will return an elevation that is a
composite but possibly be slightly below a surface of the highest points.

The comparisons on the beach in Table 3 show again how close ALS
and the two GNSS methods are with negligible differences and RMSE
values of 0.03m and 0.036m only about 0.01m higher than on the
concrete surface (Table 2). The comparison also confirms indirectly
(because there were no common points between W-GNSS and ATV-
GNSS within 0.1m on the beach) the high degree of agreement found
between both contact methods on the concrete surface. It also suggests
that the visible sinking in of the ATV-GNSS does not seem to impact the
surface elevation. While the MLS data is significantly higher on the
concrete outfall surface it is very close to the ALS on the entire beach,
being only 0.011m (based on the W-GNSS comparison) and 0.006m
(based on the ATV-GNSS comparison) higher. However, while the
multiple paths covering each part of the beach serve to bring the
average closer to the true surface, the inherent uncertainty of each in-
dividual point measurement results in a very high RMSE of 0.145m and
0.113m for the W-GNSS and ATV-GNSS comparisons, respectively.

In contrast to the MLS data, the UAS data shows very little sys-
tematic difference on the concrete surface but a significant difference
on the overall beach of 0.0531m and 0.064m (RMSE values of 0.113m
0.108m) in relation to the W-GNSS and ATV-GNSS comparisons,

Table 3
Elevation differences from Table 2 and Fig. 5, 6 and 9 converted into elevation differences relative to ALS. Negative values mean that the method in the column heading was lower,
positive that it was higher than ALS; for example, on the concrete surface the MLS data was on average 0.056m higher than the ALS data using the W-GNSS comparison and 0.068m
higher using the ATV-GNSS comparison. For the point cloud comparison results of UAS and MLS, the RMSE value is also shown in parentheses. * indicates differences calculated indirectly
for ATV and W-GNSS based on the ATV- and W-GNSS comparison on the concrete outfall of −0.026m.

Elevation differences in m UAS MLS W-GNSS ATV-GNSS

ALS concrete (W-GNSS) 0.007 0.056 −0.016 −0.021*
ALS concrete (ATV-GNSS) 0.008 0.068 −0.021* −0.026
ALS beach (W-GNSS) 0.0531 0.011 0.0001 −0.0049*
ALS beach (ATV-GNSS) 0.064 0.006 0* −0.005
ALS beach cloud (Fig. 5, 6 and 9) 0.063 (0.101) −0.025 (0.069) – –
Gravel 0.038 (0.087) −0.005 (0.063)
Beach sand 0.043 (0.08) −0.042 (0.07)
Cobble 0.118 (0.0.123) 0.056 (0.088)
Dry sand 0.052 (0.072) −0.05 (0.083)
Wet sand 0.006 (0.073) −0.05 (0.076)
Soft mud 0.019 (0.072) −0.089 (0.122)

DEM 0.2m grid 0.07 0.02
DEM 0.5m grid 0.08 0.01
DEM 1m grid 0.08 0.05

Fig. 11. Footprint of the mobile laser scanner (MLS) data on the concrete test surface of the sluice outfall, with dense regular pattern at landward end and increasingly lower resolution
towards the seaward end. Ellipse in the top left highlights the track of the ATV carrying the laser scanner.
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respectively.
Other than the comparison using the two GNSS surveys, where

common points only exist for the comparison pair with the 0.1m ra-
dius, the point cloud comparison is based on common points for all
three point clouds within the 0.1 m radius resulting in 1960 point
groups (Fig. 9). This point cloud comparison results in a very similar
difference compared to that based on the GNSS surveys for ALS and
UAS (systematic offset of 0.063m) but for the MLS comparison a pre-
viously subtle positive offset changes to an overall negative offset of
−0.025m that falls outside of what is attributable to GNSS uncertainty
and as this was not picked up in any of the other comparisons appears
to be an offset due to the MLS method. Breaking down the overall beach
into different surface components provides additional insight. The areas
identified as belonging to a certain surface type taken together are
smaller than the entire beach area (Fig. 8 and Table 3) with the re-
maining area not identified nevertheless belonging predominantly to
the ‘gravel’, ‘beach sand’, ‘dry sand’ and ‘wet sand’ types. As a con-
sequence, these types contribute a large part of the offset. For the UAS
data, these types have a lower offset than the total beach which is
disproportionally influenced by the relatively small areas of ‘Cobble’
which have a 0.118m offset to the ALS data. Given the different size of
ALS and UAS point footprint, ALS will inevitably provide a more
averaged elevation while feature matching of the UAS method will pick
up the individual cobbles, thus giving a higher elevation. This inter-
pretation also applies to the MLS data where the general negative dif-
ference changes to a large positive difference, suggesting that the MLS
is also picking out the cobbles rather than the lower areas between
them. Overall, the comparison for different surface types appears to
influence the elevation measurements although the number of sample
points is quite low for the smaller surface types. For the MLS survey it
would appear as if surfaces with higher roughness and thus good re-
turns even on shallow incident angles of the laser beam, like gravel,
produce elevations similar to ALS and GNSS, whereas smoother sur-
faces result in lower elevations or no returns (Fig. 4a). The MLS records
the same differences for wet and dry sand which is most likely due to
the fact that the MLS survey was carried out about 1 h before the UAS
flight used to identify the different sand type areas, at which point
previously wet sand had dried off in the early morning sun. This means
that the MLS survey encountered the sand on the low tide terrace when
it was still wet while the UAS survey was presented with distinct surface
types, highlighting the importance of timing in relation to survey type
and results.

The spatial pattern of residuals in the UAS – ALS comparison in
Fig. 7, also seen in the UAS-MLS comparison, show on closer inspection
of the UAS surface model that two images for that part of the beach had
sub-optimal lighting which resulted in lower contrast. This apparently
caused a localised problem for the elevation model of the SfM model-
ling process. Such problems have also been described by Flener et al.
(2013). This issue illustrates a more general weakness of photo-
grammetry-based UAV methods. Surfaces with a heterogeneous and
distinct texture are particularly well suited for a successful and efficient
image matching process (Baltsavias, 1999). Reflective and/or homo-
geneous surfaces, however, are a more problematic challenge for the
feature matching stage, leading to a higher numbers of erroneous out-
liers (Agisoft Photoscan, 2015; Fonstad et al., 2013). Surfaces such as
concrete, sand, mud or gravel are examples of such optical homogeneity
and are therefore challenging for SFM approaches. This might explain
the relatively modest performance of the UAV point cloud when vali-
dated to GNSS measurements. In favourable conditions, the RMSE of
SFM-based point clouds can be expected to be in the range of 1–2
multiples of the GSD. In the on-hand project, the RMSE was 3 GSD
concrete test surface and 6–7 GSD on the study area. This corresponds
to the performance of other coastal applications such as a UAV survey
of beach dune systems where the GSD multiple of the RMSE was even
higher (Mancini et al., 2013).

Some authors recommend therefore to avoid potentially challenging

surfaces in SFM-based monitoring altogether (Micheletti et al., 2015b).
However, this is often not practical in the operational monitoring
context. Instead, users need to aware that less confidence can be placed
in the results of optically problematic surfaces. An interesting method
to address this problem is the addition of a near-infrared (NIR) channel
to the UAV sensor, as was done in the context of snow monitoring
(Bühler et al., 2017). This led to a significantly better performance
during the image matching process. Such an approach might also be
promising in the coastal context.

When it comes to gridding the data into DEMs, the UAS-ALS dif-
ference from the point comparison (0.063m) translates into slightly
higher positive values of 0.007m to 0.008m, irrespective of the grid
size. In contrast, the small negative difference between MLS and ALS
transforms into a positive difference of between 0.01m and 0.05m. The
most likely reason for this is that significant shore-parallel areas of the
low tide terrace have no MLS data (Fig. 4a) and so the interpolation
starts from the shingle beach toe. Depending on the grid size and grid
position, this last elevation for the beach around the beach toe is likely
to be higher than the elevation of the low tide terrace just seawards of
the beach toe leading to a large area of interpolated higher surface. The
irregular intersection between the rectilinear grid and the slightly ob-
lique running beach toe is likely to create the non-linear increase in
average elevation, but the general increase of the 1m grid over the
other two is consistent, as the average elevation from points in a larger
grid size on a slope will result in a higher elevation for that grid cell.

5. Conclusion

This work presents, to the best knowledge of the authors, the first
comparison of UAS, MLS and ALS data collected at the same time on the
same beach together with two GNSS methods to provide additional
ground reference data. The results indicate that ALS is overall the most
robust method owing to its maturity reflected in high instrument spe-
cification and long established and perfected flight planning and post
processing as well as optimum orientation between instrument and
object with relatively low incident angles. Bringing a laser scanner close
to the ground as in the MLS increases the incidence angle with the
surface dramatically, resulting in poorer reflection and, as a con-
sequence, a much wider scatter of the data. Adding to this, the addi-
tional error terms associated with the GNSS and IMU on a fast moving
vehicle over uneven ground produce the highest RMSE. Apart from on
the concrete control surface, UAS elevations were consistently higher
than ALS and, as a consequence the true surface elevation, by about
0.05m with RMSE values about halfway between ALS and MLS.
Individual spatial patterns of larger or smaller differences than the
average appear to be related to sediment characteristics with some
more suited, for example, to the pattern recognition of the UAS method
or the better reflectivity of oblique incident laser pulses, while others
create more difficulty due to surface homogeneity or poor reflectivity.

Generally, the more instruments or processes and the less time
available to produce the co-ordinate, the larger the RMSE. This is il-
lustrated by the low RMSE for the GNSS instruments sampling at 1 Hz
which increases for the UAS due to uncertainties of the camera and
image quality influenced by lighting conditions, inferred camera posi-
tion, image matching and co-ordinate calculation in addition to the
overall geo-referencing using GNSS as ground control or on board. The
MLS has the highest RMSE despite only using three instruments (GNSS,
laser, IMU). The speed of movement of the instrument comparatively
close to the surface it is measuring together with the shallow angle of
incidence lead to large point density but also high uncertainty as re-
gards the location of each individual point.

The ALS system has the same number of components as the MLS, but
the much smaller RMSE is a result of the more stable platform, more
favourable position of the more sophisticated instrument in relation to
the measured object. However, this also comes with significantly higher
investment and operating costs.
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The comparison shows that all methods produce elevations that can
be used for operational monitoring beach topography changes. This
means that UAS represent a viable, low cost and flexible alternative to
laser scanning approaches. In addition to this, UAS have the added
advantage that they collect multi-spectral image information about the
surface under investigation. This secondary data set that can be used to,
e.g. analyse the distribution of sand and gravel sections of the upper
beach at Pevensey Bay.

However, when monitoring the same beach repeatedly, care needs
to be taken to ensure that the data collected is sufficient for later
analysis. In the case of UAS, the number of overlapping images needs to
be extended beyond the actual area of the survey to avoid any edge
effects from insufficient overlap creeping into the survey area. In ad-
dition, data quality (in this case the image quality analogue to the
PDOP on GNSS equipment) must be checked during capture so that it
can be reflown immediately if the quality is not satisfactory. In the case
of the MLS, it requires ensuring that the same area is covered by several
passes with different incident angles and recognising that some surfaces
like wet sand may not produce a return even in close proximity to the
scanner.

Given that in terms of accuracy all methods produce comparable
results, the choice of UAS as operational monitoring method is likely to
be guided by practical considerations:

• cost of the survey (capital cost of the system and operating costs per
survey area),

• conditions under which the system can operate (e.g. wind, light
levels, visibility despite clouds, fog or sea spray in the air),

• size and shape of the survey area and time window available for the
survey,

• ease of calling off the system for a survey,

• processing time between the survey and the data becoming avail-
able,

• restrictions in the use of the system (e.g. regulations relating to
airborne systems or ground access to areas with environmental
protection),

• additional benefits such as orthophoto creation, surface type ana-
lysis or coincident use of other instruments (for example infrared
cameras),

• required accuracy for smaller sub areas or

• point density.

Some of these factors will depend on the UAS platform, as rotary
and fixed wing set-ups have different sensitivities to wind conditions
shape of the survey area, or flying speed. Of further importance is the
country it is used in, and its regulations on UAS use. The weighting of
each of these factors will depend on the monitoring project and its
objectives. UAS will in many cases be the method of choice, but as with
every new method, especially if it replaces another method used to
create data for the same location before, tests about comparability of
the data collected with both methodologies are essential.

Some monitoring projects, like the English Network of Coastal
Monitoring Programmes covers the same coastline with different
methods at different times such as ATV-GNSS, MLS, ALS and static
terrestrial laser scanning. As the research reported here demonstrates,
there can be systematic differences between respective monitoring ap-
proaches. This means when a mix of survey methods is used, a better
understanding of such effects is necessary and future research should
investigate more systematically such sensitivities on e.g. the calculation
of beach volumes differences.
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