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A B S T R A C T

Land surface temperature (LST) is an important parameter in many research fields. Many algorithms have been
developed to retrieve LST from satellite thermal infrared (TIR) measurements; of these, the most widely used are
the split window (SW) and temperature–emissivity separation (TES) methods. However, the performance of the
SW and TES methods can be limited by the difficulty in obtaining sufficiently accurate prior knowledge—-
specifically, input land surface emissivity (LSE) for the SW method and atmospheric parameters for the TES
method. In this study, a procedure was proposed for selecting specific channel pairs in the TIR spectral region to
accurately retrieve ground brightness temperatures without prior atmospheric knowledge, using a method si-
milar to the SW method. Subsequently, the TES method is applied to the retrieved ground brightness tem-
peratures to separate the LST and LSE. In numerical simulations, the three ground brightness temperatures
corresponding to 8.6 μm, 9.0 μm, and 10.4 μm are acquired with an accuracy of about 0.65 K by using five
channels centered at 8.6 μm, 9.0 μm, 10.4 μm, 11.3 μm, and 12.5 μm, each with a width of 0.1 μm. When in-
putting the three retrieved ground brightness temperatures into TES method, LST could be recovered with an
accuracy of 0.87 K. Sensitivity analysis shows that LST retrieval accuracy is less affected by channel width and
atmospheric downwelling radiance than by the channel center locations and channel noise. Finally, the proposed
method is preliminarily applied to actual satellite data from the Atmospheric InfraRed Sounder (AIRS) and the
retrieved results are compared with the pixel-aggregated Moderate Resolution Imaging Spectroradiometer
(MODIS) LST product. For the study area of Australia, discrepancies between our result and the MODIS LST
product appear to be about 1.6 K during the day and 1.0 K at night, indicating that the new channel config-
uration can be used to retrieve accurate LST from satellite measurements.

1. Introduction

Land surface temperature (LST) is a key physical measurement of
surface energy and water balance processes at both regional and global
scales (Jackson et al., 1985; Jackson et al., 1977; Running et al., 1994;
Sellers et al., 1988; Vining and Blad, 1992); it is used within many
research fields, including hydrology, meteorology, and climatology
(Anderson et al., 2008; Karnieli et al., 2010; Li et al., 2009; Tomlinson
et al., 2011). Satellite remote sensing using measurements in the mi-
crowave (MW) and thermal infrared (TIR) spectral regions provides an
efficient way to obtain the LST over extended regions (Becker and Li,
1990; Dash et al., 2001; Dash et al., 2002; Duan et al., 2017; McFarland
et al., 1990; Schmugge et al., 1998; Yu et al., 2005). Although MW can
penetrate through clouds, the resulting measurements have low spatial

resolution and yield the “subsurface temperature” instead of the “skin
temperature” provided by TIR remote sensing (Choudhury et al., 1982;
Duan et al., 2017; Liu et al., 2013; Simmer, 1999). Furthermore, MW
measurements are sensitive to soil moisture and surface roughness
(Choudhury et al., 1979; Njoku and Entekhabi, 1996). Because of these
shortcomings, TIR measurements are more widely used than MW
measurements for LST retrieval. However, to determine an accurate
LST, the data from satellite TIR measurements must be corrected for the
effects of atmosphere and land surface emissivity (LSE) (Becker, 1987;
Sobrino et al., 1991). In recent decades, many algorithms have been
developed for this purpose (Dash et al., 2002; Li et al., 2013a; Prata
et al., 1995; Sattari and Hashim, 2014); they can be roughly classified
into four types (Li et al., 2013a; Li et al., 2013b): the single-channel
(Jimenez-Munoz and Sobrino, 2003; Ottle and Vidalmadjar, 1992; Qin
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et al., 2001a), day/night (Wan, 2008; Wan, 2014; Wan and Li, 1997;
Wan and Li, 2008), split window (SW) (Becker and Li, 1990; Coll and
Caselles, 1997; McMillin, 1975; Qin et al., 2001b; Wan and Dozier,
1996), and temperature-emissivity separation (TES) (Gillespie et al.,
1998) methods. With the use of these methods, LSTs have been suc-
cessfully retrieved from satellite measurements under specific as-
sumptions.

As documented in previous studies (Li et al., 2013a; Li et al., 2013b;
Sattari and Hashim, 2014), these commonly used methods have ad-
vantages as well as disadvantages. The single channel method utilizes a
simple inversion of the radiative transfer equation and requires accu-
rate LSE and atmospheric profiles in order to provide accurate LST
retrievals (Ottle and Vidalmadjar, 1992). In comparison, the day/night
method only needs the shape information of the atmospheric profiles
and can retrieve the LST and LSE simultaneously; however, large errors
may be introduced into the retrieved results if the temporal images are
geometrically misregistered or the LSE changes significantly from day
to night (Wan and Li, 1997). In addition, the complexity of the equa-
tion-solving task also limits this method's application. Alternatively, the
SW method can accurately eliminate atmospheric effects by combining
measurements from two adjacent channels. This method represents the
LST as a polynomial function of the two channel brightness tempera-
tures and is easy to apply; however, LSEs of the two channels must be
known accurately to provide good LST retrievals (Becker, 1987). The
TES method can also separate the LST and LSE simultaneously, al-
though it requires accurate ground brightness temperatures as input,
meaning that the performance of the TES method is dependent on the
accuracy of atmospheric correction (Gillespie et al., 1998). Each of
these existing methods has limitations and may be unable to meet the
LST retrieval accuracy of ≤1.0 K that is required by many disciplines
under certain circumstances (Sobrino et al., 2016). Considering the
complementary advantages and disadvantages of the SW and TES
methods, a hybrid method was proposed by Ren et al. (2018) to im-
prove LST retrieval accuracy. That being said, the improvements are
questionable because this method still does not address the accurate
atmospheric correction required by the TES algorithm. To overcome
this problem, this study proposes a procedure to select specific channel
pairs in the TIR spectral region for retrieving accurate ground bright-
ness temperatures from satellite observations by using a method that is
similar to the SW method. When applying the TES method to these
retrieved ground brightness temperatures, the LST can be accurately
retrieved without any prior LSE or atmospheric knowledge.

This paper is organized as follows: Section 2 demonstrates the
theoretical basis of the proposed method; Section 3 describes the
method for determining the new channel configuration; Section 4
presents a sensitivity analysis of the proposed method; and Section 5
covers a preliminary application and validation with real satellite data.
Finally, Section 6 summarizes our main findings.

2. Methodology

Drawing on the SW method, a procedure was deduced for acquiring
accurate ground brightness temperatures. The general radiative transfer
equation for TIR remote sensing can be formulated as follows (Becker
and Li, 1990; Wan and Dozier, 1996; Wan and Li, 1997):

= + ↑B T B T L( ) τ ( ) ,i i gi i (1)

with

= + − ↓B T ε B T ε L( ) ( ) (1 ) ,gi i s i i (2)

where subscript i is channel i; Ti and Tgi are the brightness temperature
and ground brightness temperature of channel i, respectively; B re-
presents the Planck function; εi and Ts are the LSE and LST; τi denotes
the atmospheric transmittance of channel i; and Li↓ and Li↑ are the at-
mospheric downwelling and upwelling radiance of channel i. When

employing the mean value theorem (Coll et al., 1994; McMillin, 1975;
Prata, 1993), Li↑ can be expressed by

= −↑L τ B T(1 ) ( ),i i ai (3)

where Tai is the effective mean atmospheric temperature. Substituting
Eq. (3) into Eq. (1) produces

= + −B T τ B T τ B T( ) ( ) (1 ) ( ).i i gi i ai (4)

Eq. (4) can also be applied to another channel, j:

= + −B T τ B T τ B T( ) ( ) (1 ) ( ).j j gj j aj (5)

Assuming that the ground brightness temperature, effective mean
atmospheric temperature, and brightness temperature of channels i and
j are close to each other, the first-order Taylor series of the Planck
function can be applied to Eq. (4) and Eq. (5) around Ti, as follows:

− = −T T τ T T( )i ai i gi ai (6)

− = −T T τ T T( ).j aj j gj aj (7)

Tai can be expressed as a linear function of Taj,

= +T mT n,ai aj (8)

where m and n are constants related to channels. By combining Eq. (6),
Eq. (7), and Eq. (8), and eliminating Tai and Taj, Tgi could be written as a
function of Ti and Tj, as in the SW method:

= + + − + ∆T k pT q T T( ) ,gi i i j (9)

with
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When the atmospheres are not too wet, the coefficients of k, p and q
can be considered as constants. If the channel combination of i and j
meets at least one of these conditions for different atmospheres and
land surfaces—(1) Δ is close to zero, (2) Δ is a linear function of Ti, or
(3) Δ is a linear or quadratic function of (Ti− Tj)—then Tgi can be di-
rectly retrieved from satellite measurements, as with the SW method for
the sea surface [Eq. (14)]:

= + + − + −T A A T A T T A T T( ) ( ) ,gi i i j i j0 1 2 3
2 (14)

where A0, A1, A2, and A3 are constants. The introduction of the quad-
ratic item A3(Ti− Tj)2 further improves the retrieval accuracy of Tgi, as
in the SW method (Coll and Caselles, 1997; Coll et al., 1994; Du et al.,
2015; Galve et al., 2008; Sobrino et al., 1993; Wan, 2014).

After obtaining accurate Tgi, the TES method can be applied to re-
trieve the LST with high accuracy. Because the TES method requires at
least three Tgi as inputs (Sobrino and Jiménez-Muñoz, 2014), it is cri-
tical to find a minimum of three channel pairs that can be applied to Eq.
(14) to obtain at least three accurate Tgi in the TIR region. Subse-
quently, the LST can be accurately retrieved using the TES algorithm,
provided that the spectral locations of Tgi provide a good empirical
relationship between the minimum emissivity (εmin) and max-
imum–minimum emissivity difference (MMD) (Gillespie et al., 1998; Hu
et al., 2015). An illustration of the proposed method is shown in Fig. 1.
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3. Determination of the new channel configuration

Because the commonly used TIR images do not provide the channel
pairs required by the method described in Section 2, a new channel
configuration needs to be determined. First, a simulation dataset was
made using the MODerate resolution atmospheric TRANsmission
(MODTRAN) code (Berk et al., 2005). Then, channel pairs that were
eligible to retrieve accurate Tgi using Eq. (14) were searched iteratively
in the TIR region with the help of the simulation dataset. Finally, the
spectral locations of the eligible channels were optimized manually. A
detailed flow diagram of this process is shown in Fig. 2.

3.1. Simulation dataset for determining a new channel configuration

By using MODTRAN, the satellite channel brightness temperatures
in the TIR region can be simulated given the LSE, LST, atmosphere
profiles, and channel filter functions. As in the method suggested by
(Sobrino and Jiménez-Muñoz, 2014), the channel filter function was
simulated as a composite form of the Gaussian and triangle functions.
The equations can be expressed as

=
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where f(λ) is the channel filter function; λ is the wavelength; FWHM,
the full width at half maximum, is the channel width; λ0 is the channel
center; and σ is the width of the Gaussian function, which is related to
the FWHM by = ≈σ FWHM ln FWHM/(2 2 2 ) 0.42 . In this study, the
spectral region from 8.0 μm to 14.0 μm was considered, with channel
center intervals of 0.1 μm. The FWHM of each channel was initially set
as 0.1 μm. Thus, 59 successive channel filter functions were generated
using Eq. (15) (Fig. 3).

Following the research of Chen et al. (2017), 65 LSE spectra were
selected from the ECOSTRESS Spectral Library, Version 1.0 (https://
speclib.jpl.nasa.gov/) to represent different land surface coverages,
including 52 soil, 4 vegetation, and 9 water/ice/snow samples (Fig. 4a,
b, and c). Additionally, 98 atmosphere profiles were selected from the
Thermodynamic Initial Guess Retrieval (TIGR, http://ara.abct.lmd.
polytechnique.fr/) database, with the water vaper content ranging

Fig. 1. Illustration of the proposed method for accurate LST retrieval.

Fig. 2. Flow diagram for determining the new channel configuration. Tk, Ti, and
Tj are channel brightness temperatures, C1 is a constant for testing whether a
channel pair is eligible to retrieve accurate ground brightness temperature.
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from 0.09 g/cm2 to 6.15 g/cm2. The input LST was assigned according
to the bottom layer temperature T0 of each atmosphere profile. If
T0≥ 280 K, then the LST varied from T0–5 K to T0+15 K with intervals
of 5 K. Otherwise, the LST varied from T0–5 K to T0+5K with intervals
of 5 K (Chen et al., 2017). With the input parameters described above,
29,640 cases were generated in the simulation dataset.

3.2. Selection of eligible channel pairs for retrieving ground brightness
temperature

Theoretically, there are 3363 possible two-channel combinations
using the 59 simulated channels, although some of them do not meet
the conditions that eligible channel pairs conform to; that is, the value
of Δ in Eq. (9) is neither close to zero, nor a linear function of Ti, nor a
linear or quadratic function of (Ti− Tj). In this study, the root-mean-
square error (RMSE) of the retrieved Tgi was chosen as an indicator of
whether a channel pair met at least one of these conditions. A threshold
(i.e., C1 in Fig. 2) of 0.7 K was used to find all eligible channel pairs.
This threshold was determined by trial-and-error to allow the final LST
to be retrieved within the expected accuracy of 1.0 K. After filtering by
the threshold and excluding channels inside the ozone absorption band
from 9.4 μm to 10.0 μm, 44 eligible channel pairs associated with 28
individual channels remained (Fig. 5).

3.3. Optimization of eligible channel locations

Some of the 28 channels composing the 44 remaining eligible
channel pairs from Section 3.2 were very similar, as a result of the
channel filter functions being generated with a small channel center
interval of 0.1 μm. Thus, it was reasonable to reduce the total number of
channels; specifically, some channels were removed so that adjacent
channel center intervals were greater than or equal to 0.2 μm. This

process was done manually in order to evenly distribute the locations of
the remaining channels. After refinement, 16 of the 28 individual
channels remained (marked by triangles in Fig. 6a), forming 18 eligible
channel pairs (Fig. 6b).

3.4. Retrieval of ground brightness temperature and LST

Using the refined eligible channel pairs, seven highly accurate Tgi
were retrieved. Note that the Tgi at 10.2 μm and 10.4 μm could be re-
trieved repeatedly by combining with different Tj (Fig. 6b). Therefore,
the retrieved Tgi of the channels at 10.2 μm and 10.4 μm were averaged
respectively before applying the TES algorithm. Numerical simulations
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indicated that the spectral locations of Tgi provided a good εmin ~ MMD
relationship (Fig. 7a) and LST could be retrieved to within 1.0 K by
using the refined eligible channels (Fig. 7b).

Previous studies indicated that three Tgi can meet the minimum
requirement of the TES algorithm (Gillespie et al., 1998; Sobrino and
Jiménez-Muñoz, 2014). Considering 16 individual channels connected
with the 18 remaining eligible channel pairs is unreasonable when
developing an instrument; therefore, only three eligible channel pairs
were selected to study the performance of the proposed method. To
accurately retrieve the LST, the spectral locations of the Tgi should
provide enough emissivity contrast to estimate the εmin. Detailed in-
formation about the three channel pairs used in this study is listed in
Table 1. Retrieval results indicated that the Tgi at 8.6 μm, 9.0 μm, and
10.4 μm could be acquired with accuracies of approximately 0.65 K
using Eq. (14) (Fig. 8a), and showed that the LST could be retrieved
with an accuracy of ≤1.0 K using these three Tgi (Fig. 8b). Therefore, in
the following sections, a configuration of 8.6 μm, 9.0 μm, 10.4 μm,
11.3 μm, and 12.5 μm for the five channels was used as an example,
although other appropriate options may also exist.

4. Sensitivity analysis

4.1. Sensitivity analysis to channel noise and channel width

4.1.1. Sensitivity analysis to channel noise with a channel width of 0.1 μm
Instrumental noise causes actual observed channel brightness tem-

peratures to contain random errors that could affect LST retrieval ac-
curacy. Therefore, a sensitivity analysis was performed by adding a
noise-equivalent differential temperature (NEΔT) to the simulated
channel brightness temperatures before applying the proposed method.
The results showed that the RMSEs of the three retrieved Tgi increased
with the channel NEΔTs, and the channel at 10.4 μm was more sensitive
to channel noise than the other two channels (Fig. 9a). The biases of the
retrieved LST indicated that the results were overestimated; this is be-
lieved to be caused by the introduction of the quadratic item in Eq. (14)
(Fig. 9b). Results also showed that the RMSE of the retrieved LST
slightly increased, but was still accurate to within 1.0 K, when the NEΔT
was below 0.1 K; however, accuracy was only within 1.2 K and 1.4 K
when noise levels of 0.2 K and 0.3 K, respectively, were added to the
channel brightness temperatures (Fig. 9b). Therefore, channel noise
must be well controlled to accurately retrieve LSTs using the proposed
method.

4.1.2. Sensitivity analysis to channel width without channel noise
The retrieval accuracies of Tgi and LST may also affected by the

channel witdth. To evaluate the impact of this factor, a sensitivity
analysis was performed by varying the channel FWHM before obtaining
the simulated channel brightness temperatures. As the channels broa-
dened, the retrieval accuracy of the Tgi at 8.6 μm rapidly decreased
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Table 1
The three recommended channel pairs for retrieving Tgi and the fitted coeffi-
cients of Eq. (14).

Center of
channel i (μm)

Center of
channel j (μm)

A0 A1 A2 A3 Tgi retrieval
RMSE (K)

8.6 12.5 −6.75 1.03 0.39 0.02 0.64
9.0 12.5 −3.79 1.02 0.30 0.02 0.66
10.4 11.3 0.27 1.00 1.04 0.20 0.65
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(Fig. 10a). Although the RMSEs of the other two channels also generally
increased with the FWHM (Fig. 10a), they were less affected when the
channel FWHM was in some certain ranges (0.1–0.4 μm for the channel
at 9.0 μm and 0.3–0.5 μm for the channel at 10.4 μm). Additionally, LST
retrieval accuracy decreased to about 1.0 K as the FWHM increased to
0.3 μm, whereas the RMSE of the retrieved LST only slightly increased
as channel width continuously increased (Fig. 10b); this variation
pattern was similar to that for the retrieval accuracy of Tgi at 10.4 μm.
This may have occurred because, in the TES algorithm, LST is always
calculated from the channel with the highest emissivity. For most land
surface coverages, the emissivity of the channel at 10.4 μm is larger
than that of the other two channels. Thus, LST retrieval accuracy was
more influenced by the Tgi retrieval accuracy for the channel at
10.4 μm.

4.1.3. Sensitivity analysis to channel width with channel noise
Since channel noise is related to channel width, the accuracy of

retrieved LST for different combinations of channel NEΔT and channel
FWHM was also analyzed. The results showed that the RMSE of the
retrieved LST increased with FWHM up to 0.3 μm and then stabilized
(Fig. 11). A maximum error of about 0.3 K was introduced to LST re-
trievals as the channel width was broadened from 0.1 μm to 0.6 μm.
Furthermore, LST retrieval accuracy was more influenced by the
channel noise because the NEΔT was magnified twice and transferred to
the final LST retrievals (Fig. 11). As shown in Fig. 11, when both factors
are considered, the LST should be retrieved within the accuracy of
about 1.2 K and 1.5 K for sensors with a channel NEΔT of 0.1 K and
0.2 K, respectively.

4.2. Sensitivity analysis to the channel center

For actual satellite instruments, the channel filter functions are not
ideal mathematical functions (in contrast with the Gaussian and tri-
angle functions used in Section 3.1), which may lead to the shift of
effective channel centers. Therefore, impact of channel-center shifts on
LST retrieval accuracy using the proposed method was evaluated. Off-
sets of −0.2 μm to 0.2 μm, with intervals of 0.1 μm, were added to the
spectral centers of the five channel filter functions before simulating the
satellite brightness temperatures. For simplicity, the same offset value
was used for all five involved channels each time. The results showed
that the retrieval accuracies of Tgi at 8.6 μm and 10.4 μm decreased
along with the shifting of channel centers. Additionally, these two Tgi
were retrieved less accurately when the channel centers shifted to
shorter wavelengths than when they shifted to longer wavelengths
(Fig. 12a). The retrieval accuracy of Tgi at 9.0 μm was unaffected by
channel-center shifts, except for those of −0.2 μm (Fig. 12a). With the
shifting of channel centers, retrieved LSTs were overestimated and re-
trieval accuracy decreased to>1.0 K (Fig. 12b). These results indicate
that a shift of channel centers introduces large errors to the retrieved Tgi
and LST. Therefore, it is highly recommended to keep the channel
centers at their initial locations when possible.

4.3. Sensitivity analysis to atmospheric downwelling radiance and LSE
characteristics

The original TES algorithm requires the atmospheric downwelling
radiance in order to refine the retrieved LST and LSE. The above results
are all based on the simulated atmospheric downwelling radiance of the
three selected channels (L8.6 μm

↓, L9.0 μm
↓, and L10.4 μm

↓) without un-
certainties. Therefore, it is necessary to investigate the influence on LST
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retrieval accuracy when real atmospheric measurements, or products
containing errors, are used. In this study, sensitivity analysis was con-
ducted by adding relative errors to L8.6 μm

↓, L9.0 μm
↓, and L10.4 μm

↓ before
applying the TES algorithm. Since L8.6 μm

↓, L9.0 μm
↓, and L10.4 μm

↓ are
highly correlated with each other, the empirical relationships between
L9.0 μm

↓ and L8.6 μm
↓, and between L10.4 μm

↓ and L8.6 μm
↓ were first built

using quadratic functions with an intercept of zero (Fig. 13a). Then,
relative errors from −40% to 40%, with intervals of 10%, were added
to L8.6 μm

↓. Using the two empirical relationships shown in Fig. 13a, L9.0
μm

↓ and L10.4 μm
↓ with relative errors could also be acquired. Subse-

quently, the LST was retrieved using these inaccurate atmospheric
downwelling radiance measurements instead of the simulations without
uncertainties.

Results showed that the RMSE of the retrieved LSTs increased as
relative errors were introduced into the atmospheric downwelling ra-
diance (Fig. 13b). Overestimation of the atmospheric downwelling ra-
diance had slightly a larger influence on LST retrieval accuracy than
underestimation. However, the LST retrieval results were still accep-
table, with an RMSE<1.0 K, even when a relative error of 40% was
added to the atmospheric downwelling radiance (Fig. 13b). One pos-
sible reason for this phenomenon is that the final LST is always calcu-
lated from the channel with the largest emissivity in the TES algorithm
(Gillespie et al., 1998).

Previous studies (Gillespie et al., 1999; Jimenez-Munoz et al., 2014)
have also shown that errors in estimating atmospheric downwelling
radiance are of minor significance for LST retrieval in most situations
when using the TES algorithm. However, for warm atmospheres over
cold and highly reflective ground surfaces, such errors may become
significant enough to limit the TES algorithm's performance (Gillespie
et al., 1998). In fact, the impact of inaccurate atmospheric downwelling
radiance to the TES is complicated because the reflected atmospheric
downwelling radiance is corrected based on the estimated emissivity,
which may already be in error (Gustafson et al., 2006). To investigate
the impact of these two coupled error sources on LST retrieval accuracy,
biases were added to both the atmospheric downwelling radiance and
εmin. Considering that εmin can be obtained with an uncertainty of about
0.006, using its relationship with MMD as illustrated in Fig. 7a, a value
of 0.015 was used as the maximum bias introduced to εmin. The max-
imum bias used for the atmospheric downwelling radiance was 40%. As
shown in Fig. 13c, the impact of inaccurate atmospheric downwelling
radiance on LST retrieval accuracy depends on the emissivity error. For
cases in which these two source errors have opposite signs, their impact
on the retrieved LST is reduced; otherwise, it is amplified. We also
found that the LST could be retrieved with an accuracy of 1.0 K for most
cases in which the uncertainty in the estimated εmin was<0.0075. To
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illustrate the impact of surface emissivity characteristics on the re-
trieved LST, two additional LSE spectra (Fig. 14a) with different shapes
from the previous 65 LSE samples (Fig. 4) were used. As shown in
Fig. 7a (the diamond symbols), although the two LSE spectra are dif-
ferent from the 65 LSE spectra used in Section 3, provided that the
surface spectra follow the εmin ~ MMD relationship, the LST for these
two rocks can be retrieved using our proposed method with an accuracy
better than 0.6 K (Fig. 14b).

5. Application

The proposed method and suggested channel configuration were
also applied to real satellite data to preliminarily verify its accuracy.
Because no existing sensors have such a channel configuration, the level
1C hyper-spectral radiance of the Atmospheric InfraRed Sounder
(AIRS_L1C) was introduced to calculate the theoretical measurements

of the five required broad channels by using simulated channel filter
functions (Moustafa, 2015). The pixel size of the AIRS image is
13.5 km×13.5 km at nadir and is difficult to patch with ground truth
measurements. Therefore, retrieval results were validated by compar-
ison with the Land Surface Temperature/Emissivity 5-Min L2 Swath
1 km product (MYD11_L2) acquired by the Moderate Resolution Ima-
ging Spectroradiometer (MODIS) (Wan et al., 2015). A detailed pro-
cessing flow diagram is shown in Fig. 15.

In one process, the LST was retrieved by using the proposed method
on the theoretical multichannel observations acquired from AIRS
hyper-spectral radiance. As demonstrated in Section 4.3, the impact of
atmospheric downwelling radiance on the retrieved LST is small.
Therefore, in this study, the required atmospheric downwelling ra-
diance was estimated using MODTRAN with an atmospheric profile
selected from the five standard profiles (Tropical, Mid-Latitude
Summer, Mid-Latitude Winter, Sub-Arctic Summer, Sub-Arctic Winter)
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using the method proposed by Harris (2009, Table 2-2) with the data
acquisition month and the pixel geolocation (latitude). In another
process, the MODIS LST product (MYD11_L2) was aggregated to match
the AIRS spatial resolution for comparison using the area-weighted
pixel aggregation algorithm (Gao et al., 2012; Qian et al., 2013). De-
tailed procedures are shown in Fig. 16. First, the MODIS LSTs were
converted to radiance. Then, the weight of each MODIS pixel was cal-
culated from the relationships between MODIS and AIRS pixel co-
ordinates. Next, the radiance of all MODIS pixels inside or overlapped
by the AIRS pixel were weighted to obtain the aggregated MODIS ra-
diance with the spatial size of AIRS pixel. Finally, the aggregated
MODIS LST was calculated from the aggregated radiance using the in-
verted Planck function.

Note that four restrictions were applied to refine the validation
pixels. First, the “Error_LST” layer in the MYD11_L2 product was used
to select cloud-free MODIS pixels that did not have any quality pro-
blems. Second, any MODIS pixels that produced an LST error larger

than 1.5 K were eliminated according to the “QC” layer. Since un-
certainties may be reduced by the aggregation process, the accuracy of
the aggregated MODIS LST should be better than the accuracy of the
original 1.0-km MODIS LST (i.e., better than 1.5 K). Third, when ag-
gregating the MODIS pixels into the AIRS pixel scale, there should be no
invalid MODIS pixels inside the AIRS footprint and the standard error of
the MODIS pixels should be<2.0 K (to retain the homogeneity of the
validation pixels). Fourth, only pixels with an observation angle
of< 20° from nadir were selected because the coefficients acquired in
Table 1 are only applicable for nadir observations. Note that the
thresholds used in the third and fourth restrictions were chosen to
balance the quantity and quality of the intercomparison pixel pairs. In
this study, considering the fact that intercomparison was only per-
formed if all MODIS pixels within one AIRS pixel have the uncertainty
of LST about 1.5 K, consequently, a standard error of 2.0 K for all
MODIS-derived LSTs within one AIRS pixel was chosen to guarantee the
relatively homogeneous pixels in LST, and also to minimize the impact

Fig. 15. The flow diagram of application based on real satellite data.

Fig. 16. (a) Flow diagram of the MODIS LST aggregating process, where N is the total number of MODIS pixels u inside or overlapped by one AIRS pixel v. (b)
Illustration of the relationship between AIRS and MODIS pixel coordinates, where Su, v is the area of overlap between pixels u and v and Su is the total area of pixel u.
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of spatial overlap error between aggregated MODIS pixels and AIRS
pixels in the LST comparison. Moreover, both MODIS and AIRS have
large viewing angles—up to about 50°. However, the coefficients listed
in Table 1 were obtained from simulated data at the nadir. As there are
very limited MODIS and AIRS pixel pairs available at the nadir, ac-
cording to previous studies (Becker and Li, 1990; Sobrino et al., 1994;
Wan and Dozier, 1996), the coefficients in the SW-like equation [Eq.
(14)] derived for nadir views can still be used without introducing
significant error to viewing angles< 20°; a viewing angle threshold of
20° was chosen to not only increase the total number of inter-
comparison pixel pairs, but also minimize the error introduced by a
larger viewing angle.

In this study, Australia was chosen as a study area because it has a
variety of land surface coverages and many cloudless days. Moreover, it
has a relatively flat terrain, which can help to further suppress LST
mismatches caused by instrumental observation angles. Because AIRS
and MODIS are on board the same satellite platform (AQUA) and ob-
serve the same land surface patch within about 5min, it was possible to
preclude the possibility of LST mismatches associated with observation
time. At last, 20 appropriate images were obtained from May 2018—10
during the day and 10 at night (Fig. 17a); additionally, 21 appropriate
images were obtained from September 2018—nine during the day and
12 at night (Fig. 17b).

Since individual validation image pairs have fewer pixels because of
the four restrictions placed on them, the observations acquired in the
same month were merged as one image for each of these two months.
The daytime and nighttime observations were processed separately
from the statistics of the retrieval residuals. Compared with the MODIS
LST product, the LST could be retrieved with an accuracy of< 1.3 K for
May (Fig. 18a and b) and< 1.7 K for September (Fig. 18c and d). The
biases indicated that our results overestimated the LST compared with
the MODIS LST product. The LST retrievals at night had an accuracy of
about 1.0 K compared with MODIS LST product and were always better
than those from during the day. One reason for this result is that the LST
was closer to the effective mean atmospheric temperature for night-
time, indicating that the errors resulting from the linearization of the
Planck function in Eq. (14) were smaller than those for the daytime.
Alternatively, this result could be attributed to the fact that larger er-
rors, due to the replacement of Δ in Eq. (9), were introduced to the
retrieved Tgi for daytime observations because the LST during the day is
usually higher than that at night. Another possible reason is that the TIR
radiance of the land surface is more homogenous at night. In this case,
errors owing to the process of aggregating MODIS pixels to AIRS pixel
scales should be smaller than those of the more heterogenous land
surfaces found in daytime observations. Additionally, scatter plots
showing the MODIS LST and the LST retrieval errors demonstrate that

LST was overestimated to a greater extent for daytime than for night-
time observations (Fig. 19). More pixels were retrieved with dis-
crepancies larger than 2.0 K from MODIS LST product as the LST ap-
proached 320 K.

6. Conclusions

Prior works have documented that the SW and TES algorithms are
the two most widely used LST retrieval methods. However, the SW
method requires accurate LSE information and the TES method requires
accurate atmospheric correction. In this study, a procedure was pro-
posed to find a new channel configuration in the TIR region, based on
which ground brightness temperatures could be retrieved accurately by
using a method similar to the SW method [Eq. (14)]. Subsequently, the
TES algorithm could be used to retrieve the LST without using addi-
tional atmosphere and LSE information. Finally, the proposed method
and the suggested channel configuration were applied to the AIRS
hyper-spectral radiance and validated by comparison with the MODIS
LST product.

Results showed that the three ground brightness temperatures cor-
responding to 8.6 μm, 9.0 μm, and 10.4 μm could be acquired at an
accuracy of about 0.65 K using the channel pairs of 8.6 μm and 12.5 μm,
9.0 μm and 12.5 μm, and 10.4 μm and 11.3 μm (width of 0.1 μm), re-
spectively. The LST could be retrieved at an accuracy of within about
0.9 K using this TIR channel configuration. Sensitivity analyses in-
dicated that the proposed method was not sensitive to channel FWHM
and atmospheric downwelling radiance, but was sensitive to channel-
center shifts and channel noise. When the channel centers shifted by
−0.1 μm and− 0.2 μm, the LST retrieval accuracy dropped to 1.5 K
and 1.4 K, respectively. As the channel centers shifted to longer wave-
lengths, the LST retrieval accuracy dropped as well—to 1.1 K and 1.0 K
with channel-center shifts of 0.1 μm and 0.2 μm, respectively.
Moreover, when random noise was added to the channel brightness
temperatures, LST retrieval accuracy decreased from 0.97 K to 1.43 K,
along with an increase in channel noise from 0.1 K to 0.3 K. All these
results indicate that the location of the channel center and channel
noise must both be well controlled for good LST retrieval results.

In addition to analysis using a simulation dataset, the proposed
method was also applied to real AIRS images. The retrieved LST was
compared with the aggregated MODIS LST product, showing that the
discrepancies between the retrieved result and the MODIS product were
better for nighttime observations than for daytime observations, with
LST retrieval RMSE of about 1.0 K and 1.6 K, respectively. Note that
these discrepancies not only included the mismatch in retrieval
methods, but also included the mismatch in observation time and an-
gles. Additionally, when considering that the MODIS LST product itself

Fig. 17. The validation pixels collected in Australia and acquired in (a) May 2018, and (b) September 2018. Yellow indicates that the pixels are covered by both
daytime and nighttime observations, green indicates the pixels are only covered by nighttime observations, and red indicates the pixels are only covered by daytime
observations. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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contains an uncertainty of approximately 1.5 K, it is reasonable to
conclude that the proposed method can be used to achieve LST re-
trievals that coincide with the MODIS products.

Our findings indicate that the proposed method could be used to
retrieve LST with high accuracy, based on the suggested TIR channel
configuration. In comparison with the traditional SW and TES algo-
rithms, the proposed method requires neither accurate LSE information
nor precise atmospheric correction. However, there are presently no
TIR sensors with such a channel configuration. Therefore, the method
has only been verified based on simulated channel filter functions. It is
planned to collect and combine actual channel filter functions from
several operational TIR sensors in the future in order to generate a more
practical simulation dataset, based on which the proposed method will
be further evaluated. Additionally, the coefficients in Eq. (14) were

fixed as constants in this study; the retrieval accuracy for ground
brightness temperatures may improve if they are considered as a
function of atmospheric water vaper content, similar to the improve-
ment made to the SW method. This is another aspect of future studies.
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Fig. 18. Residual histograms of retrieved LST for observations of Australia acquired (a) at night in May 2018; (b) during the day in May 2018; (c) at night in
September 2018; and (d) during the day in September 2018.

Fig. 19. (a) Scatter plot comparing the LSTs retrieved from AIRS using our proposed method and aggregated from the MODIS LST product. (b) Scatter plot of the LST
difference (LST retrieved from AIRS - LST aggregated from MODIS LST product) versus the LST aggregated from the MODIS LST product.
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