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Abstract

Knowing the long-term performance of geothermalrgpextraction is crucial to decision-
makers and reservoir engineers for optimal manageraed sustainable utilisation. This
article presents a three-dimensional, numericalehoficoupled thermo-hydraulic processes,
in a deep heterogeneous geothermal reservoir avena underlain by impermeable layers,
with discrete fracture. The finite element methedemployed in modelling the reservoir,
after conducting a verification study to test thepability of the solver and the results
obtained are in agreement with the existing modéie. model is then used to investigate the
responses of human control parameters (injectiow flate, fluid injection temperature, and
lateral well spacing) on reservoir productivity,ings different operation scenarios. The
injection flow rate is found to be more efficiesgncerning reservoir productivity, than the
other two parameters. To this end, the study caleduhat, by varying some parameters in
the subsurface, reservoir productivity can be oisteh efficiently. The numerical model
developed provides in-depth insight to stakeholderd reservoir engineers concerning the

essential parameters to control during exploragiot exploitation.

Keywords. geothermal energy extraction, coupled thermo-twili, discrete fracture, finite
element method, parameters analyses
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1. Introduction

Geothermal energy is a base load energy resouatestlavailable universally beneath us in
great quantity. One form of this resource is thepdgeothermal system, from which energy
is mined by forcing circulating fluids via an injean well to create a reservoir and then
extracting the fluid back through a production welh closed loop [1]-[4]. Before exploiting
the energy, preliminary studies on the geologioatfations and petrophysical properties of a
selected field needed to be conducted. Howeveld B&periments are very expensive to
perform [5], and the long-term performance of tlystems should be investigated before
engagement. Numerical modelling can provide esslemiormation that will guide in
determining the long-term performance of geothersyatems. To simulate and evaluate the
behaviour of a deep geothermal system for its comialeviability, a reliable numerical
method that can handle the complexity of subsurfeme is needed [6]. The modelling of
geothermal systems has become a useful technoliblgyapplications to more than 100 fields
worldwide [7]. Also, computational meshes of largemplex, three-dimensional models
with more than 4000 blocks are now used routinglj; [The first development of a
geothermal reservoir simulation took place in tlalye 1970s [8]. However, the most
accepted one in the geothermal industry was th® £88e comparison exercise organised by
the US Department of Energy [9], which consistedesting several geothermal simulators
on a set of six test problems. As a result, a @sgjve improvement in the capabilities of
simulation codes for geothermal reservoir modelhag been acquired.

There have been substantial advances in numerioallagion for geothermal
reservoirs over the past several decades, witlstéay growth of computational power and
the development of numerical models that have mgath several simplifying hypotheses.
The advances include the implementation of moreirate equations of state for the fluid
system, for instance, in the TOUGH2 and TOUGHREA&TOes and the FALCON code
[10]-{12]. Also, there has been tremendous progmesthe ability to represent geometric
complexity and heterogeneity in simulation codesaneples include FEFLOW, GOCAD,
and OpenGeoSys [13], [14]. Computational schematate faster and more accurate have
also been elaborated in reservoir simulation. Otluenerical simulation codes are still under
development, especially those by the current resemodelling working group, inaugurated
with the help of the International Partnership @othermal Technology (IPGT). The IPGT
is an international organisation with five membeuntries (Australia, Iceland, New Zealand,
Switzerland, and the United States) aiming to inapraunderstanding of geothermal

potentials and usage in the globe [15]. The orgdiois proposed to develop a standard
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geothermal simulation code that will couple the imas interactions arising during
exploitation by the year 2020. The Geothermal Tetigy Office (GTO) under the Energy
Department of the United States has initiated aecoomparison study program that will
improve the state of the art of geothermal simafattodes [16]. The program focused on
examining existing codes, identifying dissimilagj and illustrating the modelling
capabilities of a global compilation of several rarioal simulators for assessing geothermal
technologies. Six benchmark problems were propasadithe program commenced in 2014.
According to White and Phillips [17], 12 groups fpapated in the challenge, and each group
had a unique numerical simulator and analyticar@g@ghes providing a detailed mechanistic
approach, modelling process, and solution scherhass&mi et al. [18] reported on some of
the outcomes of the program, stating that noné@fl2 members was able to participate in
all six problems due specifically to code limitaitso

Therefore, geothermal modelling tools exist foresal decades, but they were unable
to cope with modern demands, both in resolvingrgifie and resource specific questions
and in computational practicability [19]. Althougtoncepts can be rigorously tested for
consistency with data as soon as these becomealaleailit is never early to establish a
computational model [18]. An appropriate numericeddelling tool is vital in planning the
energy extraction operations. The essential keyumgents in planning the operations include
parametric studies. Shook [21] conducted an extensiudy on some naturally occurring
parameters and their effect on energy recoverygugia TETRAD code by employing the
geysers' geothermal data. The parameters inclyalkacy pressure and relative permeability
relationship, initial liquid saturations, fractuspacing, and geologic structure. Nalla et al.
[22] studied the effect of formation properties avgkrational variables of wellbore heat
exchangers (WBHX) for enhanced geothermal syst&i@sS] using the TETRAD simulation
code. Vacchiarrelli et al. [23] carried out a paenc study on the effects of fracture aperture
and fracture rotation angle on reservoir produttitsy applying the GEOCRACK simulation
code. Recently, Chen and Jiang [24] reported tla¢ &etraction performance of EGS using
different wellbore layout configurations. The layaavestigated include doublet, triplet-
straight line, triplet-triangle, and quintupletinl&@t al. [25] examined the effect of various
wellbore arrangements under different injectionesatby employing the SHEEMAT
simulation code. The injected rates employed wediel/§, 100 I/s and 150 I/s, and the
wellbore configurations studied include doubleiplét, and reversed-triplet. Poulsen et al.
[26] analysed the effect of thermal conductivitycoihfining beds, production rate, injection

temperature, and reservoir thickness on the prodiyctof low enthalpy geothermal
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reservoirs. Aliyu et al. [27] studied the effect eftraction well placement on geothermal
productivity using the dual porosity approach.

Especially, not much attention has been paid topdw@metric studies on human-
controlled parameters in geothermal energy extactBedre and Anderson [28] first
introduced the idea by analysing naturally occgriparameters and human-controlled
parameters of low-enthalpy geothermal systemsearithited States using the '‘One Factor At
a Time' (OFAT) method. Saeid et al. [29] developgutototype model capable of estimating
the lifetime of low-enthalpy systems, based on@&AT method proposed in [28]. In [28]
the reservoir is represented as a three-dimensi@RBI) model with the assumption of a
simplistic porous media approach for the fractuysteams using the TOUGH2 five-spot
model, whereas in [29], the contributions of fraetaystems is ignored in their representation
but an explicit 3D model of the reservoir is deptttvith underlying and overburdened strata.
It can be summarised from the above literature tt@aprevious research focuses specifically
on low-enthalpy geothermal systems, naturally awegr parameters, and stochastic
modelling tools in the reservoir representatiortaus not much has been reported on human-
controlled parameters in geothermal energy extractimore specifically on enhanced
geothermal systems with open boundaries.

In this study, a 3-D numerical model of a deep #&mderogeneous geothermal
reservoir is developed with a discrete fracturengighe Soultz EGS scheme. The system
proposed here considers the influence of the sndiog media, the reservoir, and the
fractures concurrently in the estimation of theeeff of human control parameters on
geothermal energy extraction. In this model, thédflis circulated through an inclined
vertical well connected to the matrix (i.e., ndtacture) in a fully saturated porous medium,
unlike the previously reported models in which tingection and the production wells
communicate via a single planar fracture or mudtigdlthough, a fracture is also included in
this model that intersects the matrix at an angle visithout connecting the wellbores to
communicate. The reason for these assumptionseirtulrent model is that sometimes the
wellbores do not connect through fractures, ashin ¢ase of Soultz triplet geothermal
reservoir where a low connection between GPK3 ¢tige well) and GPK4 (the second
production well) is experienced due to calcite dggmn [30]. Moreover, the geothermal
reservoir is modelled as an open system that alfowadditional sources or losses from the
surrounding boundaries. As a result, water lossethe reservoir are accounted for in the
model. The significance of this assumption canupperted by a real-life case of an existing

geothermal reservoir. For instance, the five-moaiticulation test regarding hydraulics,
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conducted in the Soultz geothermal reservoir dugg5, showed that only 30% of fluid
mass injected is recovered at the production weigplaying the open nature of the reservoir
[31]. The test result opposed the hot dry rock (HB&hcept that considered the reservoir to
be a closed system with no naturally existing flordsent before its injection [32].

The contribution of the present work includes thiisee aspects. First, this study has
proposed a mixed transport of fluid and heat inrdservoir from both the matrix block and
the fracture, respectively. Second, the 3-D maoalets into account the effect of fluid losses
or gains concerning the nature of open systemsubswsface media, whose long-term
influence on the extraction wellbore temperaturancé be underestimated for a 30-year
extraction period. Third, in this investigation,chaof the human-controlled parameters
(injection flow rate, injection temperature, andetal well spacing) are examined under
different operational scenarios with other paramsetéor example, injection flow rate in this
study ranges from 20 I/s to 70 I/s. Therefore, wheamining the effect of the injection flow
rate on production, different cases of injectiomperature and well spacing are considered,
because their impact can also affect reservoirymiaty.

The model addresses the limitations of previousaie, which ignored the influence
of fractures, reservoir representation, open boueslainfluence, and the inclusion of
different operational schemes. The study estimdgegonsequence of individual parameters
on others and their corresponding influences onptiegluctivity of a geothermal reservoir.
Solving the structure of this heterogeneous syswmh is nonlinear in parameters and has
a coupled interaction in nature, requires the usa powerful numerical solver. The finite
element method (FEM) is adopted here because ofolisstness in dealing with such
problems. The FEM package employed in the study@SOL with a link to MATLAB
that serves as a framewaork for implementing the enigal model and making the required
coupling between the physics [33]. At the end, nuecaé studies are carried out to verify the
developed model, and sensitivity analyses are padd to investigate the influence of the

parameters on reservoir productivity.

2. Modelling ther mo-hydraulic coupled problems

The first step in the analysis of coupled fluidwl@nd heat transport problems consists of
defining the geometry, material properties, initehd boundary conditions [34]. The
geometry can be created or imported from a CAD famogonce it is developed by including
the material properties and initial and boundampditions. The next step is defining the

mathematical model and coupled processes to bedohhe final two stages are independent
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of the type of numerical technique employed in s@whe mathematical model except that
the chosen solution procedures should be capalsieldhg the model accurately.

Modelling geothermal energy exploration and exphoiin requires coupling the
complex interaction occurring among different pheeoa in the subsurface. These
phenomena include fluid flow, heat transport, cleahitransport and mechanical
deformation. However, this study is limited to tbeupled processes of heat transport and
fluid flow in a fully saturated and fractured posomedia. Figure 1 presents the two-way
coupled approach used in this study, the illusirahowed the hydraulic process is affected
by temperature gradient directly through the changdensity and viscosity of the fluid, and
the thermal process, on the other hand, is infleérxy the convective heat transfer through
Darcy's velocity term. For further details on cagpprocesses in the field of geosciences see
[35].

The macroscopic governing equations describingbbleaviour of the fully coupled TH
model demonstrated in the previous section contpelapplication of conservation laws of
energy and mass. In this study, the derived equatiare based on a dual porosity-
permeability model (the model that accounts forkragatrix and fracture properties as a
separate continuum). Therefore, this section walivke the partial differential equations for
both the fluid flow and heat transport using thalduorosity-permeability approach are given
here.

The law of conservation of mass governs the fllogvfexpression in porous media,
and the law states that the mass inflow subtralsyethe mass outflow is equal to the total
mass accumulated by a system. Thus, the consanatimass fluid in porous matrix system
is

o9+ 0lov)=0 @

where [ [ is the divergence operatgg, V is the fluid mass flux ang, @ is the mass per unit
volume within the matrix. The ternp, is the fluid densityg is the matrix porosity and is

the Darcy's flux or velocity, which is defined as

v= %(— 0P+ p,g0z) 2
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where  is the intrinsic permeability of the matrip,is the dynamic viscosityy, is the fluid
pressureg is the acceleration due to gravity, anid the elevation. Substituting equations (2)

into (1) and rearranging gives
0 K _
5 w0, ;(- OP+p,g0z) |=0 (3)

Expanding the first term in the equation (3) by resging the porosity and density as
functions of the fluid pressure, and applying thedoict rule and chain rule of differentiation

yields

0 op, oP JdpoP
— = —+ _— 4
at( ) ¢0P at " aP ot “)

Also, the equation of state (EOS) [36] definesfthiel and matrix compressibilities as

Cf :iaﬁ,andcm :Ea_¢ (5)
p, oP @dP

where C, and C_, are the fluid and matrix compressibility, respeely. Rearranging

equations (5) and inserting the terms into equgtddryields

0 _ oP
E(WL)_WL(CI‘ +Cm)E (6)

whereqp(Cf +Cm) Is defined as linearised stora§eand equation (6) becomes

9 (,)=p.5%
S PP ST ()

The generalised equation applied for solving pnoislein porous matrix is obtained by
substituting equation (7) into (3)

oP K
pLSE-FDwL{;(_ DP+IOL9DZ)}:O (8)

For the porous matrix with fracture, the conseovabf fluid mass within the fracture system

is

2o Js0do,)+Q +Q, =0 ©
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The subscript's andm refer to fracture and matrix, respectively. Therteo, ¢, is mass per
unit volume within the fracturep, v, is defined as the fluid mass flux within the fraret and

¢ is the fracture porosity. The terQ, denotes the flow from the matrix to the fracture

which sometimes referred as the matrix-fracturedfer term. This term describes the flow in
the fracture system contains a source term thatesepts the transport of fluid from the
matrix to the fracture that is assumed to be disted over the entire domain. Two different

approaches can be used to determine the matritufeatransfer ternQ,, as described in

[37-39]. However, in this study, the latter mod&d] is chosen and is given as

a 1 if xOQ;
Qf =~ ZX. (X)ﬁé“%dx’ and Xi (X):{O cItherWilée (10)

where |Qi| represents the volume of théh matrix block (i.e.Q;) and y, (x) IS its

characteristic function. On the other hand, thent€),, is the external sources or sinks of

fluid that may be comprised of an injection or proibbn source and sometimes others

sources/sinks from the surrounding boundarieshiBidase, the expression @f, is adopted

from [41], by assuming that the sum of the nornmahponents of fluid flow from the matrix

block through the boundary cell, given here as

Q.=- [ of?opmx (11)

cellbounday ,U

The Darcy'’s flux or velocity of the fluid in an egalent fracture system, , defined as
Ky
v, = 7(— 0P, +p,902) (12)

in which the fracture permeability; is assumed to obey laminar flow by applying the

concept of parallel plate and considering it asifoum plate, expressed as

b2

KT 12

(13)

whereb is the fracture aperture.
Substituting equation (13) into (12), and insertmdput back into equation (9), and

also replacing the first term in bracket of equati®) by applying similar expression
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obtained in (7) gives the generalised expressidh fdr solving fracture problems in porous
media, namely
2

0P,
PLS _t+ OCb,

5 @(—Dpf +pLgDz)}+Qf +Q_ =0 (14)

However, it is critical to note that solving equais (8) and (14) requires boundary

conditions, which argo, vin, and p, v, [h for the matrix and fracture, respectively. Exglici

details are provided in section 3 under the fieleament formulations.

In this paper, local thermal equilibrium heat tyaos equations between the solid and fluid

phases is considered, in which the solid tempezdily) is equal to the fluid temperature (
T,) (i.e., Tg=T, =T). Here, it is assumed that heat conduction insthliel and fluid phases

occur side-by-side so that there is no net heatsp@art from one phase to the other.
Therefore, the classical Newton's law of coolingas applicable here, because it is very hard
to estimate all the parameters included in the tdamHowever, it is only possible to apply
the formula under laboratory conditions. The goiregrequation defining heat transport in

porous media is the conservation of energy lawesgqed as
9 p+00 =0 (15)
ot
where A; is the energy per unit volume is given
A = ¢spscp,sT +(1_¢s )pLCp,LT :pCpT (16)
in which ¢, andg are the solid and liquid volume fraction (porokitgspectively,c, s and

c,. are the specific heat capacity for the solid aqdidi, respectively;0s is the density of

the solid and’ is the temperature. Alsay. is the energy flux given by

Je =PVC,, T +( (17)

The coupled contribution of convective heat trangfegiving in the first term of the right-

hand side of equation (16) whilg =—AOT is the input of conductive heat transfer referred
as the Fourier’s law, wherel is the effective thermal conductivity of both thelid and

liguid phases expressed ad=¢dl +(l—¢s)/1L, in which Ag is the solid thermal

conductivity and A, is liquid thermal conductivity. Substituting egiaais (16) and (17) with

10
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their derivatives into equation (15) yields the g®h expression for solving heat transport in

the porous matrix as, i.e.
oT
pe, —+0 do.ve,, T-A0T)=0 (18)

Similarly, the conservation of fracture energy wite matrix block is given by

0
aAf,E-H:H]qf,E +Qe+Q,e=0 (19)
oT
<, E"'D [ﬁpLVpr,LT _/]f DT)+Qf,E +Qm,E =0 (20)

whereQ; . andQ, . are the energy sources/sinks for the fracturenaaigix systemsA; . is
the energy per unit volume within the fracture egsed similarly to equation (17, ¢ is

the energy flux within the fracture. However, byttjg into consideration it obeys the theory
of parallel plate for fracture opening. Expandingl asolving for the sub-equations within
(19) as presented in the matrix section of the haatsport (equation (15-18)) on fractures,
yields the general expression for heat transpdrartures given in equation (20).

3. Finite element formulation for coupled TH model

This section presents the application of finitemedat method (FEM) to coupled TH
problems in fully saturated and fractured porouslimeThe use of the coupled procedures
and the partial differential equations (PDE) digpthabove is incorporated in developing the
FEM model. It is essential to define the initiadamoundary conditions (BC) of the problem
before formulating the finite element solutions.eThitial conditions specify the field

pressures and temperatures=gk, i.e.
P=R,T=T,in Q andon (21)

where Q is the domain of interest aridis the boundary.

In the case of BC’s, they can be defined in twéedént kind that include the Dirichlet BC

, and the Neumann BC*Y. For the fluid flow, the Dirichlet pressure BC dam imposed as a
constant value either at the injection/extracticglimore boundaries, or far-field boundaries
as

P=P on M (22)

11
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The Neumann BC for the fluid flow can be prescrilasch mass flux normal to the boundary

surface or at the injection/extraction wellbore bhdaries as
0 =pL%(— OP+p.glz)" th on I (23)

where n is normal to the boundary. Also, sometimes it ¢ employed as no-flow
boundaries by setting equation (23) to zero.
In the case of heat transfer, the Dirichlet tempueeaBC can be imposed as a value (in the

case of isothermal condition) at the injection etk boundary or far-field boundaries as
T=Tonl, (24)

The Neumann BC for the heat transfer can be imposed as a heat flux twoaentedundary or
as an injection wellbore boundary (in the case of non-isothermditicor), which is given as

o = (- 0T +p,C,p vT) Th on Id (25)

In addition, the Neumann BC can also be prescribed as heat fliexataive heat outflow BC

in the production wellbore boundary using the expression écomvective heat transfer as

Gr = pLvn.

The boundary value problem presented in the previous sectioexdmple equations (8) is

written as
X(u)=B(u)+J=0in Q (26)
Y(u)=D(u)+K=0on I (27)

whereX andY are the derivate of differential operatdBsandD are appropriate differential
operators, and andK are known functions independent of the field variable u, whiehhee

exact solution of the boundary value problem. By consideringtbgral statement

j #" X (u)dQ + j @TY(u)dr =0 (28)

is satisfied for a set of arbitrary functions and @, which is equivalent to satisfying
differential equation (26) and (27). If equations (26) and (27) ardisdtithen equation (28)

is true. An approximate solution is sought in the class aftioms U, namely

12
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j
u=i=) Ng=Na (29)

which is obtained by introducing a set of trial shape functionsN. regarding the

coordinates; andy are the unknown values defined at points (nodesheé domainQ) and
the boundaryl . If equation (29) is substituted into (26) and)(2hey remain an error, or
residual, i.e.

R=R, +R. = X (G)+Y (4) (30)

To minimise the residual over the whole domain #mel boundary, a zero value for an
appropriate number of integrals of the error dReandI", weighted by weighting functions

and W, is sought, which is called the weighted residnathod (WRM) [42], namely

j w' X (0)dQ + j W'Y (G)dr =0 (31)

Expression (31) is an approximation to the integefined in equation (28) and results in a
set of equations for the unknowas, which can be written as

Ka=f (32)
where K is the stiffness matrixa is the unknown field; and is the load matrix defined as

m

K; :Zl: Ke =) f° (33)

e=1l

where K¢ is known as the stiffness matrix for te® element andf® is the boundary flux

for the e" element, and the derivative of the differentialexgtors X and Y must be
continuous over the domain. The WRM, that is equat{31), is now applied to mass

conservation equations (8) and its Neumann bounoarglition equation (21), which yields

IWT{DTF(—DPngDz)}dQ +J.WTSa—PdQ+IVAVT{K(—DPﬁoLgDz)T - \@r =0
Q H Q at ra H L
(34)
By limiting the choice of the weighting function4d], such that
w=0 on I, (35)
W=—w on ] (36)

13
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Applying the Green’s theorem on the first portioh exguation (34) and incorporating
equations (35) and (36) into it, gives

j[— (wD)T[—fmp +£pLgDzﬂdQ +ijsa—PdQ+ij Sgr=0 (@)
5 U U > ot oA

The same procedure applied to the fluid flow wheeduin the energy balance equation in
(18), and its Neumann boundary conditions in (24)limiting the choice of weighting

functions, such that
w=0 on I (38)
w=-w on [ (39)

also applying the Green’s theorem to the secontignoof equation (18), yields

| WTcpp%—IdQ +[wpve,, MTdQ+[(0w)" f-A0T)dQ + [w'q"dr =0 (40)
Q Q Q rTq

Equations (37) and (40) are the weak formulatioeakvform) of the governing equations
presented in section 2.2, and by applying the @@efFEM to discretise the weak form
spatially [43]. The state variables are expressghnding the nodal values and shape

functions as
P=N.P;T=N,T (41)

where P and T are the scalars of the nodal values of the pressamd temperaturdy, and
N; are shape functions. For a coarse tetrahedralegfemf 3D problem, they can be
represented as
N, =[N,, N., No, N,,]., N, =diagonaf N, N, N, N}, i =1,4
(42)
N, =[N;, N;, Np3 N;, ], Ny, =diagonaf Ny, N, N, N}, i=1,4 (43)
By the introduction of equation (41) into equati¢8%) and (40); then applying the Galerkin

FEM, and replacing the weighting functiong and w with the corresponding shape

functions N, and N, gives
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T K 5
ON, )" ZON,.P-(ON, .g0zdQ +[N]S dQ NI egr=0 (a4
j{( ) £ o, )ﬂpgz} [usn % #[1e 0w

Q

[NTc,oNT %—TdQ+J‘[(NTTCp’Lqm DDNT)f]dQ+jDNTT(—ADNT)fdQ +[NJq'dr=0
Q Q Q I'.|9

(45)

Further discretising equations (44) and (45) gives

Kp =[NFSNdQ (46)
Q
TK
M, (T)=[(ON,) =DON,dQ (47)
2 H
"(T)=](ON,) £ p g2~ [ NI “2-ar (48)
Q ,U r L
Ky =[Nfc,oN;dQ (49)
Q
P)=[{N7 (o.ve, . TN, )+ ONT (= A0N, a0 (50)
Q
t7(P)=- [ Nfgdr (51)
ra

where K is the compressibility matrixM | is the permeability matrix;f P is the load
matrix for the fluid flow processK; is the capacity matrixM, is the conductivity matrix;

and f' is the load matrix for the heat transport. Theggésed method is considered in
coupling terms of the equations (44) and (45). Byg equations (46) - (51), equations (44)
and (45) are written as

A

~ P

M, (T)P+K, === 17(T) (52)
M. (PF +K, ‘g £7(P) (53)

The above equations are represented in matrix &&rm
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Similarly, by applying the procedure of FEM soluti@btained in (52) and (53) to the
fracture equations in (14) and (20), yields

~

" oP

My (T)P +Kp  —==171(T) (55)
. oT

MT,f(P)Tf +K; a_tf:fT'f(P) (56)

where K; ; is the compressibility matrix for the fractur® | ; is the permeability matrix
for the fracture;f ™' is the load matrix for the fracture flo; ; is the capacity matrix for

the fracture;M . . is the conductivity matrix for the fracture; arffd'' is the load matrix for

T,f

the fracture heat transport.

4. Solution procedure and verification

In this study, the fluid flow and the heat trandpbeld equations are considered as
independent systems for the pressure, and thermbitcoupling mathematical model. The

staggered method equation is used with the Galenkithod (finite element discrete method)
in the geometry domain to obtain the numerical tsauof the coupling iteration problems.

Then, by applying the finite difference method (FPM the time domain as discussed in
[44], to obtain the solution of the coupled equasi¢52) and (53), by

M, (TR -R]/at+K,[6R,, +{1-6)R]=17(T) (57)
M- (P)[Tt+l -T, ]/At +Ks [Hrtﬂ + (1_ H)Tt ] =f' (P) (58)
For the discrete fracture equations (55) and (56), the solutiditased from

M, (T)P

fie1

-P, |/at+K, [P, +@-6)P, |= 71 (T) (59)

M. (P)l_T _TftJ/At+ Kr s I,Hrftﬂ +(1_3)Tft]: fr (P) (60)

fie1

wheret andt +1lindicates the previous and current time steps,ecsly; At is the time

step size; 8 is the relaxation parameter with lim@<é6<1. The FDM is employed to

calculate parameter by time step, and the spedifi@dl time step with an acceleration factor
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of 1. It is verified by repeated calculations todtable and reliable for the computed results.
The solution of the TH coupled nonlinear modeltisiaed by using a mixture of Newton-

Raphson and Picard schemes [45].

The convergence termination criterion employedtf@ nonlinear iterations in the study is
the weighted Euclidean norm, which terminates tieeaiion solutions when the relative

tolerance exceeds the relative error computed pl@gn as

Error-\/ﬁ z N ;(‘\i ‘J (61)

where N, is the number of fields andll; is the number of degrees of freedom in figld

The double subscript denotes the degree of freeiddex i and j component.E is the

estimated error in the scalay =max(|U”.|, Sj), U, . is the current approximation to the

i

solution scalar, and; is a scale factor for which the program determthesscaling process.

To verify the solution capabilities described, angie two-dimensional (2D) model is
analysed by implementing the model in COMSOL withink to MATLAB (COMMAT).

The verification carried out here is the disturbamaused by the presence of fracture in a
porous medium with a uniform flow. A similar problewas analysed by Strack as reported
in [47], where an analytical model for this isssalerived as the potential flow. In this study,
the model verified reported in [47] is used to fxetihe proposed model. Figure 2 presents the
2D model of the problem with a 1D fracture as arhytic conduit. Fluid is injected and
extracted on the leftiPand right B sides of the model, respectively. On the othedhéme

top and bottom represent no flow boundarieBln =0. The fracture is 2 m in length with an
orientation angle of 45°, and the flow is assumede laminar along its surface, and the
shape is assumed to have normal displacementseasidles, as used in the case of a

pressurised crack in an elastic medium, expressed a
b=b, V1= x? (62)

where b, is the aperture at the centre amdis the normalised local coordinate systems.

Table 1[47] presents other parameters used indheerical simulation of the porous media.
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The results obtained are grouped into two sets. firbeset of the results is the pressure
distribution in the vicinity of the fracture andsiflow pattern. Figure 3(a) presents the
pressure distribution of the previously reportedutes [47], while Figure 3(b) depicts the
numerical simulation carried out by the develop&dnkodel. As observed, the results are in
good agreement between the previous model andBhad€el formulated in this work. The
second set of the result verified in this studthes pressure profile along a diagonal line from
the bottom-left passing through the fracture to tbp-right of the geometry. Figure 4
presents the results of both the previous workthedccurrent FE model. As can be seen, the
graph shows a good agreement between the two @udutlherefore, the capability of the
newly developed FE model is verified using a relgteoblem applicable to porous medium

modelling.

5. Geothermal reservoir case study

Figure 5(a), shows a schematic representation ef rdservoir geometry for Soultz
geothermal system (i.e. half part of the reseryatrjlepicts a deep geothermal system with
800 m x 800 m x 5000 m deep. The reservoir is asdutm be 300 m in thickness and is
located at about 4.5 km below the ground surface, lBounded at top and bottom by
impermeable layers of granite. The top and bottayers in Figure 5(a) represent the
overburden and underburden, and the middle laydreiween display the reservoir. The
wellbores constitute a doublet (single injector anoducer) 11 m apart at the ground surface,
and 600 m apart laterally at the reservoir levega®en in the Soultz geothermal system.
Also, the injection well is positioned 100 m and046h in the horizontal and vertical
distances, while the production well is located #@0and 400 m in both the x and y
coordinates as shown in Figure 5(a). Both the tojeand producer are inclined to angles of
10° and -10°, respectively.

Moreover, a single fracture intersects the resertlobugh the overburden down to
the underburden layer as in Figure 5(a). The fractlips at an angle of 60° which is a
normal faulting regime to be precise with an appr@ted aperture of 50 mm.

Table 2 presents the petro-physical properties @ngical parameters used in the
numerical model [4]. The material properties ard¢rasted from the Soultz geothermal
system as in [4]. For the fluid material propertiespressions presented by Holzbecher [48]
are employed in the study, which includes densitggosity, thermal conductivity, and heat

capacity. Details of the properties can be founfl].[4The system at initial pressure is
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hydrostatic throughout the model, and the initi@mperature T,,) is given as

T :Tsu,f—0.0S[K/m]X(— z), where T is surface temperature and is assumed to be
283.15 K. The boundary condition applied for thenperature is 40°C (fluid injection
temperature), and for the hydraulic process is/SQitjection flow rate). Moreover, explicit
details of the boundary conditions used in the lysmhal reservoir model are provided in

Table 3.

5.1 Mesh and solution conver gence

In this model, the meshes are divided into threeedisional (3-D) tetrahedral (for the matrix
block), two-dimensional (2-D) triangular (for thea€ture), and one-dimensional (1-D) line
(wells) elements, respectively. Figure 5(b) showresl mesh system that connects finer and
fine grids in the calculation to reduce the impafcboundary effects. The implementation of
the finer meshes on the wellbores is to increasedhculation accuracy; and also strengthens
the calculating intensity and workload. Therefotke mesh division method not only
increases calculation accuracy but also eradidsedeviation caused by inappropriately
selected boundary conditions, which have some fsignt effect on the long-term extracting
vicinity and heat recovery after extraction.

The mesh convergence study of the proposed geattheeservoir has been examined
to explore the model computational efficiency imdliéng the cases of various structural
variations mentioned. Five mesh sizes are utiligdd=20463, M2=39925, M3=68780,
M4=189774, and M5=747838 starting from coarse toagfine. Figure 5(c) shows the results
representing temperature profiles along the praodmcivellbore for all meshes. It is also
evident that there is no significant differencehe results between the five meshes, though
the results of the coarse and normal meshes, M1Mihdare less accurate. However, it
manifests no numerical oscillations. Notwithstamglit can be deduced that the model
converged at M3 mesh. The CPU time for 55-timesstae M1=108 s, M2=201 s, M3=363
s, M4 = 1083 s, and M5=10177 s in an Intel(R) Cbx&(i5-5200U CPU @ 2.20 GHz, 2
cores.

To overcome numerical errors in the FEM solutianjsi essential to check the
convergence criterion for the solution. The coneegg criterion in equation (58) is
employed for the error estimation during solutid@rations for the geothermal reservoir
modelling. Figure 5(d) shows the number of itemaiand the corresponding errors. The

result indicates that an average of five iteratigrsufficient to obtain an accurate solution.
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5.2 Effect of cold water front

For the matrix block, the analysis is performedhvan injection rate of 20 I/s, an injection
temperature of 40°C, and a well lateral distance0&f m. The temperature distribution study
confirms the activity of the coupled processeswiieen the thermal and hydraulic properties)
because the heat transfer mechanism is found tp abe/ective-dominated behaviour due to
the strong coupling. Figure 6(a) shows the tempegaat timet=0, which happens to be
same as the initial temperature of the systenynaifig that the effect of the Dirichlet BC is
yet to commence. However, there was a regionalrgheater flow induced by the gradient
from top to bottom existing before the injectiongure 6(b) shows temperature distribution
results after 15 years of simulation, with somet pérthe matrix experiencing the cooling
effect of the injected fluid temperature. The psxeontinues to propagate until the end of

the simulation (30 years), as shown in Figure 6(c).

To investigate the effect of cold water front i tteservoir, the cold water, at a temperature
of 40°C, is injected at a rate of 20 |/s througlo whfferent injections well scenarios; one is
situated 100 m and the other 50 m away from thieelefl. Hot water is extracted by two
production wells; the first is located at 700 mgddhe second at 750 m from the left end, as
shown in Figure 7(a-f). The effect of the cold wdtent propagation is examined after 1, 10
and 30 years of simulation for 600 m and 700 nrdhteell spacing’s as shown in Figures
7(a-f). In all the cases analysed, it was obsethad the injected fluid creates a cold front
near the injection well, which later evolves thrbuge reservoir domain because the injected
fluid is cooler than the geothermal reservoir.

Also, it should be noticed that the temperaturethefright boundaries are kept equal
to the initial temperature of the reservoir untié tcold-water front reaches the boundary, and

after that, the temperature of the boundary stacteasing as presented in Figures 7(c-f).

5.3 Parametric studies

Developing a design model efficient in assessing litespan of a geothermal reservoir
requires the understanding of some key control rpatars during exploration and
exploitation. In this study, three basic human oamtarameters are analysed by varying one
parameter at a time using the OFAT approach, Wakping the rest at a constant based on
the Soultz geothermal case, as presented in SebtthnThe human control parameters

studied here are injection flow rate (dischargejedtion fluid temperature, and lateral well
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spacing. Studying these three key parameters psddoreliminary evaluation of the effects
of reservoir parameters on the commercial applitpbof enhanced geothermal system
utilisation. The effects of the parameters are ssesk based on the productivity of the
reservoir during the exploitation period of 30 yeafrhe geothermal reservoir conditions
specified are simulated to acquire the anticipatadations in temperature, pressure, and
thermal energy over 30 years. The parameters studiey over the range of values that are
acceptable for the geothermal exploitation of thal& site.

In a nutshell, the temperature of the reservoir masitored using the parameters given

above at production wellhead with a simulation etiof 30 years.

5.3.1 Effect of injection flow rate

The injection flow rate is one of the human conpratameters that have a direct effect on the
reservoir lifespan. In order to quantify the effesik cases were analysed. These cases range
from 20 to 70 I/s with an incremental step of 1€ Each of the cases is then studied under
different scenarios of injection temperature andl separation distances of 40°C and 50°C,
and 600 and 700 m, respectively. All other paramsetemain constant as explained before.
Figure 8 shows the production wellbore temperaturges for the effect of various injection
flow rates. Figures 8(a) and 8(b) present the teatpee history at the production well for the
scenarios of 40°C and 50°C under the effect of ®0@ell distance, while Figures 8(c) and
8(d) show the production temperature for the sace@arios of injection temperature above
with 700 m well spacing.

Figure 8a shows the temperature curves at the ptioduwellbore for the different
injection flow rates under a constant injection penature of 40°C and lateral well spacing of
600 m. As seen, the temperature curves differffervarious cases; the higher rate declines
earlier than the lower rate. For example, the g0dnjection flow rate starts to decline just
after 0.8 years of simulation, whereas the 20njsction flow rate begins to decrease after
approximately 2.6 years. As a result, the produeetperature is higher when the injection
flow rate is lower, and vice versa. The reasorttiervariation is that the greater the injection
flow rate, the faster the cooling of the resersjrand the lower the flow rate, the slower the
cooling becomes. The same trend is observed inr&i@hb when the injection fluid
temperature is changed to 50°C in similar operati@eenarios as in Figure 8a, with slight
shifts in the production temperature. It is notéattthe increase in the injection fluid

temperature to 50°C has a lesser effect on theupesbitemperature in those cases.
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Figure 8c presents the temperature breakthrougbesuat the production well for
different injection flow rates under the influenock40°C injection temperature and 700 m
lateral well spacing. In these cases, the eaudiesline starts after 1.6 years of simulation for
the highest injection rate (i.e. 70 I/s) and 5.8rgan the case of lowest injection flow rate (20
I/s). Furthermore, the decrease in the produceomperature at the extraction well during the
30-year simulation is 8.31°C and 8.93°C for the detvand highest injection flow rates,
respectively. The low decline is recorded in theases because the lateral well spacing
between the injector and the producer is largertheoproduction well bore is not affected
much by the reservoir cooling after a 30-year satioh. Likewise, the same response is
observed in Figure 8d with slight changes in thadpction temperature due to the increase in
the injection fluid temperature.

In all the cases and scenarios, it is observedahdhe injection rate increases, the reservoir
temperature decreases rapidly. Moreover, the ioe¢emperature and the well spacing also
have some effects on the production rate. The maxirtemperature is achieved when the

injection temperature is at its lowest and wellcapg is at its largest, then combined with the

lower injection rate as shown in the figures présen

5.3.2 Effect of injection fluid temperature

The surrounding rock supplies some amount of tla¢ @ethalpy conducted in the reservoir;
however, the injected fluid temperature governs itigor heat enthalpy added into the
reservoir due to the convective heat transfer. his study, six cases of fluid injection
temperature are investigated. These cases rangelfddC to 60°C with an incremental step
of 10°C, and each of the cases is additionallyistudnder varying scenarios of pumping
rates of 20 I/s and 30 I/s, and well lateral spg@h 600 m and 700 m. Figure 9 shows the
temperature production curves for the effect oéatipn fluid temperatures. Figures 9(a) and
9(b) present the produced temperature for the siosnaf 20 I/s and 30 I/s following the
influence of 600 m well spacing. Figure 9a showeshileakthrough temperature curves at the
production well; the temperature curves begin tolide after approximately 1.8 years of
simulation with a temperature of 150.93°C in almaktcases. After approximately 10-12
years of simulation, a little gap is observed betwéehe different injection temperature
scenarios, and it continues to widen till the 3@rysimulation period. The reason for these
similarities in the production temperature breadtizgh curves is that the effect of reservoir
cooling started in approximately the same periodllitases. Similarly, Figure 9b shows the

production breakthrough curves for the differenfedtion temperature scenarios when
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combined with 30 I/s injection flow rate and 600ateral well spacing. As can be seen, the
production temperature trend is similar to Figueevéith little difference; in this case, the
decline started after approximately 1.2 years wiusation (earlier than the former scenario)
with a temperature of 150.93°C in almost all caséso, in this scenario, some little
deviations are seen from approximately 8.5-10 yeard these continue to grow until the end
of the simulation. The idea behind the earlier attoh between the different cases is the
increase in the injection flow rate to 30 I/s, whizauses the fast cooling of the reservaoir.
Similarly, Figures 9(c) and 9(d) show the productiemperatures using the same
injected rate with 700 m well spacing. Figure 9owb the temperature curves at the
production wellbore for different cases of the atijen fluid temperature under the influences
of 20 I/s injection flow rate and 700 m lateral ivepacing. As seen, the temperature
breakthrough curves have a similar trend excepthen case of the 10°C injection fluid
temperature rate. The production temperature begdecline after approximately 4.2 years
of the simulation cases of 20°C to 60°C, whilehe tase of the 10°C injection scenario, it
began at approximately three years of simulatidre ®mperatures at the decline stages are
150.73°C and 150.74°C, in both the former and #itei, respectively. As the simulation
continues, the breakthrough curve for the 10°Cciigpa cases shows a sudden transition
change from lower to higher between 8.8 and 9.2iksition period and maintains a regular
pattern till the end of the simulation, whereas tileer cases maintain the same decline
pattern. The reason for the variation of the 10&Secwith remaining scenarios is that after
equilibrium is reached for cooling the higher irtjen rate propagates faster to the production
wellbore than the former. Likewise, Figure 9d shosumilar breakthrough curves as in
Figure 9c with little difference concerning thersiteg period of decline and the transition
phases of the 10°C injection due to the increagteannjection flow rate. Apart from those
points, all other trend remains the same.
In all the scenarios studied, it is observed tiwaré were no significant changes in the

produced temperature from the reservoir.

5.3.3 Effect of lateral well spacing

To overcome the cold water effect and water losisasresult from reduced productivity of

reservoir wells, they must be placed at an optinaistance from each other. The choice of
place will depend on the geological formation anodpction flow rates. Larger well spacing

results in greater reservoir sizes and vice véfieavever, with large spaces between wells,

fluid losses are likely to be a significant problesmd with small spaces, the fluid losses are
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negligible. Therefore, the well spacing must bermjsied to achieve the maximum possible
reservoir size and production flow rate. In thisrkyesix scenarios of well lateral spacing are
examined. The spaces between the reservoir wellshersen as 400, 500, 600, 650, 700, and
750 metres long, respectively. Also, in each ofgbenarios, different injection rates, of 20
I/'s and 30 I/s, and injection fluid temperatures306°C and 40°C, are analysed. Figure 10
presents the temperature curve at the productidibave for the effect of lateral well
spacing. Figures 10(a) and 10(b) show the prodtesgberature in the cases where 20 I/s
were injected at 30°C and 40°C, respectively whkilgures 10(c) and 10(d) show the
production temperature when 30 I/s were injecte®D&C and 40°C respectively.

Figure 10a shows the temperature breakthrough catrtke extraction well for the
different scenarios of the lateral well spacing wheombined with an injection fluid
temperature of 30°C and injection flow rate of Z0 As can be seen, the further the spacing,
the higher the produced temperature, and vice vEmanstance, in the case of 400 m lateral
well spacing, the temperature begins to decreageajter 0.8 years of the simulation period.
Concerning the 700 m lateral wellbore spacing, dbeline starts after approximately 9.4
years. Moreover, after a simulation period of 3@rge the produced temperature for the
closer well spacing (i.e., 400 m) was approximaldlg°C, and the largest spacing (750 m) is
145°C, which amounted to a 30°C temperature difieseebetween the two cases. The reason
for this significant deviation between the sceraii® the closer the spacing, the higher the
impact of cold water propagation on the productiegilbore, and vice versa. Likewise, a
similar trend of Figure 10a is seen in Figures #@Qlvith slight sights in the temperature
breakthrough curves due to the different injectibid temperatures and flow rates
employed.

In all the scenarios, it is observed that as therdh well spacing increases, the

production temperature rises.

5.4 Energy extraction rates
The model adopted in this investigation is the pneposed by Kruger [49][50] for the

calculations of the total energy extraction inth# scenarios and cases, expressed here as

AE =QC, AT, (63)

where AE; is the annual energy produced in ifeyear, Q is the total production flowrate

in the i" year, C,  is the specific heat capacity of the circulataddi and AT; is the
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temperature difference between the extracted ajedtéd fluid in thei™ year. The total

energy produced from the system for 30 years ahetibn can be written as

AE= iAEi (64)

i=1

Based on the limitations of the injection flow ratemge and other parameter combinations
studied in this work using the OFAT approach, #muits show that as the injection flow rate
increases, the energy extraction rate increasésamitositive linear relationship as indicated
in Figure 11, which shows that the injection rateréase affects the production output.
Figure 11 also shows the influence of well spacargl the effect of injection fluid
temperature on the energy extraction rate when gwdbwith injection scenarios. The
results revealed that wider well spacing couplethviower fluid injection temperatures

yields higher energy when compared to larger sigaeith higher rates.

As for the effect of fluid injection temperature the energy extraction rate, Figure 12 shows
an inverse relationship between fluid injection pemature and the energy extraction rate. As
the fluid injection temperature rises, the energyrasted from the reservoir declines

significantly, becauseAT, reduces with the rising fluid injection temperatuHence, the

reservoir lifespan is prolonged for the reproduttad hot water with the same temperature.
Also, these cases are further investigated witteidint well spacing and fluid injection rates,
and the results showed that larger well spacingetinwith a higher injection fluid rate

generates greater extraction energy in compargsother combinations.

Figure 13 presents the effect of well spacing anektraction energy of the reservoir. In all
the scenarios analysed, it is observed that, awélespacing increased, the energy extracted
from the system increases rapidly due to the catemfront propagation affecting the closer
wells earlier than the further ones. The increds®envs in Figure 13 occurs in a nonlinear
manner with two different gradients; the gradiehth@ first two spacing is steeper than the
remaining ones because the latter spacing havéasiresistance to the cold water front.

6. Conclusions
In this paper, a three-dimensional numerical méoletoupled thermo-hydraulic processes in
a heterogeneous fractured geothermal reservoitaonend underlain by impermeable layers
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is proposed. The primary objective is to examire éffect of human control parameters on
geothermal reservoir productivity. A verificatiotudy is first performed to test the capability
of the solver, and the outcomes achieved are ireagent with the existing solvers. Also
presented in the studies is the effect of cold wiste¢he matrix block and reservoirs before
conducting the main analyses on the human contadrpeters. An extensive parametric
analysis is investigated for a broad range of taemeters and operational scenarios. The
injection flow rate has a significant effect on ggeproduction as the rate increases, the
energy extraction rate rises, and the systemriketdecreases. Thus, higher injection flow
rate is a positive factor in production and, at shene time, a negative factor on reservoir
lifespan. In the case of fluid injection temperatuhe effect is less significant to production
because, as the injection temperature increasegxthaction energy declines rapidly and the
reservoir lifespan increases. The well lateral sgpalso behaves similarly to the injection
flow rate, but it is not as effective as the injestflow rate regarding energy extraction and
provides a longer reservoir lifetime than the forme

The developed model gives in-depth insight to dtalders and reservoir engineers
with regard to the key parameters to control duerploration and exploitation. The results
presented can be effectively employed in the desifjlnuman control parameters in a
geothermal reservoir system. The model can alseesas a reference solution to other

complex interactions encountered in reservoir satomhs.

Acknowledgement

The first author delightedly acknowledges the Phibofarship funding support received
from both the University of Greenwich (UK) and tRetroleum Technology Development
Fund (PTDF) (Nigeria).

References

[1] A. H.D. Cheng, A. Ghassemi, and E. Detourri&éytegral equation solution of heat
extraction from a fracture in hot dry rockiit. J. Numer. Anal. Methods Geomech.
vol. 25, no. 13, pp. 1327-1338, 2001.

[2] A. Ghassemi, S. Tarasovs, and A. H.-D. Che#g3-D study of the effects of
thermomechanical loads on fracture slip in enhagesdhermal reservoirsiit. J.
Rock Mech. Min. Sgivol. 44, no. 8, pp. 1132-1148, Dec. 2007.

[8] O. Kolditz, “Modelling flow and heat transfem fractured rocks: Conceptual model of

a 3-D deterministic fracture networkGeothermicsvol. 24, no. 3, pp. 451-470, Jun.

26



757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790

[4]

[5]

[6]

[7]

[8]

[9]

[10]

[11]

[12]

[13]

[14]

1995.

M. D. Aliyu and H. Chen, “Numerical Modellingf €oupled Hydro-Thermal
Processes of the Soultz Heterogeneous Geotherrstdsy INECCOMAS Congress
2016 VIl European Congress on Computational Methodspplied Sciences and
Engineering M. Papadrakakis, V. Papadopoulos, &feéiou, V. Plevris (eds.) Crete
Island, Greece, 5-10 June 202®16, no. Volume I, pp. 1659-1671.

J. Willis-Richards and T. Wallroth, “Approache&sthe modelling of hdr reservoirs: A
review,” Geothermicsvol. 24, no. 3, pp. 307-332, Jun. 1995.

A. E. Croucher and M. J. O’Sullivan, “Applicati of the computer code TOUGH2 to
the simulation of supercritical conditions in geatial systems,Geothermicsvol.

37, no. 6, pp. 622—-634, 2008.

M. J. O'Sullivan, K. Pruess, and M. J. Lippmaf8tate of the art of geothermal
reservoir simulation,Geothermicsvol. 30, no. 4, pp. 395-429, Aug. 2001.

M. J. O’Sullivan, A. Yeh, and W. |. ManningtofA history of numerical modelling of
the Wairakei geothermal fieldGeothermicsvol. 38, no. 1, pp. 155-168, Mar. 20009.
M. J. O'Sullivan, K. Pruess, and M. J. Lippmaf@eothermal Reservoir Simulation
the State-of-Practice and Emerging Trends¥Morld Geothermal Congress 2000,
Kyushu - Tohoku, Japan, May 28 - June 10, 2@000, pp. 4065—-4070.

H. Xing, Y. Liu, J. Gao, and S. Chen, “Recdatrelopment in numerical simulation of
enhanced geothermal reservoiik, Earth Sci.vol. 26, no. 1, pp. 28-36, 2015.
Z.Y.Wong, R. Horne, and D. Voskov, “Comparnsof Nonlinear Formulations for
Geothermal Reservoir Simulations,”4dst Workshop on Geothermal Reservoir
Engineering, Stanford2016, no. 2011, pp. 1-16.

Y. Xia, M. Plummer, R. Podgorney, and A. Ghaasg “An Assessment of Some
Design Constraints on Heat Production of a 3D Cptuz# EGS Model Using an
Open-Source Geothermal Reservoir Simulation Cadestanford Geothermal
Workshop 2016, pp. 1-24.

M. G. Blocher, G. Zimmermann, |. Moeck, W. B, A. Hassanzadegan, and F.
Magri, “3D numerical modeling of hydrothermal preses during the lifetime of a
deep geothermal reservoiGeofluids vol. 10, no. 3, pp. 406-421, 2010.

T. Fischer, D. Naumov, S. Sattler, O. Koldind M. Walther, “GO20GS 1.0: A
versatile workflow to integrate complex geologicdbrmation with fault data into
numerical simulation modelseosci. Model Deyvol. 8, no. 11, pp. 3681-3694,
2015.

27



791 [15] E. Wall, “United States Geothermal Support #mel International Partnership for

792 Geothermal Technology,” World Geothermal Congress 2010 Bali, Indonesia295-
793 April 2010 2010, no. April, pp. 1-4.

794 [16] S. K. White, S. Purohit, and L. Boyd, “Usind G-Velo to Facilitate Communication
795 and Sharing of Simulation Results in Support of@e®thermal Technologies Office
796 Code Comparison Study,” Fourtieth Workshop on Geothermal Reservoir

797 Engineering 2015, pp. 1-10.

798 [17] M. D. White and B. R. Phillips, “Code CompamnsStudy Fosters Confidence in the
799 Numerical Simulation of Enhanced Geothermal Sysfemgl0th Stanford

800 Geothermal WorkshgR015, pp. 1-12.

801 [18] A. Ghassemi, S. Kelkar, and M. McClure, “Irdluce of Fracture Shearing on Fluid
802 Flow and Thermal Behavior of an EGS Reservoir -tGemnal Code Comparison
803 Study,” inFourtieth Workshop on Geothermal Reservoir Engimgg2015, pp. 1-14.
804 [19] J.Burnell, M. O. Sullivan, J. O. Sullivan, Wissling, A. Croucher, J. Pogacnik, G.
805 Caldwell, S. Ellis, S. Zarrouk, and M. Climo, “Gaetmal Supermodeighe Next

806 Generation of Integrated Geophysical , Chemicalfod Simulation Modelling

807 Tools,” in Proceedings World Geothermal Congress 2015 Melbmuhaistralia, 19-
808 25 April 2015 2015, no. April, pp. 19-25.

809 [20] T.H. Fairs, P. L. Younger, and G. Parkin, fétanonious numerical modelling of deep
810 geothermal reservoirs,” iAroceedings of the Institution of Civil Enginedesiergy
811 2015, pp. 1-11.

812 [21] M. Shook, “Parametric Study o f Reservoir Redjes and Their Effect on Energy
813 Recovery The Effect of Reservoir Structure,Geothermal Reservoir Engineering
814 Stanford University1992, pp. 63-71.

815 [22] G. Nalla, G. M. Shook, G. L. Mines, and K. Bloomfield, “Parametric sensitivity
816 study of operating and design variables in welldwrat exchangerseothermics
817 vol. 34, no. 3, pp. 330-346, 2005.

818 [23] A. Vecchiarelli, R. Sousa, and H. H. EinsteifARAMETRIC STUDY WITH

819 GEOFRAC: A THREE-DIMENSIONAL STOCHASTIC FRACTURE W

820 MODEL,” in Thirty-Eighth Workshop on Geothermal Reservoir Begring Stanford
821 University, Stanford, California, February 11-13)28 SGP-TR-198013, no. 1992,
822 pp. 1-9.

823 [24] J.Chen and F. Jiang, “Designing multi-welldat for enhanced geothermal system to

824 better exploit hot dry rock geothermal enerdgyg€new. Energyol. 74, pp. 37-48,

28



825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

2015.

C. Jain, C. Vogt, and C. Clauser, “Maximumedtal for geothermal power in
Germany based on engineered geothermal syst&estherm. Energwol. 3, no. 1,
p. 15, 2015.

S. E. Poulsen, N. Balling, and S. B. Niels&parametric study of the thermal
recharge of low enthalpy geothermal reservoi@gbthermicsvol. 53, pp. 464-478,
2015.

M. D. Aliyu, H. Chen, and O. Harireche, “Fiaielement modelling for productivity of
geothermal reservoirs via extraction well,"Rnoceedings of the 24th UK Conference
of the Association for Computational Mechanics ngigeering 31 March— 01 April
2016, Cardiff University, Cardif2016, no. April, pp. 331-334.

G. B. Madhur and J. B. Anderson, “Sensitivityalysis of Low-Temperature
Geothermal Reservoirs: Effect of Reservoir Pararaete the Direct Use of
Geothermal EnergyGRC Trans.vol. 36, no. 10, pp. 1255-1262, 2012.

S. Saeid, R. Al-Khoury, H. M. Nick, and M. Micks, “A prototype design model for
deep low-enthalpy hydrothermal systenRRénew. Energyol. 77, pp. 408-422,
2015.

R. Hebert and B. Ledesert, “Calcimetry at sogbus-foréts enhanced geothermal
system: relationships with fracture zones, flonhpatys and reservoir chemical
stimulation results,” inn “Geothermal Energy, Technology and Geology”, tediby
Jianwen Yang, Nova Science Publishers Inc., NYpt@&h& no. September 2016, J.
Yang, Ed. Nova Science Publishers, Inc., 201298p113.

R. L. Hébert, B. Ledésert, D. Bartier, C. Dges, A. Genter, and C. Grall, “The
Enhanced Geothermal System of Soultz-sous-Foréssudy of the relationships
between fracture zones and calcite contehtyolcanol. Geotherm. Resol. 196, no.
1-2, pp. 126-133, Sep. 2010.

D. W. Brown, “Hot dry rock geothermal energyportant lessons from Fenton Hill,”
in Thirty-Fourth Workshop on Geothermal Reservoir Begring 2009, pp. 3-6.

M. D. Aliyu and H.-P. Chen, “Sensitivity analg of deep geothermal reservoir: Effect
of reservoir parameters on production temperatitegrgy vol. 129, pp. 101-113,
Jun. 2017.

K. J. Bathe, H. Zhang, and M. H. Wang, “Finlement analysis of incompressible
and compressible fluid flows with free surfaces atrdctural interactionsComput.
Struct, vol. 56, no. 2-3, pp. 193-213, Jul. 1995.

29



859
860
861
862
863
864
865
866
867
868
869
870
871
872
873
874
875
876
877
878
879
880
881
882
883
884
885
886
887
888
889
890
891
892

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]
[47]

C.-F. Tsang, “Linking Thermal, Hydrologicah@ Mechanical Processes in Fractured
Rocks,”Annu. Rev. Earth Planet. Sorol. 27, no. 1, pp. 359-384, May 1999.

R. W. Zimmerman, “Coupling in poroelasticitygdhithermoelasticity,Int. J. Rock
Mech. Min. Scj.vol. 37, no. 1-2, pp. 79-87, 2000.

Z. Chen, G. Huan, and Y. M@omputational Methods for Multiphase Flows in
Porous Medialst ed. Philadelphia: Society for Industrial @&pplied Mathematics,
2006.

J. Warren and P. J. Root, “The behavior otiredty fractured reservoirs SPE J. vol.

3, no. 3, pp. 245-255, 1963.

G. . Barenblatt, I. . Zheltov, and I. . KochirfBasic concepts in the theory of seepage
of homogeneous liquids in fissured rocks [stratd] Appl. Math. Mechvol. 24, no. 5,
pp. 1286-1303, Jan. 1960.

T. Arbogast, J. Douglas, Jr., and U. Hornuigrivation of the Double Porosity
Model of Single Phase Flow via Homogenization TRgoBlAM J. Math. Anaj.vol.

21, no. 4, pp. 823-836, 1990.

K. M. Bower and G. Zyvoloski, “A numerical meltfor thermo-hydro-mechanical
coupling in fractured rock,Int. J. Rock Mech. Min. S¢iol. 34, no. 8, pp. 1201-
1211, Dec. 1997.

R. W. Lewis, P. Nithiarasu, and K. N. SeetmanaFundamentals of the Finite
Element Method for Heat and Fluid Flo@hichester, UK: John Wiley & Sons, Ltd,
2005.

H. Fan and S. Li, “A three-dimensional surfateess tensor formulation for simulation
of adhesive contact in finite deformatiomiit. J. Numer. Methods Engeol. 107, no.

3, pp. 252-270, Jul. 2016.

M. Ferronato, N. Castelletto, and G. Gambeol&ifully coupled 3-D mixed finite
element model of Biot consolidation]” Comput. Physvol. 229, no. 12, pp. 4813—
4830, 2010.

F. Auricchio, A. Lefieux, A. Reali, and A. Veaiani, “A locally anisotropic fluid-
structure interaction remeshing strategy for tinctures with application to a hinged
rigid leaflet,” Int. J. Numer. Methods Engiol. 107, no. 2, pp. 155-180, Jul. 2016.
COMSOL, “COMSOL Reference Manual,” CM02000913.

O. Kolditz, U.-J. Gorke, H. Shao, and W. Wambgermo-Hydro-Mechanical-Chemical
Processes in Porous Media: Benchmarks and Exani¢s86. Berlin, Heidelberg:

Springer Berlin Heidelberg, 2012.

30



893
894
895
896
897
898
899
900
901

[48]

[49]

[50]

E. O. Holzbechemodeling Density-Driven Flow in Porous Medierlin,

Heidelberg: Springer Berlin Heidelberg, 1998.

P. Kruger, “HEAT EXTRACTION FROM HDR GEOTHERMARESERVOIRS,” in
World Geothermal Congress, 1995: Florence, ItaBs3ll May 19951995, no. C, pp.
2517-2520.

Y. Xia, M. Plummer, E. Mattson, R. Podgornapd A. Ghassemi, “Design, modeling,
and evaluation of a doublet heat extraction madeihnhanced geothermal systems,”
Renew. Energyol. 105, pp. 232-247, 2017.

31



Table 1: Model parameters adopted in model verificatio?y [4

Parameters Symbol Value Unit
Porosity ¢ 1 %
Hydraulic conductivity K le5 m/s
Fracture hydraulic conductivity K, le-3 m/s
Specific storage S le-4 m/s
Injection pressure P, 4.965 e+5 Pa
Extraction pressure P. -4.965 e+5 Pa
Density p 1,000 kg/m
Viscosity H 0.001 Pa.s
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Table 2: Geological and petro-physical properties of theteamy [4]

Parameter Symbol Value Unit
Overburden Layer

Thermal conductivity A, 2 W/m/K
Density 0, 2500 Kg/ni
Heat capacity C,s 900 J/kg/K
Porosity ¢ 0.1 1
Permeability K 1e-18 n
Reservoir

Thermal conductivity A, 3 W/m/K
Density £ 2650 Kg/mt
Heat capacity C,s 850 J/kg/K
Porosity 0.3 1
Permeability K 1e-16 M
Underburden Layer

Thermal conductivity A, 3.5 W/m/K
Density 0, 2700 Kg/mt
Heat capacity C,s 850 J/kg/K
Porosity 0.3 1
Permeability K 1e-18 M
Fracture

Thermal conductivity At 3.5 W/m/K
Density P . 1200 Kg/mt
Heat capacity C,s 800 J/kg/K
Porosity ¢ 0.01 1
Permeability K, 1e-12 n
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Table 3: The boundary conditions employed in thetlyermal reservoir model

Physics Boundary reference Boundary condition
Hydraulic  Injection wellbore (i.e. injection flow  Q(t) o, = 301/
rate) 0<t<30
Production wellbore (i.e. production  Q(t) ,oguein == 301/
flow rate) 0<t<30
Surfaces (top & bottom) except at the Q(t) =0
injection and production areas. 0<t<30
Surfaces (front, back, left, and right). P(t)=p, g(H,-D), ie, —dH xx
0<t<30
Thermal Injection wellbore (i.e. injection T (1) injecion =40°C
temperature) 0<t<30
Production wellbore (i.e. unknown T (1) production = 2
temperature to be calculated) 0<t<30

Surfaces (top & bottom) except at the -n.[q(t)=0
injection and production areas. Inthis 0<t<30
case, the boundaries are thermal

insulated.

Surfaces (front, back, left, and right). T(t)=T, () if nl¥ <0,
-nlg(t)=0, if nlv=0,
0=<t<30
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Figure 1. Two-way fully coupled Thermo-Hydro model
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Figure 2: Model set-up (After [42] )



Figure 3(a): Pressure distribution in [42]

Figure 3(b): Pressure distribution for the current FE model

Figure 3: Verification of the proposed procedure with théeserg model in [42]
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Figure 4: Pressure profile along a diagonal line from th&dm-left passing via the fracture to

the top-right
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