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a b s t r a c t

Regardless of the evolution of wind energy harvesting, the way in which turbines obtain in-situ mete-
orological information remains the same - i.e. using traditional wind vanes and cup anemometers
installed at the turbine's nacelle, right behind the blades. As a result, misalignment with the mean wind
vector is common and energy losses up to 4.6% can be experienced as well as increases in loading and
structural fatigue. A solution for the near-blade monitoring is to install wind LIDAR devices on the
turbines' nacelle. This technique is currently under development as an alternative to traditional in-situ
wind anemometry because it can measure the wind vector at substantial distances upwind. But at
what upwind distance should they interrogate the atmosphere? and, what is the optimal average time in
which to learn about the incoming flow conditions? This work simulates wind fields approaching iso-
lated wind turbines and wind turbine arrays within large wind farms using Large Eddy Simulations. The
goal is to investigate the existence of an optimal upstream scanning distance and average time for wind
turbines to measure the incoming wind conditions under different ambient atmospheric conditions.
Results reveal no significant differences when measuring the incoming wind vector at different upstream
distances, regardless of the atmospheric stratification. Within this framework a 30 min readjustment
period is observed to perform the best.

© 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Over the past ten years wind energy harvesting has experienced
a rapid growth, with an overall installed global power average
annual increase of the total installed wind power capacity of 25%
per year in the last ten years (2002e2012) [1]. Throughout this time
wind turbine designs have evolved, with increases in rotor diam-
eter and overall efficiency designs. By 2004e08most wind turbines
had a ~70�80 meter rotor diameter, and currently, rotor diameter
designs are approaching 100 mwith an average hub height of 80 m
[2]. Engineering improvements have accompanied the develop-
ment of large rotors. However, the way in which wind turbines
obtain in-situ meteorological information remains the same e

traditional wind vanes and cup anemometers are installed at the
na).
turbines nacelle, right behind the blades. The orientation and other
operating parameters of the turbine are governed by these two
wind measurements through the use of a control loop [3].

These wind measurements have important drawbacks, espe-
cially with increasing rotor diameters. Since the velocity is
measured at a single point immediately behind the blades, turbine
misalignment with the mean wind direction is common [4]. In
principle, this problem should be overcome using the so-called
nacelle transfer functions (NTFs), which describe the relation be-
tween the nacelle wind vector measurements and the unperturbed
wind vector upstream of the wind farm. The NTFs are used to
properly correct nacelle measurements [5]; however, they have a
strong variability from site to site and they don't account for
changes in atmospheric-stratification. For example, Vanderwende
and Lundquist [6] experimentally showed distinct wind turbine
performances, with respect to a given wind turbine power coeffi-
cient curve, under different atmospheric regimes. They demon-
strated under-performance during stably-stratified periods and
over-performance during unstably-stratified periods and
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moderate wind speeds (8�12 ms�1). An additional drawback from
the near-blade monitoring is the limited time it provides the wind
turbine controllers to adjust the turbine operating parameters' to
account for changes in the approaching wind flow [7]. This latency
in adjusting to ambient wind direction and speed subjects the
blades and turbine structure to unanticipated wind gusts or
extreme incoming wind conditions. These velocity aberrations
induce increased loading, structural fatigue, power-train failures
and associated increases in maintenance costs. A solution is to
install forward directed wind Laser Imaging Detection and Ranging
(LIDAR) on the turbines' nacelles. Future studies might find away to
measure ahead of time these velocity aberrations and wind gusts
with the use of wind LIDARs, which together with advanced control
systems will advice the wind turbine controls system to correct
their settings. Also experimental LES studies should be performed
in order to study the turbulent flow upstream of the wind turbines.
Although LIDAR technology has been around since the early 1970s
[8e10], it hasn't been until the recent advancements in optical fiber
technology that such LIDARs have become affordable. Becausewind
LIDARs measure the frequency shift of the backscattered light
initially sent by a laser beam, making it possible to measure the
along-beam component of the wind velocity at various distances
upwind of the rotor. By using a cone-scanning or volumetric
scanning technique, the full three-dimensional wind components
can be used to measure the approaching unperturbed winds [7,
11e17].

Further, recent studies have shown the potential of optimizing
the overall power output of a wind farm by forcing a fixed yaw-
misalignement on the upwind wind turbine arrays such that their
corresponding wakes are laterally deviated and reducing their
corresponding interaction with the downstream turbines [17e19].
Gebraad et al. [18] developed a control-oriented dynamic model
that determines the best orientation of a given wind turbine to
avoid turbine-wake interaction. Also the National Renewable En-
ergy Laboratory (NREL) experimentally implemented at the Fish-
ermens Atlantic City Windfarm a control strategy to reduce the
wind-turbine wake interaction, obtaining up to a 10% increase in
harvested power for the overall wind farm [19]. Yet, for these wind
farm optimization techniques to be efficient, it is critical to accu-
rately know the correct yaw-aligmment of the turbine with respect
to the incoming wind vector. The use of a wind LIDAR mounted on
the turbine's nacelle has been shown to provide good yaw align-
ment and better power curves than traditional wind vanes, there-
fore enhancing the overall power output [20e22]. However, wind
LIDAR systems are optimized to measure over a fixed upwind range
and average over a certain period of time. The question remains as
to what upwind distance they should interrogate the atmosphere
and for what time period. In the present work, different upstream
scanning distances and averaging times are evaluated within
different atmospheric stratifications using Large Eddy Simulations
(LES) driven with the experimental data of the well known Coop-
erative Atmospheric Surface Exchange Study (CASES-99) [23e25].
In Section 2, the LES code is presented in detail together with the
sub-grid model, the boundary conditions and the wind turbine
model used. Section 3 introduces the study cases considered, and
Section 4 introduces the numerical results, first with respect to
different upstream scanning distances and second with respect to
distinct yawing averaging times. Finally, the conclusions are pre-
sented in Section 5.

2. Large-eddy simulation framework

The present work uses the Large Eddy Simulation code intro-
duced in Sharma et al. [26]. The numerical code integrates the non-
dimensional, incompressible, and filtered Navier-Stokes (NS)
equations together with the continuity equation. The NS equation is
implemented using its rotational form to assure conservation of
energy and mass of the inertial terms [27]. The effect of tempera-
ture is introduced by means of a buoyancy term in the NS equation,
which is the result of the Boussinesq approximation, and which is
obtained from solving a coupled advection-diffusion equation for
the potential temperature (q). Therefore, the full set of equations
solved is,
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Here, the tilde (e) represents the LES filtering operation at the
grid-size D, and the angle brackets (〈,〉) represent a horizontal
average, with index notation used to specify rectangular Cartesian
coordinates i ¼ 1,2,3 ¼ x,y,z . The reference temperature is denoted
by q0. The ~tij term represents the deviatoric part of the momentum
sub-grid stress (SGS) term, which is modeled using the Lagrangian
Scale Dependentmodel of Bou-Zeid et al. [28], and pj represents the
sub-grid component of the thermal equation, which is corre-
spondingly modeled with the adaptation of the Lagrangian Scale
Dependent model for scalars introduced in Calaf et al. [29]. The
modified kinematic pressure term (p*) includes the filtered pres-

sure term and the trace of the SGS tensor
�
~p=rþ ~tkk=3þ 1

2
~uj~uj

�
.

Within this work, the flow is forced with a time- and height-
independent geostrophic wind (uG,vG), where f represents the Co-
riolis parameter, and dij is the Kronecker delta (dij ¼ 1, if i ¼ j, and
0 otherwise). The fi term represents the sink of momentum induced
by the wind turbine. It is represented as a body force (per unit
volume) and it is modeled using the traditional actuator-disk with
rotation (ADR, see Wu et al. [30]) including the dynamical yaw-
alignement of Sharma et al. [26]. Note that within the formula-
tion of these equations the potential temperature is an active scalar
that modifies the momentum equation by means of the buoyancy
term, which accounts for the vertical motions induced by the
thermal stratification. Further, as it is traditional in LES of atmo-
spheric flows, the viscous effects are neglected and the flow is
therefore characterized by a very large Reynolds number. The nu-
merical discretization of the equations follows the one introduced
by Moeng [31] and Alberston et al. [32], where a pseudo-spectral
approach with a staggered-grid is used. Therefore, second-order
finite differences are used in the vertical direction and a spectral
discretization using the Fast Fourier Transform in the West (FFTW)
[33] library is implemented in the horizontal directions. As a result
of the Fourier discretization in the horizontal directions the nu-
merical domain becomes periodic, eliminating the need for lateral
boundary conditions and becoming infinite in practical effects.

The equations are dealiazed using the 3/2-rule [34], and time-
integrated using a second order Adam-Bashfort scheme. The nu-
merical algorithm is fully parallelized using the Message-Passing
Interface (MPI) with a total of 64 processors and the pressure
solver is further parallelized with the pipeline Thomas algorithm
[35]. As a result of the periodic boundary conditions in the hori-
zontal directions, there is no need for lateral boundary conditions.
For the top boundary a zero-flux and zero-shear are imposed, with
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the vertical velocity and the gradients of the horizontal velocities
equal to zero. At the surface, the non-slip condition is imposed for
the vertical velocity, and because of the staggered grid, an equiv-
alent shear stress is imposed at the first grid point for the horizontal
velocities. The shear stress at the surface is parametrized using the
traditional log-law including the effects of surface stratification
[28,36,37],

ti;3ðx; y; z1Þ ¼ �

2664 k
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In this equation z1 indicates the height of the first grid point
where the horizontal velocity components are computed (Dz/2) and
where the shear stress is applied, i indicates any of the horizontal
plane-parallel directions (i ¼ 1, 2), and ni is a unitary directional
vector, ni ¼ b~ui=
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q
. While this expression was originally

developed for ensemble averages and later interpreted as spatial
averages over homogeneous surfaces, here a double filtering at 2D
grid spacing, equivalent to a local averaging, is used instead (see
Refs. [28,37] for further details in this filtering). In this study the
surface roughness is maintained homogeneous over the entire
domain with a value of z0 ¼ 3,10�5zi (where zi is the initial inver-
sion height, which will be used as a normalization length-scale, see
later). To numerically integrate the NS equations, the vertical de-
rivatives of the horizontal velocities are also parametrized at the
first grid point (z1) using Monin-Obukhov similarity theory [38],
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q
. In addition, to integrate the advection-

diffussion equation for the potential temperature a sensible heat
flux is imposed at the first grid point, similar to the momentum,
also using Monin-Obukhov similarity theory,
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The surface temperature (qs) is imposed as bottom boundary
condition (see Fig. 1a) and z0,h represents the scalar surface
roughness, which has been taken to be one tenth of themomentum
Fig. 1. (a) Spatially averaged and time-dependent imposed potential temperature at
the surface of the domain 〈qs〉xy [K]; (b) normalized stability parameter, (Dz/2)/〈L〉xy,
where (Dz/2) is the hight of the first grid-point and L is the Monin-Obukhov length as a
function of time.
surface roughness (z0,h ¼ z0/10) [39]. The stability correction
functions (j(z/L)) implemented are those from Brutsaert [40].
Different formulations exist depending on stability and the
appropriate choice of functions is made based upon the Obukhov
length (L) depicted in Fig. 1b and defined as

L ¼ �u3+ qs

k g
�
w0q

0
�
s

; (7)

where u+ is the friction velocity, qs is the mean potential temper-
ature, k is the von K�ar�aman constant (k ¼ 0.4), g represents the
gravity term andw0q

0
is the surface sensible heat flux. In this work it

is well understood that the stability correction functions were
initially developed from experimental studies on statistically ho-
mogeneous surfaces and that the wind turbines might have an
effect on the precise parametrization of the stability correction
functions. However, lack of new experimental data on this precise
matter doesn't allow for a better numerical approach at the present
time.
3. Study case description

To develop this study two different sets of simulations, both of
which included the presence of wind turbines, were considered.
One case consisted of a traditional very large wind farm (VLWF),
and the second one consisted of a largely spaced wind farm (LSWF),
or equivalently seen as a single wind turbine. For all cases, the
turbines were immersed within an atmospheric boundary layer
that would evolve with time, such that the wind farms could
experience different flow types with different atmospheric strati-
fication. Precisely, each simulation was run for a total of 48 h (real-
time), in which the initial conditions and forcing of the flow was
extracted from the CASES-99 field experiment. This means that the
atmospheric flow evolved over two complete days. In order to
ensure the simulation of a realistic diurnal cycle the numerical
simulations were forced with a height-independent and time-
constant geostrophic wind together with a time-varying surface
temperature. The values for the geostrophic wind and surface
temperature were extracted from the CASES-99 field experiment
between October 22e24, 1999. This period was previously studied
by Kumar et al. [24] to illustrate thewellness of the LES simulations.
Recently, Fitch et al. [41] and Sharma et al. [42] used the same
period of time to investigate the effects of finite-size and very-large
wind farms on a realistic diurnal cycle using mesoscale simulations
(WRF) and LES, respectively. It is for this reason that the same
forcing is used in this work.

The detailed time-evolution of the surface temperature is rep-
resented in Fig. 1a, and the corresponding evolution of the atmo-
spheric stratification is represented in Fig. 1b, where the non-
dimensional stability parameter z/〈L〉xy is presented (with z ¼ Dz/
2). The vertical dashed lines indicate the times with an atmospheric
stratification change (0955, 1752, 0925 and 1842) and they will be
used in other Figures throughout this work. In addition, the flow
was forced with a geostrophic wind of value (uG,vG), and the
domain size was set to (2p � p � 3)zi, where zi is the height of the
boundary layer, initially located at 1000 m height. To keep a fairly
high numerical resolution, a computational domain with
256 � 128 � 384 grid points was used. The simulations where
initialized with a height-independent geostrophic wind and a well
mixed temperature profile matching the initial surface temperature
of 278.6K, with an inversion layer spanning from zi to the top of the
domain, with zi ¼ 1000m. The LES was initialized with vertical
profiles of velocity and temperature extracted from Kumar et al.
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[25]. Overall, a total of 19 different cases (7 for VLWF and 12 for the
LSWF) have been considered to evaluate the effect of the upstream
scanning distances and orientation times.
3.1. Very large wind farm (VLWF)

The VLWF configuration consisted of 48 wind turbines homo-
geneously distributed in 8 rows and 6 columns using the traditional
spacing of ~8D and ~5D (where D refers to the turbines' rotor
diameter) in the streamwise and spanwise directions, respectively
(see Fig. 2a for details). Similar to previous studies [43] the turbines'
hub-height (zh) was located at 100 m and the wind turbine diam-
eter was equally set to 100 m. Besides parametrizing the wind
turbines using the actuator disk (AD) with rotation approach of Wu
et al. [30] including the dynamical yaw-alignement of Sharma et al.
[26], the turbines were additionally capable of dynamically yaw-
align with the incoming wind vector measured at different up-
stream scanning distances, similar to what a real wind turbine
would do if equipped with a wind LIDAR. Therefore, each row of
wind turbines was configured such to measure the incoming wind
vector at a different upstream distance ranging between 50 m (D/2)
and 200 m (2D) upstream (D/2, 3D/4,D, 5D/4, 3D/2 and 2D). In the
most basic mode, the wind turbine model readjusts the yaw
orientation every 10 min according to the averaged wind vector
measured at the predetermined upstream scanning distance. The
incoming wind vector is equally averaged for 10 min, and the angle
of the incoming wind is measured as tan�1(〈vd〉/〈ud〉), where the
overline represents the time average and 〈 , 〉 represents the spatial
average of ud and vd, which denote the horizontal velocities at the
upstream disk area scanned by a hypothetical wind LIDAR. This
configuration allowed us to study the effect of using different up-
stream scanning distances to measure the incoming wind vector
and correspondingly readjust the turbine's yaw-alignment.

In addition, in this work we are interested in deciphering the
effect of the averaging and readjustment time to determine the
correct incoming wind vector, given a fixed upstream scanning
distance (e.g. D/2). For this reason, a suite of seven simulations was
used, where each used a different averaging time to measure the
upstream incoming wind vector (1 s, 5 min,10 min, 20 min, 30 min,
45 min, 60 min). Because of the unaffordable numerical cost it
would imply running 7 additional diurnal cycles, each one
considering a different averaging time, shorter simulations (4 h of
physical time) were performed for the day, unstable period
(1330e1730), and for the night, stable period (0130e0530), so that
the effect of stratification (unstable and stable) could be analyzed.
3.2. Largely spaced wind farm (LSWF)

The LSWF consists of a wind farm where the constituent wind
Fig. 2. a) Very large wind farm case (VLWF); (
turbines are highly spaced. This case could perfectly correspond to
the case of a single wind turbine. Notice that given the size of the
numerical domain, although it is periodic as mentioned in Section
2, the wake of the wind turbine doesn't interact with itself,
meaning that in practice we are effectively modeling a single wind
turbine. For this case, the characteristics of the wind turbine are
exactly the same as the ones described in the VLWF case. Equiva-
lently, the turbines forming this very large spaced wind farmwould
be in practice separated by ~63D and ~31D in the streamwise and
spanwise directions, respectively (see Fig. 2b for details). In this
case, and as a result of the computational cost of the simulations,
only 4 upstream scanning configurations were considered (D/
2,D, 3D/4, and 2D). Note that for each upstream scanning config-
uration 48 h of real time flow were simulated. Similar to what was
done in the VLWF configuration, the same shorter events, repre-
senting unstable and stable stratified conditions, were used to
study the effect of the different averaging times (1 s, 5 min, 10 min,
20 min, 30 min, 45 min, 60 min).
4. Results

The nominal loss in harvested power induced by a given yaw-
misalignment angle is provided by the cosine cubed of the
misalignment angle (cos3fe). It is for this reason that the turbine's
harvested power is highly sensitive to the turbine's capacity to
timely align with the incoming wind vector. In Fig. 3b, a graphical
representation of the yaw-misalignement of a wind turbine with
the incoming wind vector is presented. Fig. 3a indicates the cor-
responding loss in power induced by different degrees of
misalignment. It can be observed that yaw errors of 10+ can reduce
the harvested power by about 5%, and errors of 15+ can reduce as
much as 10% of the harvested power. While these values might
seem small a priori, their corresponding economical translation is
certainly important. In Table 1 it is shown an estimation of the
economical loss in revenue due the wind turbine misalignment.
The analysis is performed for two different offshore largewind farm
scenarios: the well known Danish Horns Rev 2 wind farm and the
projected Horns Rev 3, located at the North Sea. Results show that
for a misalignment of 5+ the total economical loss is 0.3MV/year
and 3.1MV/year for the Horns Rev 2 wind farm and Horns Rev 3,
respectively. Additionally, for a misalignment of 10+ it corresponds
to a loss of 1.1MV/year and 10.5MV/year. The data to compute the
economics has been extracted from the Danish energy agency [44]
assuming a capacity factor of 65% for the Horns Rev 3 and an
average bid price of 25V/MWh for the Horns Rev 2, representative
of the 2014e15 energy market [45,46]. The estimated annual en-
ergy production of a wind farm is obtained by multiplying the
nominal power of the wind farm by a total year time and the cor-
responding wind farm capacity factor. By multiplying the energy
b) Largely spaced wind farm case (LSWF).



Fig. 3. (a) Theoretical representation of the error in power [εp ¼ ð1� cos3ðfeÞÞ � 100] due to the wind turbine misalignment; (b) schematic representation of the wind turbine
misalignment.

Table 1
Parameters used to estimate the economical loss for two given average yearly
misalignments and for two distinct scenarios, Horns Rev 2 in current operational
conditions and for the projected Horns Rev 3 wind farm.

Horns rev 2 Horns rev 3 (projected)

Number of wind turbines 91 50
Wind farm nominal power 209 MW 400 MW
Capacity factor (CF) 50% 65%
Estimated annual energy production 915GWh 2,278GWh
Bid price 25V/MWh 103V/MWh
Yearly income 13MV 235MV

Revenue loss for a misalignment of 5+ 0.3MV/year 3.1MV/year
Revenue loss for a misalignment of 10+ 1.1MV/year 10.5MV/year
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bid price by the estimated annual production, one obtains the
yearly income. To obtain the revenue loss, the yearly income should
be multiplied by the error in harvested power due to the yaw-
misalignment of the turbine depicted in Fig. 3b. Overall, the loss
in income showed in Table 1 partially illustrates the urgent need for
reducing the misalignment error.
4.1. Optimal upstream distance at which wind LIDARs should
interrogate the atmosphere

One of the objectives of this work is to assess whether there
exists an optimal upstream scanning distance for wind LIDARs to
retrieve the most-accurate yaw-alignment angle considering the
effect of changing atmospheric stratification. At the same time, we
aim to better analyze the potential yaw-misalignment induced by
measuring with a wind vane placed behind the rotor blades.

Subplots ai and bi in Fig. 4 present vertical profiles of wind ve-
locity together with their corresponding incidence angle for a 10-
min period representative of the unstable stratification (i.e. aver-
aged between 0230 and 0240pm; i ¼ 1 to 3) and for both cases, the
LSWF (4ai) and the VLWF (4bi). Subplots 4ci and 4di illustrate the
same profiles for a 10-min period representative of the stable
stratification (i.e. averaged between 0030 and 0040am) also for
both cases the LSWF (4ci) and the VLWF (4di). The vertical profiles
have been planar-averaged (denoted by the sub-index y) along the
upstream plane parallel to the turbine's rotor disk, and the vertical
axis is normalized with the turbines' hub-height (zh ¼ 100m).
Subplots 4a1-d1 represent the magnitude of the incoming wind

ðU ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2 þw2

p
Þ at different upstream distances (D/2, 3D/

4,D, 5D/4, 3D/2, 2D) and at the traditional nacelle's wind vane
location (�3D/10) normalized by the geostrophic wind
ðUG ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2G þ v2G

q
Þ. For all the subplots, the turbine's rotor-disk re-

gion is constrained between two horizontal dot-dashed lines, and
the precise location of the hub is indicated with a horizontal dash
line. Because the differences in wind magnitude are small between
all the upstream scanning distances the relative differences with
respect to the measured wind magnitude at D/2 ðhUiiy � hUD=2iyÞ
are also presented in subplots 4a2-d2. The D/2 distance has been
selected as a reference upstream measure because it is close to the
wind turbine and still outside of the induction zone [47]. Finally,
subplots 4a3-d3 represent the normalized relative difference with
the yaw-angle measured at D/2, ðhfiiy � hfD=2iyÞ=hfD=2iy.

In the measure of the incoming wind, we observe a maximum
difference of 7.4% between the furthest upstream scanning distance
(2D) and the wind vector at D/2 for the LSWF and a difference of
4.6% for the VLWF, both during the unstable stratification period
(subplots 4a2 and 4b2). For the closer upstream scanning distances
these differences decrease. As one would expect, the measure-
ments from the wind vane proxy present larger differences with a
maximum difference of 20.2% and 16% for the LSWF and the VLWF
cases, respectively. During the stably stratified period (subplots 4c2
and 4d2) maximum differences of 6.7% and 4.7% between the
furthest upstream scanning distance (2D) and the wind vector at D/
2 are observed for the LSWF the VLWF case, respectively. Also, the
measurements for the wind vane proxy present larger differences
with a maximum of 17.3% for the LSWF and 13% for VLWF case. The
average standard deviations of the relative velocities at hub height
are 0.43% and 1.5% correspondingly for the VLWF under unstable
and stable conditions, and 4% and 2% for the LSWF for the unstable
and stable cases.

In the measure of the yaw-angle, the most important is to note
the quasi-inexistent difference obtained when measuring at
different upstream distances, regardless of the stratification. Once
more, it is interesting to notice the large differences with the
measurement position behind the blades. Once the flow crosses the
rotor disk area, there exists a large deflection angle of up to 22.4%
for the LSWF and close to 9% for the VLWF for the different strati-
fications. Similarly, the measured yaw-angle for the stable period
(see subplots 4c3 and 4d3) remains practically the same for all the
upstream scanning distances, and the nacelle angle is deflected by
smaller values in comparison to the unstable regime. Note that the
characteristic difference in magnitude between the results ob-
tained for the VLWF and the LSWF is a result of the higher turbu-
lence intensity in the VLWF that tends to homogenize the turbulent
flow around the wind turbines [48e50]. Also, the proxy for the
incoming wind vector measured by the wind vane corresponds to
an approximate measure a wind vane would provide when



Fig. 4. Vertical averaged profiles of normalized velocity magnitude (a1 and c1), relative velocity magnitude (a2 and c2) and relative angle (a3 and c3) for the LSWF for the stable (ai)
and unstable (ci) stratified periods. A similar structure is used in subplots bi and di for the VLWF case, respectively.
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installed at the turbine's nacelle, right behind the rotor-blades and
without being corrected with the often used NTFs.

By comparing subplots (4ai and bi) to subplots (4ci and di) the
effect of atmospheric stratification on the incoming wind vector
(module and angle) is clearly observed. At night, during the stable
period, a characteristic nocturnal low-level jet (LLJ) forms at
heights between 1�z/zh�2, which interacts with the top section of
the wind turbine blades. In the case of a VLWF the LLJ is shifted by
the presence of the very largewind farm [51]. While the LLJ induces
relevant changes on the wind vector profiles, the relative differ-
ences between the different upstream scanning regions remain
similar between the day-time and night-time.

Overall, the results presented within Fig. 4 show that there are
no significant differences in the incoming wind vector when
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measured at different upstream distances and for different atmo-
spheric stability conditions. Even thought Fig. 4 shows the behavior
of 10 min data during the unstable-stratified and stable-stratified
periods, a similar behavior is observed for different 10 min aver-
aged periods along the two diurnal cycles (not shown here for the
sake of clarity). This result is really important because it will allow
the nacelle installed wind LIDARs to learn from the incoming wind
vector at further upstream distances, providing more time to the
wind turbines to readjust their corresponding settings and hence
optimally adapting to the incoming flow. Results are the opposite
for the nacelle wind vane location. In this case, results show how
the measured flow diverges from the one reaching the blades, with
errors of up to 22.41% in the measure of the wind vector angle.
These results are in-line with experimental measurements done
using a real wind LIDAR mounted on the nacelle of a wind turbine
[7]. Currently, wind turbine operators get around these large errors
by imposing an ‘ad-hoc’ correction function using an unperturbed
wind vector measurement from a meteorological-tower, upstream
of the farm. Yet, these correction functions rarely account for the
effect of atmospheric stability, which is shown to have a relevant
effect in the deflection of the yaw-angle measured at the nacelle for
the LSWF case (30% and 20% for the unstable and stable in average,
respectively), and a more attenuated effect for the VLWF case (10%
and 5% for the unstable and stable in average, respectively), right
behind the blades. The reduced wind-angle deflection on the VLWF
is a result of the enhanced mixing produced by the large array of
wind turbines.

To further explore the effect of atmospheric stratification on the
incoming wind vector, Fig. 5 illustrates the average yaw angle (〈f 〉
WT) as a function of the local time for a duration of two complete
diurnal cycles, where (〈,〉WT) represents the average among the
distinct wind turbines. The yaw angle has been spatially averaged
on the projection of the rotor disk at the different upstream dis-
tances, and therefore it is referred as an upstream rotor-disk
average. Within this Figure, subplot 5a represents the average
evolution of the yaw angle in the case of a LSWF and the blue shade
indicates the corresponding standard deviation for the four
different upstream scanning distances presented in Section 3.2.
Supblot 5b depicts the case of the VLWF, where the blue line
Fig. 5. Yaw alignment for the upstream scanning distance (in blue) and for the wind vane (i
colour in this figure legend, the reader is referred to the web version of this article.)
represents again the wind vector orientation averaged over all the
wind turbines conforming the wind farm, and the blue shading
indicates the corresponding standard deviation. The reason for
averaging over all the wind turbines, without distinguishing be-
tween the turbines scanning at different upstream distances, is the
similitude presented in Fig. 4. Further, the black line represents the
average wind vector angle obtained by those wind turbines that
learn about the incoming wind measuring behind the blades, as a
proxy to a wind vane and cup anemometer, and the black shade
represents the corresponding standard deviation. It is interesting to
note that during the unstable regimes, as a result of the enhanced
vertical and lateral mixing [52e55] there exists a larger variability
(standard deviation) in the wind vector angle measured among the
different turbines in comparison to the stably stratified regime.
However, this differentiated behavior is not apparent in the wind
turbines driven by the wind vane proxy, probably as a result of the
continuous mixing produced by the blades regardless of the at-
mospheric stratification. Interestingly, the maximum error
observed between the upstream and wind vane proxy measure-
ments are close to 5+ during the stable regime (from 0600 to 0900
in the first diurnal cycle). Almost no differences are observed dur-
ing the unstable regime (from 1230 to 0100 of the first diurnal
cycle). In subplot 5a, the same representation is used, where the
maximum error is close to 4+ and the minimum is close to 1+.
Mikkelsen et al. [7] showed experimental misalignments of 10+

root mean square (RMS) value for a 10 min average of a 3 h 20 min
observation period during the night of April 30th, 2009. This is
about half the error observed in subplot 5a. This underprediction of
the LES could be due to the approximate wind turbine model used
in the LES to represent the actual turbines. It is also interesting to
note the difference in averaged angle values between the VLWF and
LSWF cases. This is a result of the enhanced resistance introduced
by the large wind farm in comparison to the largely spaced wind
farm, which produces a deeper geostrophic imbalance.

As a result of the diurnal evolution of the yaw-angle and its
associated standard deviation, a new unknown arises with respect
to the use of wind LIDAR technology. From the presented results, it
is clear that the scanning averaging time and corresponding tur-
bine's readjustment frequency should also be analyzed. For
n black), (a) for the LSWF and (b) for the VLWF. (For interpretation of the references to
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example, one could wonder whether it could be more optimal to
keep the wind turbine's yaw alignment fixed during day time,
when the wind vector continuously changes direction and just
allow the time-varying readjustment during night-time, when the
flow changes less randomly. This additional degree of freedom is
explored in the following section.
4.2. Optimal averaging time to interrogate the atmosphere

A total of 14 simulations of 4 h real-time length each have been
performed to evaluate the effect of using different averaging times
to readjust the turbine's yaw-alignment. The study includes both
(stable and unstable) stability regimes for the two wind farm sce-
narios (VLWF and LSWF). In this case, the analysis is based on the
same previous diurnal cycle, but only consider the time period
between 0130 and 0530 to represent the stable regime, and the
time period between 1330 and 1730 to represent the unstable
stratification. During these periods of time the wind turbine model
was configured as such to learn from the incoming wind vector at a
fixed distance upstream of the rotor disk (D/2). The corresponding
frequency of yaw-readjustment was varied, with time-periods
ranging between 1 s and 60 min. Precisely, the studied readjust-
ment time-periods are: 1 s, 5 min, 10 min, 20 min, 30 min, 45 min,
and 60 min, where each set-up corresponds to a new numerical
simulation inwhich all turbines are equally configured. These times
also correspond to the averaging times used to determine the
characteristics of the incoming wind vector (module and angle). In
order to quantify the misalignment error with the incoming wind
vector and hence the corresponding loss in power induced by the
use of different averaging times, the simulation with 1-s
readjustment-time has been used as a base case, or ‘ground truth’.

In order to evaluate the performance of the different yawing
times, Fig. 6 illustrates the normal probability density function
(PDF) of the yawing error associated with the different study cases
(VLWF versus LSWF, day-night for different averaging times). The
error is computed as the difference between the angle of the
incoming wind vector measured with a 1 Hz frequency and the
angle obtained by the corresponding longer averages i.e.
εf ¼ f

1s � f
t , where t represents the different averaging times.

Subplots 6a and 6b represent the study cases for the LSWF and
subplots 6c and 6d for the VLWF, where 6a and 6c represent the
stably stratified case and 6b and 6d illustrate the unstable case,
Fig. 6. Probability density function of the yaw-alignment error for the LSWF during th
respectively. Notice that the left and right dashed lines represent
the 95% confidence intervals, which are equivalent to two standard
deviations (2s), for the 30 min PDF. It is worth noting that the
unstable regimes are characterized by a wider PDF, which is related
to the variability of the wind vector during the unstable regime.
Subplot 6a shows that the probability density function of the
associated error for the LSWF during the stably stratified period is
overall quite small (less than 1+ on the 60 min period case and for
the mean value) when compared to the other scenarios, regardless
of the averaging time. This means that even if one decides to use
large periods of time between yaw-readjustments, the associated
penalization in power loss would be very small. Also, it is inter-
esting to notice that all the PDFs in subplot 6a are shifted towards
the right. This phenomena is an effect of the preferential wind di-
rection. For example, if the wind vector has a preferred clockwise
rotation in time, the increase of the turbine's yawing time leads to
larger errors. This is the result of the cumulativemisalignment with
longer times. This behavior is not seen in subplot 6c due to the high
perturbation produced by the presence of a large wind farm. Also,
in subplots 6b and 6d it is not observed as a result of the large
mixing and not preferred direction of the flow during the unstable
period.

In contrast, in the convective period for the LSWF case (subplot
6b), the means of the PDFs associated with the different readjust-
ment periods are progressively shifted to larger biased errors with
95% confidence of ±12.86+ contrasting with a ±0.86+ for the stable
period. Also, it is noticeable the larger standard deviation associ-
ated in this case, which is more than ten times larger than the one
for the stable stratified period. In the VLWF cases (subplot 6c and
6d) results follow a similar trendwith larger standard deviations on
the unstable stratified period. However, in this case the error
associated with larger readjustment periods is much more notice-
able, with PDF mean values in exceedance of 5+ during the stable
stratified period, and larger than 10+ during the unstable stratified
period. Therefore, in VLWFs the continuous interaction between
wakes truly penalizes the large yawing times with large errors
observed, both during day-time and night-time (subplots 6c and
6d, respectively).

A better representation of the relationship between the yawing
angle error presented in Fig. 6 and its direct effect on the harvested
power is presented in Fig. 7. This figure illustrates the normalized
cumulative error in power for the different atmospheric stability
e stable (a) and unstable (b) regimes, and for the VLWF, (c) and (d), respectively.



Fig. 7. Normalized cumulative error in power for the LSWF during the stable (a) and unstable (b) regimes, and for the VLWF, (c) and (d), respectively.
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scenarios and for a period of time of 150 min. The associated error
in harvested power (εP) is computed using the theoretical cos3

factor, provided the error in the yaw angle (εf), meaning

hεPiWT ½%� ¼
100
N

XN
t¼1

�
1�

			cos3
�εf�WT


			�; (8)

where N is the time cumulative number of events used to compute
the error with a frequency of 1 Hz over 150 min (N¼ 9000) and the
error in the yaw angle is computed as hεfiWT ¼ hf1s � f

tiWT , where
t represents the different averaging times. Notice that the initial
cumulative error values (� than the first 60 min) have a poor sta-
tistical meaning given the reduced amount of cumulative data
points. The cumulative error becomes representative after the
90 min threshold (where N is equal to 5400). This explains the very
large error encountered during the initial 5e10 min of the analysis,
where N is still very small (300e600 data points respectively).

Interestingly, during the stable period for the LSWF (subplot a)
the cumulative error in power is practically negligible (less than
0.02%), showing the excellent performance of the upstream scan-
ning approach regardless of the yawing times. Nonetheless, it can
be observed that the 5, 10 and 20 min readjustment times perform
the best, as one could a priori expect. The small error associated to
this case is due to the fact that the incoming wind is not perturbed
by other wind turbines as well as due to the strong incoming winds
associated with the LLJ. For the unstable stratified scenario of the
LSWF (subplot 7b) there is a slight increase of the cumulative error
in power as a result of the unstable ABL, but once again it presents
small differences between the different readjustment times.
Interestingly, the 10, 20 and 30 min readjustment periods present
the lowest associated error in power. Indeed, it is the 5 min read-
justment time that presents the largest cumulative error. Results
show how the strong fluctuating winds characteristic of the day-
time periods penalize the shorter readjustment time. It has been
observed that once the yaw alignment has been corrected, it
doesn't take long for the wind vector to change its orientation,
inducing continuous large misalignment. In contrast, while larger
times such as the 30 min readjustment period remains most of the
time aligned, the absolute misalignment error remains smaller in
magnitude.
Finally, subplots 7c and 7d represent the cumulative error in
power for the VLWF. In both cases (stable and unstable regimes)
results illustrate the effect of the continuous wake interaction,
characteristic of large wind farms [52e55], with much larger errors
for the longer readjustment times. A 2% and 12.5% cumulative error
is observed for the 60 min readjustment-time for the stable and
unstable cases respectively. Also in this case, the error appears to be
larger for the convective time in comparison to the stable period.

Overall, the 30 min readjustment period seems to perform
optimally within all the studied scenarios, presenting a small error
for all the different cases independently of the stability and the
particular wind farm scenario.
5. Conclusions

The goal of the present study was to investigate the possible
existence of an optimal upstream scanning distance and
readjustment-time to accurately learn about the incoming wind
vector using wind LIDARs mounted on the wind turbine nacelle. To
answer this question a total of nineteen LES cases have been
developed which consider the canonical scenarios of a largely
spacedwind farm (LSWF) and a very largewind farm (VLWF) under
continuously changing atmospheric conditions.

The numerical results of two consecutive diurnal cycles reveal
that during unstable regimes, as a result of the enhanced vertical
and lateral mixing, there exists a larger variation in the incoming
wind vector angle (~8+) compared to the stable period, which
shows a 50% reduction in wind angle variability. For the LSWF
under stable stratification the maximum error observed between
the upstream and wind vane proxy measurements of wind direc-
tion are close to 5+ (found between 0600 h and 0900 h) whereas
almost no differences were observed during the late unstable
period (between 1300 h and 1800h). For the VLWF case, the
maximum error is close to 4+ and the minimum is close to 1+. These
results agree well with the experimental data of Mikkelsen et al.
[7]. Nonetheless, some differences exist, which have been attrib-
uted to the approximate wind turbine model used in the LES to
represent the wind turbines. However, results reveal no significant
differences when measuring the incoming wind vector at different
upstream distances, regardless of the atmospheric stratification.
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This is a very important result because it will allow wind LIDARs to
learn from the incoming wind vector at far upstream distances,
hence providing longer readjustment times to reset the optimal
turbine parameters.

Within this study the effect of the wind turbine yaw
readjustment-time has also been considered. Results indicate that
for the LSWF under stable conditions the overall cumulative error
in power is very small (~0.015%), with time periods of 5, 10 and
20 min showing the best performance, and for the unstable con-
ditions the 10, 20 and 30 min readjustment times showing the best
performance (~2% error). In this case the 5 min period under-
performed as a result of the fast and continuous change in the
incoming wind vector (~3% error). In contrast, for the VLWF (cases,
both stable and unstable) illustrate the effect of the continuous
turbine-wake interactions, with much larger errors for longer
readjustment times. For example, a 2% and 12.5% cumulative error
in power are observed for the 60 min readjustment time for the
stable and unstable atmospheric regimes correspondingly. Overall,
the 30 min readjustment period seems to perform most optimally,
presenting small errors for all the different study cases, indepen-
dently of atmospheric stability and the particular wind farm
configuration.
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