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ABSTRACT

Dynamic Line Rating (DLR) enables rating of power line conductors using real-time weather conditions.
Conductors are typically operated based on a conservative static rating that assumes worst case weather
conditions to avoid line sagging to unsafe levels. Static ratings can cause unnecessary congestion on
transmission lines. To address this potential issue, a simulation-based dynamic line rating approach is
applied to an area with moderately complex terrain. A micro-scale wind solver — accelerated on multiple
graphics processing units (GPUs) — is deployed to compute wind speed and direction in the vicinity of
powerlines. The wind solver adopts the large-eddy simulation technique and the immersed boundary
method with fine spatial resolutions to improve the accuracy of wind field predictions. Statistical analysis
of simulated winds compare favorably against wind data collected at multiple weather stations across
the testbed area. The simulation data is then used to compute excess transmission capacity that may not
be utilized because of a static rating practice. Our results show that the present multi-GPU accelerated
simulation-based approach — supported with transient calculation of conductor temperature with high-
order schemes — could be used as a non-intrusive smart-grid technology to increase transmission ca-

pacity on existing lines.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Investments in renewable energy has been driven by several
factors, including energy security and stability, climate change, and
economics. Since 2000, wind energy has been the largest source of
new renewable generation installed in the United States [1].
However, wind power generation is much more complex than
installing wind turbines in windy areas. Grid integration is a major
challenge, many of the best locations for wind farms do not have
access to the needed transmission capacity [2]. Congestion in
existing transmission lines is a growing concern, resulting in in-
efficiencies for both renewable energy producers, utilities and
balancing authorities [3]. At times, transmission service providers
(TSPs) may not be able to absorb the power generated, therefore,
power production can be curtailed.

Potential sites for wind power generation are usually found in
remote open areas that are away from populated cities, where
electricity is needed most. Historically, transmission systems have
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been built together with power production installations in order to
meet the electricity demand. For economic reasons they are usually
not over-sized, therefore, current transmission networks in many of
these sites may not support additional generation. Many wind
projects have been able to patch into the existing transmission
network, however, these opportunities are shrinking. Further
expansion of wind energy may require large investments in
transmission networks, creating an obstacle for cost-effective wind
deployment [1,4].

Transmission capacity can be increased in several ways. The
obvious way is to reinforce the transmission network with new
powerlines. However, this is constrained by the high costs and legal
challenges of building new powerlines [5]. Therefore, TSPs have
focused on innovative solutions that modifies existing network to
increase transmission capacity. Different techniques include pre-
diction of meteorological conditions by means of deterministic [6]
or probabilistic [7] forecasting methods, and adopting the newest
innovations in smart-grid real-time monitoring of temperature,
sag, tilt, power, current and weather conditions [8—10]. In the case
of wind energy integration, monitoring meteorological conditions
in real-time can be very beneficial for both power generation and
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transmission purposes. Strong winds needed for wind generation,
will also cool down the conductor of local transmission lines,
creating additional capacity, which would enable TSPs to “over-
load” the line when it is needed most [11,12].

Transmission conductor capacity is limited by its maximum
allowable temperature. The maximum amount of electric current a
conductor can transmit before structural damage is known as
ampacity. Currently, ampacity is generally determined using a static
line rating (SLR) methodology. SLR is based on conservative as-
sumptions regarding environmental conditions, such as high
ambient temperature and low wind conditions. These assumptions
were made to avoid lines sagging to unsafe levels. However, they
are overly conservative for areas where wind generation is abun-
dant. Therefore, TSPs are investigating dynamic line rating (DLR)
methods to increase ampacity on existing lines. DLR utilizes real-
time environmental conditions to better predict the temperature
of the conductor. Deployment of DLR has the potential to reduce the
estimated $60 billion needed in transmission infrastructure to meet
the 20% wind energy by 2030 [2].

Fernandez et al. [13] provide a comprehensive review of real-
time DLR technologies that have been developed over the last 30
years, endorsing the potential of DLR for wind power integration.
Commercially available DLR technologies include direct line sag,
line tension, and conductor temperature measurements [14]. Wind
turbines are increasingly being built in areas of complex terrain, as
available sites on flat terrain is diminishing. In complex terrain
elevated positions like hill tops are favorable sites due to the
increased wind speed. However, complex terrain proves to be
challenging for the aforementioned DLR systems. Sag and tension
monitoring systems can only inform TSPs of the average sag or
tension measurement over large sectionalized transmission spans,
therefore, only the average temperature of the conductor over large
sections can be known. Direct temperature measurements at a
single location may not necessarily represent the critical span, or
the hottest section along a conductor. Studies have shown that
conductor temperature can vary spatially by 10—20 °C due to var-
iations in wind speed and direction [15—17]. Therefore, currently
adopted DLR systems may not be a good solution for determining
the real-time transmission capacity in regions of complex terrain. If
implemented, they may potentially lead to severe overestimation
of the actual ratings, allowing the conductor to be overloaded and
causing degradation of the line. Adding more monitoring devices
could be a solution, however these systems are typically expensive
for wide deployment that is needed to reduce risks to an acceptable
level [18]. Additionally, implementation of direct DLR systems can
prove to be challenging, as transmission lines need to be de-
energized during installation and regular maintenance. Therefore,
a non-intrusive DLR solution is highly desirable, which also moti-
vates the present study.

In Greenwood et al. [19] two non-intrusive approaches were
compared. One approach adopted a CFD-based library approach to
extract wind speeds and direction along the path of transmission
lines and the other approach used an uncertainty model based on a
small number of weather stations. Greenwood et al. suggested that
a more sophisticated wind model that can accurately capture the
time-dependent nature of winds over complex terrain coupled
with uncertainty quantification would be invaluable to expand the
DLR concept. Michiorri et al. [20] used actual environmental con-
ditions from a limited number of meteorological stations as input to
the steady-state thermal models. An inverse distance interpolation
technique and a power law for wind profile were used to estimate
the environmental conditions at transmission line. A state-
estimation algorithm based on the Monte-Carlo approach was
then used to take into account the uncertainty in data. Michiorri
et al. identified the source of errors as the physical models used in

their approach, and suggested the use of wind flow models based
on the computational fluid dynamics (CFD) approach.

With today's improved wind and weather modeling and high
performance computing capabilities, the use of computer simula-
tions to forecast wind and determine transmission capacity has
emerged as an alternative to intrusive hardware solutions. Short-
term wind forecasting can potentially be a valuable tool for TSPs,
enabling conductor temperature calculations at dense intervals
along transmission lines in complex terrain. Michiorri et al. [21]
reviewed current meteorological forecasting technologies for
broadening the adoption of DLR and particularly drew attention to
the current need to improve low wind speed modeling and tur-
bulence. Michiorri et al. promote the viewpoint of moving from
monitoring technologies to an active management technology
where wind forecasting for different time horizons becomes crit-
ical. To this end, our large-eddy simulation approach directly ad-
dresses the need to improve low wind speed modeling in the
vicinity of transmission lines.

Meso-scale numerical weather prediction models have long
been used to forecast winds and other meteorological variables,
however their application to micro-scale atmospheric boundary
layer flows over complex terrain with a horizontal spatial resolu-
tion ranging from 10 to 100 m is still an on-going research and far
from realizing the forecasting mode. Mesoscale weather forecasting
models typically adopt spatial resolutions on the order of a few
kilometers. Results from existing foresting models vary greatly
depending on the locations and time period investigated [22—26].
On relatively flat terrain use of mesoscale models may prove
effective, but fine-scale forecasting solutions that can resolve
complex terrain features with horizontal resolution on the order of
10 m are needed. For instance micro-scale complex terrain fore-
casting models could be used to quantify the stochastic variations
in line ratings, which could then be converted to dynamic con-
straints as described by Banerjee et al. [27].

In what follows, we present the equations for dynamic line
rating, followed by our massively-parallel, micro-scale wind solver
to predict wind speed and direction as a function of time. An actual
test area with moderately complex terrain is simulated, and pre-
dictions are compared against available weather station data at
multiple locations. Field and simulation data are then used to
compute available ampacity for a dynamic line rating scenario,
demonstrating the potential of the current non-intrusive approach
to increase transmission capacity.

2. IEEE standard 738-2012 transmission capacity calculation

Transmission line capacity is commonly calculated using pro-
cedures described either in the Institute of Electrical and Elec-
tronics Engineers (IEEE) 738 Standard [28] or the CIGRE Standard
[29]. In this study, we follow the IEEE standard and describe the
salient features of the calculation procedure for clarity.

Temperature of an overhead electrical conductor is a function of
its material properties, weather conditions, and electrical current.
The steady-state heat balance is given as

dc +qr =gs + qj, (1)

where ¢c, qr, gs, and ¢; are the conductor convective heat loss,
radiated heat loss, solar heat gain, and Joule heating, respectively.

Joule heating is calculated using the electric current, I, and
conductor resistance, R(Tqe), Which is a function of its average
temperature, Tq.e. Joule heating is given as

q; = I*-R(Tave). (2)
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The steady-state thermal rating used to calculate conductor
capacity is then expressed as

I— (]c-ﬁ-(]r—(]s7 3)
V' R(Tae)

where resistance is determined at the maximum permissible

conductor temperature from lookup tables. It is common practice to

use this equation under conservative assumptions for weather

conditions, especially for convective heat loss, to rate transmission

lines. This practice, known as the static line rating, often leads to

stringent limits, not enabling the real-time capacity of the line to be
utilized.

2.1. Dynamic ratings

The steady-state rating given in Eq. (3), is calculated using
conservative estimates of weather conditions. CIGRE [30] recom-
mends that base ratings should be calculated with an effective wind
speed of 0.6 m/s, an air temperature near the seasonal maximum
(40 °C summer) and a solar radiation of 1000 W/m?. In reality the
electrical current through the conductor and real-time weather
conditions exposed to the line are constantly changing. In response
to these changes, conductor temperature varies with an associated
time scale. Since the temperature of the conductor is what limits its
capacity, we want to track its temperature in real-time. The change
in temperature from an increase in current from 800 to 1200 and
1300 Amps is shown by the digitized data [28] in Fig. 1.

Transient response of a conductor's temperature to changing
current and weather conditions can be modeled as a first-order
ordinary differential equation (ODE) expressed as

dTae 1

dr :m—cp[q]‘-&-CIs—CIc—CIry (4)

where mG, is the total heat capacity of the conductor, given as
mCp = > mCy, (5)

where m; and C,; are the mass per unit length of it" conductor
material and the specific heat of if" conductor material, respec-
tively. Therefore, if the electrical current and real-time conditions
are known, the ODE can be solved numerically to calculate real-
time temperature of the conductor. With the use of a wind fore-
casting model, conductor temperature can not only be potentially
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Fig. 1. Transient temperature response to a step change in current from 800 to 1200/
1300 Amps. Graph adapted from Ref. [28].

forecast, but it can be done at very dense intervals, which may not
be feasible with current hardware solutions. This would give TSPs
an unprecedented understanding of the current and future state of
the transmission lines, allowing for better efficiency of the trans-
mission and generation network.

The ODE given in Eq. (4) represents an initial value problem
(IVP). The general form is expressed as

_riey) ®)
over a time interval

a<t<b (7)
subject to an initial condition

y(@) =yo. (8)

The IEEE Standard 738-2012 does not give a recommended
numerical method to solve the ODE given in Eq. (4). However, it
does supply a sample computer code as a convenience to the user.
In that sample code, a first-order accurate forward Euler method is
used. In the standard, it is also pointed out that other numerical
methods may well be more appropriate in certain situations.
Additionally, it is noted that time step size be kept small to reduce
numerical errors.

We believe a forward Euler method is too crude for a critical
system such as transmission lines. Therefore we examine the use of
a fourth-order accurate Runge-Kutta (RK4) scheme [31] for
improved accuracy and computation time. The IEEE standard states
that there seems to be little advantage in using a time step greater
than 1 s. This may be true when doing a single transient temper-
ature calculation for demonstration purposes, as done in the IEEE
standard. However, we are interested in implementing a real-time
dynamic rating in practice, which will likely require many thou-
sands of these calculations to be performed along the length of
transmission lines. Therefore, computational expense may become
an issue when using a forward Euler method with small time steps.
An RK4 scheme allow us to assume larger time step sizes while
keeping the error low.

An RK scheme can be written as

Vi1 =Yi+ é(t;, yi, h)-h, (9)

where ¢(t;,y;,h) is called the increment function, which is a
representative slope over the interval h. The following 4™ order RK
scheme (RK4) is used in this study.

1
Yier = Yi+g (ki +2ky +2ks + ka)-h, (10)

where k's represent slope estimates.

As a test case to compare both numerical methods, we have
performed the same 800 to 1200 step increase in current provided
in the [EEE 738 Standard, shown in Fig. 1. A normalized L2-norm is
used to quantify the difference between the two methods. The
normalized L2-norm is given by

Il = o /42, (1)
where N is the number of comparisons between the exact and
numerical solution and x; is the difference between them. There is
no analytical solution, therefore, a reference value was used as the
exact solution. The exact value was calculated using the RK4
method and a time step of 0.01 s.



T. Phillips et al. / Renewable Energy 108 (2017) 380—389 383

The results are shown in Fig. 2, and tabulated in Table 1. This test
case makes it clear that care needs to be taken with the selection of
a numerical method, the resulting conductor temperature and
computation time can be greatly affected. If a DLR system is put in
place, it is critically important that temperature computations can
be completed in near real-time while keeping numerical errors to
an acceptable level. Using the RK4 method allows a time step size of
300s over the Euler of 1s, while keeping numerical errors at the
same order of magnitude. This allows calculations to be completed
over 90 times faster, potentially reducing computation time from
minutes to seconds. This time could prove critical for TSP, giving
them additional time to make needed transmission decisions.
Therefore, we recommend an RK4 scheme for calculating the
temperature of a conductor as it is easy to implement and there is a
clear benefit to it.

3. Massively-parallel wind solver

The need for accurate wind modeling, especially at low speeds
and over complex terrain, were mentioned in recent studies
[13,21]. Steady-state CFD solutions based on Reynolds-averaged
Navier-Stokes (RANS) equations may not capture the unsteady
nature of winds over complex terrain. The large-eddy simulation
technique (LES) is inherently unsteady and generally produces
better results for separated flows over complex terrain. However,
LES is expensive in terms of computational resources, because fine
spatial resolutions are needed to resolve energetic eddies. On the
other hand, fine resolutions could be beneficial to better monitor
the conductor temperature along its path. The unsteady nature of

160

Table 1

Normalized L2-norm of conductor temperature using a forward Euler and 4™ order
Runge-Kutta method. The “exact” values are calculated using the RK4 and a time
step (dt) of 0.01s. The speedup is based of the Euler calculation with a time step of 1s.

dt(s) L2-norm Speedup

RK4 Euler RK4 Euler
1 1.8E-14 1.1E-4 0.3 1
10 9.4E-11 3.4E-3 3.0 10
30 1.3E-8 1.8E-2 9.2 31
60 3.1E-7 5.0E-2 19 61
300 5.1E-4 0.58 93 314
600 1.4E-2 1.8 186 616
1200 0.52 7.5 367 1266

the wind simulations could also help capture the transient
response of the conductor to establish a reliable line rating tech-
nique. To this end, advances in parallel computing technology can
help broaden the adoption of LES technique in practical problems.
Graphics processing units offer a relatively economical solution as a
small-footprint computing platform because of their massively
parallel architecture.

In this study, we adopt a multi-graphics-processing-unit-
accelerated (multi-GPU), parallel wind solver, GIN3D [32—36], as
an improved solution for wind modeling over complex terrain.
Depending on the mesh size, GIN3D has the potential to compute
winds over arbitrarily complex terrain faster than real-time.
Computational domain size can range from meters to several ki-
lometers. The computations are accelerated on GPU clusters with a
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Fig. 2. Transient conductor temperature solution using a forward Euler method (top) and a 4 order Runge-Kutta method (bottom) with time steps of 5, 10, and 20 min. The “Exact”
value was calculated using the RK4 and a time step of 0.01s. IEEE standard solution has been digitized.



384 T. Phillips et al. / Renewable Energy 108 (2017) 380—389

dual-level parallel implementation that interleaves Message Pass-
ing Interface (MPI) with NVIDIA's Compute Unified Device Archi-
tecture (CUDA). For instance, an area of approximately 6.5 km by
5.7 km with a spatial resolution of 15 m in the horizontal and 8 m in
the vertical, simulations can be 2.2. times faster than real-time on
4 T K20 GPUs. In this study, we will execute GIN3D by imposing a
wind direction inferred from local measurements to assess poten-
tial of a simulation-based DLR approach. Our future goal is to
forecast micro-scale atmospheric flows over complex terrain with a
model-chain approach where lateral boundary conditions are
informed by a mesoscale weather forecasting model.

The large-eddy simulation (LES) technique is used in GIN3D for
subgrid-scale turbulence closure. In LES of atmospheric flows, it is
common practice to employ a wall-model due to the complexity
and roughness of terrain and the inadequate resolution in the vi-
cinity of the surface. In particular we pursue a hybrid Reynolds-
averaged Navier-Stokes (RANS) LES technique. We employ the
hybrid eddy viscosity model proposed in Ref. [37] which can be
written as follows,

ve = [([1 — exp(~2/he)ICsA)” + (exp(~z/hr)k2)?|[S].  (12)

where z is the surface-normal distance, hg; is the RANS-LES tran-
sition height, CsA representing the sub-grid-scale (SGS) mixing
length (Cs being the model coefficient and A the LES filter width),
and kz representing the RANS mixing length. The SGS mixing
length is determined using the Lagrangian dynamic SGS method-
ology [38] applied to the Smagorinsky eddy viscosity model. The
Lagrangian dynamic model is a localized SGS model that does not
require any homogeneous directions in the computational domain.
Therefore, it is adequate for arbitrarily complex terrain. The RANS
mixing length is that of Prandtl [39].

We prefer a Cartesian method to solve the governing equations
as it maps well to the computer architecture of modern GPUs. The
immersed boundary (IB) method is used to impose boundary
conditions on the surface using logarithmic reconstructions [40] in
conjunction with the above hybrid eddy viscosity model. Note that
the goal is to produce the correct Reynolds stresses at the surface.
Therefore, it is important that the velocity reconstruction scheme is
consistent with eddy viscosity near the surface. A logarithmic
reconstruction therefore is suitable because it is consistent with the
Prandtl's mixing length model near the surface.

While IB methods eliminate cumbersome meshing and poor
mesh quality (e.g. skewed cells), the challenge is to impose the
boundary conditions as the immersed surface will most likely not
coincide with the Cartesian grid points. We employ the direct-
forcing approach proposed by Ref. [41] and later applied by
Ref. [42]. This IB method can be classified as a “sharp interface” IB
method, as the boundary condition at the surface appears explicitly
in the method. The first step of this IB method is to identify the
Cartesian grid cells cut by the surface, which can be challenging
with arbitrarily complex terrain. The details of the geometric pre-
processing can be found in Ref. [43]. Once the geometric informa-
tion is known, the values in near-surface grid cells cut by the
immersed surface can be reconstructed each simulation time step
by interpolating between the known boundary condition at the
immersed surface, e.g. the no-slip condition for velocity, and
resolved values from the flow field where the grid cells are not cut
by the immersed surface. The logarithmic reconstruction scheme
for velocity proposed by Ref. [40] is revised to explicitly enforce the
impermeability condition over complex terrain. First, the velocity
components are projected onto surface-parallel and surface-
normal vectors, u;; and u;,. The reconstruction scheme for the
normal components is a linear interpolation between the flow at a

sufficient surface-normal distance, z,, and the no-slip condition at
the immersed surface,

21

ui,n}zl = ui,n}bga (13)

where z; is the IB node wall-normal distance. The impermeability
condition is then explicitly enforced. The tangential reconstruction
scheme is based on logarithmic-similarity in the atmospheric sur-
face layer [44] and is given by

log(z1/29)

. —u 14
uz,t|z1 ul’t|2210g(22/lo)7 ( )
using the same surface-normal distances as in Eq. (13), where z; is
the aerodynamic roughness length.

3.1. Simulation setup

The target computational domain is ~368 km? shown in Fig. 3.
Periodic boundary conditions were applied in the lateral directions,
deemed suitable as the elevation changes relative to the total
height of the computational domain are small. As complex terrain
may not be the same elevation on all sides of the domain, we
extended and tapered the target domain down such that the
elevation is constant along the perimeter of the domain. This added
approximately 6—7 km to each side. The total domain height is
~2 km from the lowest elevation. The Cartesian grid consisted of
~539 million points, giving lateral resolution of ~30 m and vertical
resolution of 4 m. Simulation parameters are given in Table 2.

The wind flow is driven by a constant 6.0e-05 m/s® pressure
gradient coming from the north-east at an angle of 63.3° using
meteorological conventions (i.e. wind coming from north is 0° and
clock-wise is positive.). The pressure gradient was adjusted itera-
tively to approximately match the observed wind speed at a
weather station over flat terrain. The top of the domain is set to a
free-slip condition. Fluid properties are that of air at standard
temperature. Surface roughness, zg, is set to 0.15 m, a value sug-
gested in Ref. [44] for rural farmland areas. Following [37], the
RANS-LES interface, hgy, is set to 31.6 m, twice the size of the LES
filter width, A = ¢/AxAyAz. The flow is initialized by super-
imposing high-amplitude, low-frequency sinusoidal perturbations
onto a rough-surface log-law profile. This was a necessary step as
the terrain elevation changes were not enough to trip turbulence
unassisted, a further indication that periodic boundary conditions
are suitable for this case. The flow was allowed to develop for 2 h of
simulated time before reaching a stationary state. The wind solver

-

50
ki
“-ia ho

Fig. 3. Section of INL/IPCo test site for DLR research, colored by terrain height.
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Table 2
Simulation parameters. Target domain is centered in the total domain which in-
cludes the extension and tapering regions for the periodic boundary conditions.

Domain size (km) Grid Points
Ly L, L, Ny N, N, Ax Ay Az

16.0 23.0 1.94 1025 1025 513 293 34.2 39

Resolution (m)

assumes incompressible flow, solving the Poisson equation with
geometric multigrid designed for multi-GPUs [34] and uses second-
order central difference schemes for spatial derivatives and a
second-order Adams-Bashforth scheme for time integration.

4. DLR test area

Idaho Power Company (IPCo) and Idaho National Laboratory
(INL) joint test bed area for DLR research is located on the Snake
River Plain in southern Idaho. The test site lies in an area of high
desert with complex terrain, covering an area approximately
1,500 km? with an elevation range of 754 m to 1,1198 m.

Seventeen weather stations were mounted by IPCo/INL team at
a height of 10 m agl in strategic locations along more than 190 km
of high-voltage transmission lines. Data collection through a
cellular network has been underway by IPCo since August of 2010.
The measured quantities are wind speed, wind direction, ambient
temperature, and solar irradiation. Data from the weather stations
is collected every 3 min, it is an average of 2 s readings over the 3-
min time interval. Weather stations use NRG 40C [45] or the APRS
#40R [46] three cup anemometers. Both models have similar
specifications; wind speed accuracy of 0.1 m/s with a sensor range
of 1-96 m/s. In Phillips et al. [47] a year-long weather data was
analyzed seasonally to demonstrate the limitation of the static
rating approach on ampacity.

For the simulations used in this paper, we chose a
16 km x 23 km area with an elevation change of over 330 m. Fig. 3
shows the elevation map and locations of the nine weather stations
located in this area.

4.1. Test area prevailing winds

Wind flow patterns emerge from horizontal surface and atmo-
spheric temperature contrasts on all spatial scales, from global to
local size [48]. Both local and global systems exhibit large regularity
of daily and seasonal wind and weather cycles [49]. This regularity
can be largely attributed to the local terrain and surface properties.
Using year-long data starting July 1, 2012 the prevailing wind di-
rection is illustrated by the wind rose in Fig. 4. Two weather sta-
tions ~2 km east of the area investigated were selected because
they better represent the boundary conditions of the simulation,
therefore used as discussed in Section 3.1.

Because weather stations operate unattended for a long period
and adverse weather conditions can exist during winter months, it
was necessary to validate the collected data against a common
statistical distribution. The distribution of wind speed is commonly
defined using the Weibull probability density function [50]. During
any time interval the two parameter wind speed probability is
given as

k

0 -5 <) (15)

where v is the wind speed, k is the shape parameter, and 1 is the
scale factor, which is expected to be close to the mean speed. The
Weibull probability density function of year-long measured wind

Wind
speed (m/s)
20 -22
18- 20
16 - 18
114 -16
[112-14
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[Ee6-8
Mm4-6
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o-2

Fig. 4. Wind rose of year-long wind data starting July 1, 2012 from two weather station
~2 km east of the area investigated.

data at each of the weather stations is shown in Fig. 5. The
nondimensional shape parameter for the collected data is in
agreement with the commonly observed values (i.e. k ranging from
1.6 to 2.4) [50].

5. Results

To demonstrate the feasibility of a simulation-based DLR
approach, we first compare our wind solver predictions against
field data. A horizontal slice of the eastern region of the target
domain in Fig. 3 is the focus of Fig. 6. Eddy sizes vary visibly over the
terrain. Long, streak-like structures with low wind speed are
evident in the vicinity of the surface. The location of the canyon can
be inferred as the flow in to and out of the canyon breaks down the
larger eddies vertically above the canyon into much smaller ones.
The wind breaks into smaller eddies as it blows over the canyons.
Additionally, acceleration of the flow above the canyon can be
observed from the color map. We next perform a statistical eval-
uation of the wind flow simulation.

027
——WS-A )=502 k=173
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0 ‘ S ‘
0 5 15 20

Wind speed (m/s)

Fig. 5. Weibull wind distribution using year-long wind data from each weather
station.
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Fig. 6. Flow visualization. Horizontal slice across domain focusing on eastern part of
the canyon in the target domain. Flow is from upper-right moving to lower-left.
2 km x 2 km box provided to show scale.

5.1. Statistical validation of the wind solver

To evaluate the wind solver's performance against anemometer
data collected at select locations across the test bed area, we follow
an approach similar to the one presented in Carvalho et al. [23] by
using five statistical parameters: the mean and standard deviation,
the root mean squared error (RMSE), the bias, and the standard
deviation of the error (STDE). The mean is given as

Z|

1 N
p=1 3y (16)
i=1

where 7 is the mean speed, N is the number of data points, and v; is
the it" wind speed of either the real-time data or simulation results.
The standard deviation, S,, is given as

(17)

(18)

N 1/2
RMSE = [;] 3 (u;.)z]

i=1

where N is the total number of deviations, v/, between the simu-
lated wind speed, +*'™, and the respective observed wind speed at
the weather station, 1°%, The deviation is given as

V= Uobs o vsim (19)
The bias is defined as

Bias = 1 i / (20)
N i=1 "

and makes possible the evaluation of the data systematic errors. A
positive bias means that the simulations overestimate the
measured values.

The standard deviation of the error (STDE), helps evaluate the
dispersion of the error and it can be written as

1/2
STDE = [RMSE2 - Bias2] . (21)

The STDE removes from the RMSE possible offsets (biases). A
low STDE shows if a given error is mainly due to a kind of offset that
can more easily be corrected because the underlying physics is
correct, whereas a high STDE represents random error and hints
unphysical results.

Fig. 7 shows that the mean and standard deviation of the wind
speed between the field data and simulation results. We observe
that STDE is larger for weather stations B, D and F than the rest of
the weather stations. We attribute this difference to the challenges
of collecting seasonal data from weather stations that are unat-
tended for long periods. Another issue is that these weather sta-
tions were placed to be close to the powerlines and not necessarily
at locations that would capture the dominant wind patterns over
the area. It is likely that these weather stations are picking up local
details that may not be represented in the simulation.

The comparison between field and simulation data is further
quantified in Table 3, with an average RMSE value of 0.863, bias of
0.101, and STDE of 0.767. These values are much lower than the
values reported in Carvalho et al. [23]. In Michiorri et al. [20] the
standard deviation ranged from 0.9 to 1.5, whereas in our approach,
it ranges from 0.6 to 1.0. For these reasons, we judge our simulation
a reasonable realization of the wind conditions for the assumed
global wind direction.

5.2. Dynamic conductor temperature

We perform the transient calculation of the ODE for tempera-
ture to demonstrate the dynamic thermal response of the
conductor. Eq. (4), using field data from June 10, 2013 at weather
station B. Wind speed and ambient temperature values used in the
time-marching ODE are updated every 3 min, the rate of field data
collection. The initial temperature of the conductor is first solved
using the initial wind speed and steady-state equation in the form

c+dqr—(s
R(T) = q;# (22)

After calculating the resistance, the temperature T is extracted
from tabulated data of resistance versus temperature using a linear
interpolation. For this hypothetical case, we picked ACSR 26/7 as
the conductor type. Static rating was calculated under the summer
time assumptions of 0.61 m/s wind, full sun on June 10 at 11AM
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Fig. 7. Mean and standard deviation of the field data and simulation results for wind
speed.



T. Phillips et al. / Renewable Energy 108 (2017) 380—389

Table 3

Statistical comparison between the observed field data and simulated results at each
weather station. A negative bias represents a simulated wind speed that is greater
than the field data readings.

Weather Station RMSE (m/s) Bias (m/s) STDE (m/s)
A 0.684 0.082 0.679
B 1.047 0.634 0.834
C 0.672 -0.141 0.657
D 0.997 0.526 0.847
E 0.680 0.332 0.591
F 1.295 —0.835 0.990
G 0.855 -0.130 0.846
H 0.762 0.124 0.752
1 0.774 0.318 0.706

(30° latitude, 0 m elevation), and an ambient temperature of 40 °C.
Under these assumptions with an allowable maximum conductor
temperature of 100 °C, the ampacity was calculated with Eq. (3),
giving 1025 Amps. We then imposed a current of 1,025 A to the
conductor and calculated the dynamic temperature using the wind
speed and ambient temperature field data. Results, presented in
Fig. 8, show that conductor temperature—overall—is much lower
than the assumed static temperature. Equally important, when
adverse conditions persist over long periods of time, TSPs will be
informed when conductor temperature is in excess of their limits.
Because of these advantages we recommend using a dynamic
calculation method over the static rating practice.

As a feasibility test of a simulation-based approach, the
conductor temperature was calculated using both field data and
simulation results over a 4-h period. Since we are investigating the
cooling effect of the wind, we kept other weather conditions con-
stant. The initial conductor temperature used in the ODE calcula-
tion was solved using Eq. (22). We updated the wind speed every
3 min and solved the dynamic temperature with a RK4 method
over the 4 h. Fig. 9 shows the true mean estimate and highlights the
99% confidence interval (CI). Data from nine weather stations are
used to quantify the uncertainty or CI. The true mean estimate, v/ is
given as

v = v+Cl (%P) (23)

where CI is the confidence interval at a given probability, P, and is
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Fig. 9. Resulting conductor temperature using the field data and simulation results.
The highlighted area represents the 99% confidence interval.

defined as

Cl=tgp-S; (24)
here t, p is the statistical t-value with degrees of freedom, df. The
degrees of freedom is the number of data points minus one. The
standard error, Sy, is defined as

Sy
VN

where S, is the standard deviation and N is the number of data
points.

There are two important conclusions to take away from Fig. 9.
First, the conductor temperature is much lower than the 100 °C
imposed by the static rating. Second, conductor temperature vari-
ation relative to its location is significant as evidenced by the
confidence interval. Spatial variation of conductor's temperature
justifies the need to resolve the wind field along the length of the
line to identify critical segments.
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Fig. 8. Conductor dynamic temperature calculated using wind speed and temperature from field data and compared with the assumed 100 °C static temperature when loaded with

1025 Amps.
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5.3. Dynamic ampacity

When the conductor is below its maximum allowable temper-
ature, any amount of current can be put on the conductor for a
limited amount of time. We therefore calculate the dynamic
ampacity using the conductor’s present temperature and use an
iterative method to solve the current that will heat the conductor to
100 °C in 15 min. To demonstrate this, we show a hypothetical case
using ACSR 27/6 conductor with an initial temperature of 60 °C,
wind speed of 3.5 m/s, 40 °C ambient temperature, and full sun.
The ampacity is calculated to be 1,616 A and the heating can be seen
in Fig. 10. If the steady-state thermal rating, Eq. (3), is used under
these conditions the ampacity would be at 1,571 A and the
conductor response would have to be assumed instantaneous. In
other words a dynamic ampacity calculation method would enable
the operator to see the actual thermal response of the conductor
and its ability to ride out sudden drops in wind speed as it takes
some time for the conductor to heat up.

The dynamic ampacity across the test area is therefore calcu-
lated using the temperature calculated in section 5.2 and the
15 min transient temperature response to reach 100 °C. The
resulting ampacity mean and 99% CI using both field data and
simulation results are shown in Fig. 11. The results show that there
is significant additional capacity available that is not being utilized.

6. Conclusions

Dynamic line rating (DLR) holds great promise to alleviate
transmission congestion that may hinder integration of new power
generation. Using actual weather data from measurements and an
LES-based micro-scale wind solver, we demonstrated that ampacity
of transmission lines in windy areas with complex terrain can be
increased by 40—50% through the DLR concept. Our simulation-
based approach is non-intrusive for the powerlines, and it is
potentially much-more economical than building new trans-
mission lines.

The use of a multi-GPU accelerated solver was critical to the
success of our study. Instead of using a commercially available
general-purpose computational fluid dynamics solver, we carefully
selected our numerical methods and parameterizations to develop
a fast wind solver, which was a multi-year effort with multiple
developers [32—36]. The hardware-oriented design of our numer-
ical solver —combined with the superior computing power of
GPUs— enabled us to accommodate spatial and temporal resolu-
tions that are much finer than the current practice for complex
terrain wind simulations. Adoption of fine spatial resolutions is
important for the resolution of terrain-induced motions, leading to
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IS 1,616 A load
2 10l 3.5 m/s cross wind |
40 C air temperature
Sun for 11AM on June 10
60 L L L L
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Fig. 10. Conductor heating from 60 to 100 °C in 15 min with a current of 1616 Amps.
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Fig. 11. Resulting dynamic ampacity using field data and simulation results, i.e. this
ampacity will heat the conductor from it's present temperature to 100 °C in 15 min.
The highlighted area represents the 99% confidence interval.

more accurate line ratings. A potential benefit of using a multi-GPU
accelerated solver is that simulations can be performed on work-
stations or clusters that have a much smaller footprint than central
processing unit (CPU) based computing platforms.

Statistical analysis of simulation data for wind speed showed a
very good agreement with field data. Additionally, we demon-
strated that a transient calculation of the conductor temperature
offers many advantages over the current practice based on the
steady-state response of a conductor. A transient calculation en-
ables us to take advantage of the thermal capacity of a conductor
under variable wind conditions when considering a dynamic rating
approach. We found that a fourth-order Runge-Kutta scheme per-
forms much better in terms of accuracy and computation time than
the forward Euler method suggested in the IEEE-738-2012
standard.
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