
lable at ScienceDirect

Renewable Energy 123 (2018) 227e235
Contents lists avai
Renewable Energy

journal homepage: www.elsevier .com/locate/renene
Geometry optimization of a heat storage system for concentrated solar
power plants (CSP)

Aran Sol�e a, *, Quentin Falcoz b, Luisa F. Cabeza c, Pierre Neveu b

a Department of Mechanical Engineering and Construction, Universitat Jaume I, Campus del Riu Sec s/n, 12071 Castell�o de la Plana, Spain
b University of Perpignan/PROMES-CNRS, Rambla de la thermodynamique, Tecnosud, 66100, Perpignan, France
c GREiA Research Group, INSPIRES Research Centre, Universitat de Lleida, Pere de Cabrera s/n, 25001, Lleida, Spain
a r t i c l e i n f o

Article history:
Received 26 October 2017
Received in revised form
9 January 2018
Accepted 1 February 2018

Keywords:
Thermal energy storage (TES)
Concentrated solar power plant (CSP)
Phase change material (PCM)
Constructal
Exergy
Optimization
* Corresponding author.
E-mail address: sole@uji.es (A. Sol�e).

https://doi.org/10.1016/j.renene.2018.02.008
0960-1481/© 2018 Elsevier Ltd. All rights reserved.
a b s t r a c t

In the present study, geometry optimization of a phase change material (PCM) heat storage system is
presented. The existing PCM-fins heat exchanger system works at the back side of a solar receiver in
order to minimize the effect of the solar radiation fluctuations inside the cavity. As initially designed, the
system does not accomplish the expected design purposes and thus optimization is needed. Optimization
is usually time-consuming and some algorithms need a starting point, therefore one suitable method is
geometrical optimization which aims to find the optimal shape of a system for a given criteria and
providing a rough optimal geometry. Here, constructal theory, ‘point to volume’, is applied to find the
optimum shape factor of the elemental volume of the presented PCM-heat exchanger. With this
methodology, an optimum ratio of the PCM and fin width and length is found and beyond that the
method is extended to ‘surface to volume’ problem. Results have been numerically validated using a CFD
software and demonstrate that it gives a very good approximation of the real optimum which can be
used as initial configuration for further optimization through CFD simulation or other optimization
methods that require a starting point.

© 2018 Elsevier Ltd. All rights reserved.
1. Introduction

Electricity consumption is growing rapidly in many countries;
its global use increased by 54% between 1990 and 2005. Nowadays,
electricity is the second major energy commodity in OECD coun-
tries with a share of 22%, after oil products with a 47% [1]. To move
towards depletion of fossil fuels consumption to achieve the world-
wide goals of climate change and CO2 mitigations, the use of
renewable energies is essential.

One feasible way to produce electricity from renewable energy
is concentrated solar power (CSP) plants [2,3]. By 2050, with
appropriate support, CSP could provide 11.3% of global electricity,
with 9.6% from solar power and 1.7% from backup fuels (fossil fuels
or biomass) [2]. Nowadays, four CSP technologies are represented
at pilot and commercial scale: parabolic-trough collectors (PTCs),
linear Fresnel reflector (LFR) systems, power towers or central
receiver systems (CRS), and dish/engine systems (DE) [4]. Accord-
ing to Lovegrove et al. [5] tower systems or central receiver systems
represent the next generation of CSP plants as they can achieve
higher efficiency and lower cost.

To compensate the intermittency of solar resource and to pro-
tect the solar receiver of a central receiver system, thermal energy
storage technologies can be employed. Among these technologies,
phase change materials (PCM) tanks can either be implemented for
continuous electricity production, by supplying required heat when
sun is not available [6,7], or to protect the receivers in tower system
[8,9]. In parallel, other more mature technologies, mainly based on
solar salts, for CSP applications are being tested at pilot plant scale
[10] and on the other hand first demonstrations at pilot plant scale
of more recent technologies, based on thermochemical materials,
are growing [11,12].

In the literature, publications regarding design and optimization
of PCM heat exchanger for storage in CSP applications can be found
[13,14]. Several technologies have been investigated: encapsulated
PCM for thermocline systems [15e17], shell and tube heat ex-
changers [18e20] implementing finned tubes [21,22], heat pipes
[23] or metallic foam [24] for heat transfer enhancement. All these
studies make extensively use of CFD tools, permitting accurate
performance evaluation through 2D or 3D modelling. However,
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Nomenclature

c heat capacity J kg-1K-1
d height of the conductive material m
e _xd total exergy destruction W
f shape factor
H height of the system m
jq heat flux density W m-2
k thermal conductivity W m-1 K-1
ke conductivities ratio
L length of the system m
Lm latent heat J kg-1
_Q total heat power W
qX average heat flux to reach x W
S total entropy production W K-1
T temperature K
T average temperature K
tX time to reach x s
W width of the system m
X conversion degree
Z exergy impedance W-1
z dimensionless exergy impedance

Greek symbols
b kinetics constant K�1 s�1

q Carnot factor
r density kg. m�3

sq Heat source W m�3

4 liquid fraction
4 Conductive to total volume ratio

Subscript
0 elemental (geometry) or reference (temperature)
1 construct 1
a active material
c conductive material
Cu copper
irr irreversible
m melting
PCM phase change material
ptv point to volume
stv surface to volume

Superscript
* optimal
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such tools could be time consuming when optimizing. The geom-
etry needs to be drawn at a first step before generating a mesh.
Therefore, simplified tools to approach the optimized geometry
could be very interesting. Optimization methods giving valuable
results with relatively simple calculations and less time consuming
are aimed for studying the plausibility of new systems. Onemethod
is geometrical optimizationwhich aims to find the optimal shape of
a system for a given criteria. Bejan proposed in 2000 [25], a general
method devoted to this objective: the constructal theory [25]. Since
then, several studies have been published proving the viability of
this theory in a huge variety of fields, being one of them heat
transfer and fluid flow systems [26]. In addition, and focusing on
thermal energy storage designs, the constructal method has been
extended to coupled heat and mass transfer by Azoumah et al. [27],
or to thermochemical reactors, taking the total entropy production
as minimization criteria [28]. Tescari et al. [29] revisited the
soecalled ‘point to volume’ problem (ptv) studied by Bejan in his
original work [30], using the thermodynamic of irreversible pro-
cesses. It was shown that global optimization gives better results
than the step by step optimization usually used in the constructal
theory. Moreover, this work defined the entropy and exergy im-
pedances, which have to be minimised to facilitate heat transfer.
Neveu et al. [31] successfully applied the impedance minimization
method to thermochemical reactor.

The aim of the present study is to prove the fact that the
impedance minimization gives a good approximation of the
optimal shape of a defined geometry, and therefore it is an
appropriate method to obtain a starting point for an accurate
further optimization of TES systems predesign. Furthermore, this
study introduces and solves an original problem, named ‘surface to
volume’ (stv) problem, which represents a more realistic structure
than the ptv problem for TES systems optimization.

̇

2. Background

2.1. Protection storage for high temperature solar receiver

To smooth the variation of temperatures of a pressurized air
solar receiver of a concentrated solar plant (CSP) a PCM heat
exchanger working between 873 K and 1173 K was designed and
published by Verdier et al. [8,9]. Themain idea of this PCM tank is to
stabilize the outlet air temperature in case of cloud covering, as
represented in Fig. 1 left, thus protecting the solar receiver and
other critical downstream components. Fig. 1 right, shows the
location of the PCM tank in the entire system being integrated at
the back of the receiver.

The PCM used is lithium carbonate (Li2CO3) since its melting
temperature is close to the working temperatures, being 996 K. The
fins are made of copper, being a highly conductive metal. Pictures
and a scheme of the current heat exchanger can be seen in Fig. 2.
After tests, it was concluded that this heat exchanger needed to be
optimized to achieve better results [9].

This study also provided a 2D model using CFD software. The
PCM model is based on Calvet et al. study [32] in which the local
liquid fraction (4) evolution is evaluated through a 1st order het-
erogeneous kinetic law (Eqs. (1) and (2)):

df
dt

¼ bðT � TmÞf if T<Tmðsolification conditionsÞ (1)

df
dt

¼ bðT � TmÞð1� fÞif T> Tmðmelting conditionsÞ (2)

The kinetic constant b, fitted by comparison betweenmodel and
experiments, was found to be 0.001 K�1 s�1. Verdier [33] also re-
marks that the value of b can have a big impact on computing time;
however its effect to the TES evolution remains weak, showing that
the behaviour of the PCM TES is controlled by heat transfer.
2.2. Geometrical optimization

Constructal theory initiated by Bejan [25] aims at optimizing the
geometry of systems in which heat or matter is flowing. This
method consists in finding the optimal geometrical shape that
minimizes the global transfer resistance. Cooling of electronic de-
vices was first investigated by Bejan [30] where also the ‘point to
volume’ (ptv) problem was defined.



Set point

Fig. 1. Left: Expected effect on temperature with and without storage system, from Ref. [8]. Right: Scheme of the entire system and the PCM tank, from Ref. [9].

Fig. 2. PCM fins heat exchanger developed and tested for the solar receiver application
[9].
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In this paper, the system under study is composed of an active
material releasing heat and a conductive path (Fig. 3). Surface (or
volume) of both materials is given. Heat released by the active
material is extracted through the fin(s) on the left side, maintained
at T0. All the other boundaries are thermally insulated. The con-
structal method consists in finding the optimal shape for the so-
called elemental volume (Fig. 3a) (i.e. optimal shape factor H/L for
a given conductive to active materials ratio d/H), which minimizes
the maximum temperature difference between the upper (or
lower) right corner and the middle left point. Once the optimal
elemental volume is found, the construct one device (Fig. 3b) is
obtained by paving the given surface with optimal elemental
(a)

Fig. 3. (a) Elemental volume. (b) Construct 1 device with its opti
surfaces. The optimal number of elemental volumes is pursued
using the same criterion. This process leads to find the optimal
shape factor H1/L1 and the optimal repartition of conductive ma-
terial (i.e optimal ratios d0/H0 and d1/H1).

The constructal method was extended to coupled heat andmass
transfer by Azoumah et al. [27] for solid-gas reactor design. This
study shows that the optimal geometry deduced from the con-
structal theory leads to the maximum thermal power (i.e. highest
kinetics) reachable for a solid/gas reactor. Following these studies,
Tescari et al. [29] revisited the ptv problem by taking the total
entropy production (or total exergy destruction) as minimization
criterion, and performing a global optimization (i.e. each scale is
optimized in a single step). It was shown that the total exergy
destruction e _xd (W) could be expressed according to the generated
heat power q (W) under the following remarkable form:

e _xd ¼ Z _q2 (3)

Z is named exergy impedance. For the elemental volume
(Fig. 3a), it writes:

Z0 ¼ 1
3kcWT0

 
1
ff

þ
~k
4
f ð1� fÞ

!
(4)

where

kc: thermal conductivity of the conductive path (W.m�1K�1)
f¼H/L: Shape factor
f¼ d/H: Conductive to total volume ratio
̇

(b)

mized elemental volume represented in red, from Ref. [25].
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~k ¼ kc=ka: Conductivities ratio, ka being the thermal conduc-
tivity of active material
W: Width of the system (m)
T0: Constraint temperature taking as exergy reference temper-
ature (K)

The minimization is then carried on the dimensionless imped-
ance defined by:

z0 ¼ Z0
Zc

¼ 1
4f

þ
~k
4
f ð1� 4Þ (5)

where Zc ¼ 1
3kcWT0

The optimal solution is:

f *0 ¼ 2
h
~k4ð1� 4Þ

i�1=2
(6)

Similar expressions have been derived for construct 1 system.
Results have been validated by comparing the optimal configura-
tion obtained from Eq. (6) with temperature fields computed using
CFD simulations. Neveu et al. [31] extended this methodology to
thermochemical reactors, coupling constructal theory (‘point to
volume’ problem), exergy analysis, and thermodynamics of irre-
versible process. It permits to refine the solution proposed for
thermochemical reactor formerly obtained by Azoumah et al. [27]
by applying Bejan method to these systems. Moreover, the study
published by Neveu et al. [18] proposes an expression to evaluate
the mean thermal power of the reactor, based on exergy balance:

_q ¼ q
.
Z (7)

where q ¼ 1� T0=T

T0: temperature applied to the left side of the fin (K)
T: mean temperature of the reactive material (K).

However, nor experimental neither computational validations
are yet available. Such validation is still required.

3. Materials and methods

The starting point of the present work has been briefly
described in section 2.1 and is deeply explained by Verdier et al. [8].
The TES system is a parallel fins heat exchanger (Fig. 2), which
geometry slightly differs from the one related to the ptv problem
(Fig. 4a), since heat is supplied to the PCM through the fins and
through the sole of the heat exchanger. That defines the ‘surface to
volume’ problem (stv) (Fig. 4b). In the ptv problem, heat is supplied
only on the left part of the fin, while in the stv problem the heat is
L

Hd

PCM

Cu

(a)

Fig. 4. (a) ‘Point to volume’ problem,
supplied through the left layer (see Fig. 4). In both cases, constant
temperature T0 is taken as boundary condition (red arrows).

The assumptions firstly stated by Bejan [25], used by Tescari [29]
and Neveu [31] are:

i. The active material (here the PCM) is characterized by the
thermal conductivity ka and a uniform and constant heat source
sq (Wm�3)

ii. The conductive material (here copper) is characterized by the
thermal conductivity kc

For the ptv problem, 1D heat transfer is assumed (slenderness
assumption), following H-direction in the active material, L-direc-
tion in the conductive fin. Under these assumptions, exergy
impedance and optimal shape factor are given by Eqs. (5) and (6)
derived by Tescari [29].

For the stv problem, these two quantities are derived in the
present paper in sub-section 3.1. The optimal configurations for
both ‘point to volume’ and ‘surface to volume’ problems are then
tested, numerically, based on Calvet et al. model [32] and using a
CFD software (Comsol®). 2D modelling principles are recalled in
sub-section 3.2.

3.1. Impedance minimization method for stv problem

To extend the impedance model to stv problem, let's first notice
that an equivalent electrical circuit can be associated to the ptv
problem. From Equations (3) and (7), it consists in a perfect current
source q charging the impedance Z0 (Fig. 5a).

Comparing Fig. 4a and b, the ‘surface to volume’ problem could
be seen as the association of two impedances in parallel (Fig. 5b), Z0
related to the ‘point to volume’ problem and Z1 related to a system
consisting only on PCM material and receiving heat from its left
side (Fig. 6a).

Similar system has been already analysed in Tescari's work [29]
when the entropy production Sirr occurring in the active material is
derived. For the system represented in Fig. 6b, this latter writes (Eq.
(11) from Ref. [29]):

_Sirr ¼
WXs2q
3kaT20

Y3 (8)

Thence, the total entropy production S1 of the system repre-
sented in Fig. 6a can be simply obtained by substituting Y by L and X
by (H-d) in Eq. (8):

_S1 ¼ WðH � dÞs2q
3kaT20

L3 (9)
̇

̇

̇

L

Hd

PCM

Cu

(b)

(b) ‘Surface to volume’ problem.



q Z0 =Z0 q q Z0 =ZSTV qZ1

(a) (b)

Fig. 5. Equivalent electrical circuit. (a) ‘Point to volume’ problem. (b) ‘Surface to volume’ problem.

L

Hd

PCM

X

YActivematerial

(a) (b)

Fig. 6. (a) Complementary system for Z1 evaluation. (b) System analysed by Tescari [29].
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which can be rearranged in:

_S1 ¼ W2ðH � dÞ2L2s2q
zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{_Q

2

3kaT20

L
WðH � dÞ (10)

Remarking that the total heat generated by the active material
writes:

_Q ¼ WðH � dÞLsq (11)

It yields:

_S1 ¼ 1
3kcWT20

~k
f ð1� 4Þ

_Q
2

(12)

Thence, exergy destruction writes:

e _xd ¼ T0 _S1 ¼ 1
3kcWT0

~k
f ð1� 4Þ

_Q
2

(13)

which gives the exergy impedance Z1:

Z1 ¼ 1
3kcWT0

~k
f ð1� 4Þ (14)

The impedance related to the ‘surface to volume’ flow problem
is then:

Zstv ¼
�
1
Z0

þ 1
Z1

��1
(15)

From Eqs. (14) and (4), we get:
Zstv ¼ 1
3kcWT0

~k
f

0B@1� 4þ
~k4

1þ
�
f
f*

�2
1CA

�1

(16)

or, in dimensionless form:

zstv ¼
~k
f

0BBB@1� 4þ
~k4

1þ
�

f
f *0

�2

1CCCA
�1

(17)

where f0* is the optimal shape factor related to the ‘point to volume’
flow problem, given by Eq. (6). The impedance zstv presents two
extrema, given by the roots of:

vzstv
vf

¼ 0 (18)

It is found:

f *1 ¼ f *0

"
a� 2þ �a2 � 8a

�1=2
2

#1=2
f *2

¼ f *0

"
a� 2� �a2 � 8a

�1=2
2

#1=2
(19)

with a ¼ ~k4
1�4

Fig. 7 presents the evolution of dimensionless admittance (1/z)
as a function of the shape factor, related to the ptv (z0) and stv (z1
and zstv) problems. The values of f and ke correspond to the
experimental set-up depicted in section 3.1. For ptv problem,
optimal shape factor is f0* ¼ 0.56. For stv problem, f2* corresponds
to a local maximum (f2* ¼ 0.65) and f1* to the local minimum
(f1* ¼ 1.96) of conductance (i.e. local minimum and local maximum
for impedance). Thence, the optimal shape is given by f2*.



0

0.01

0.02

0.03

0 0.5 1 1.5 2 2.5 3

di
m
en
si
on
le
ss
ad
m
itt
an
ce
(-
)

f (-)

f0*

f2*

Fig. 7. Dimensionless admittance vs shape factor. f¼ 0.0951, ke¼ 150.7. Where ▬ black:
1/zstv, red: 1/z0, green: 1/z1. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

Table 1
Material properties of copper and PCM, adapted from Ref. [9].

Properties Copper Li2CO3

Solid Liquid

Density, r, (kg$m�3) 8940 2110 2110
Thermal conductivity, k, (W$m�1$K�1) 392 2.6 2.6
Heat capacity, c, (J$kg�1$K�1) 385 1800 2500
Latent heat, Lm, (J$kg�1) n.a. 509
Melting temperature, Tm, (K) 1403 996
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3.2. 2D Model

A 2D transient model has been developed by Comsol® 4.3b
simulating the PCM tank described in Ref. [9] and Section 3.1, to
validate the developed methodology. The tank is a fin heat
exchanger, composed by copper and PCM, Li2CO3 which melts and
solidifies at 723 �C. The heat equations used to describe the system
are Eq. (20) for the copper fin and Eq. (21) for the PCM, sq being the
heat source (W$m�3), expressed by Eq. (22), which depends on the
latent heat (Lm (J$kg�1)) and the evolution of the fraction of liquid,
4. Heating (melting) process is considered:

rCucCu
vT
vt

¼ VðkCuVTÞ (20)

rPCMcPCM
vT
vt

¼ VðkPCMVTÞ þ sq (21)

sq ¼ �rLm
vf

vt
(22)

where: r is the density (kg$m�3), c is the specific thermal capacity
(J$kg�1$K�1), k is the thermal conductivity (W$m�1$K�1), and T is
the temperature (K).

The evolution of the liquid fraction can bewritten as an ordinary
differential equation (ODE), following the simplified phase field
method described in Section 2.1:

df
dt

¼ bðT � TmÞð1� fÞ (23)

where b is a constant set at 0.001 K-1$s� 1, fitted from experimental
results [9], and Tm is the melting temperature (K). All the material
properties, of both copper and PCM, are listed in Table 1.

The initial and boundary conditions are:

- t¼ 0, uniform initial temperature: TCU¼ TPCM¼ 973 K, 4¼ 0
- x¼ L or y¼± H/2: perfect insulation: VT,n¼ 0

For x¼ 0, the boundary conditions depends on the problem. For
ptv problem (Fig. 4a), uniform temperature T0¼1173 K is imposed
for ed/2< y< d/2, and perfect insulation is assumed elsewhere. For
stv problem (Fig. 4b), uniform temperature T0¼1173 K is imposed
on the whole left edge.
Thanks to the symmetry of the systems, only half of the

elemental volume is modelled (0< y<H/2), with a symmetry
boundary condition in x¼ 0 (VT,n¼ 0).

4. Results and discussion

To compare the results of both ‘point to volume’ and ‘surface to
volume’ methodologies and seeking for the shape factor giving the
best results, the required time (tX) and average heat flux qX to reach
a given global liquid fraction X have been evaluated. The global
liquid fraction writes:

XðtÞ ¼ ∭
VPCM

fðtÞdv (24)

Then, the evolution of the global liquid fraction versus time can
be evaluated for each shape factor, the volumes of PCM and copper
being kept constant. As an example, Fig. 8 shows the evolution of
the global liquid fraction for ptv problem for three different shape
factors. . From these evaluations, as in Fig. 8, it can be easily seen
which shape factor provides the best geometry leading to the
fastest melting of the PCM.

In addition, the evolution of local liquid fraction versus tem-
perature at several times is also obtained, from where it can be
easily seen the status of the phase change of each point (this is
shown in section 4.2).

The average heat flux to reach X is:

qX ¼ 1
tX

ZtX
0

 
∬
S0

jqds

!
dt (25)

where S0 is the heated surface in m2, and jq the heat flux density
crossing this surface in Wm�2.

Due to accuracy problems when X reaches high values (i.e. very
slow evolution when X is close to 1, see Fig. 8), tX and qX were
estimated for X¼ 0.9. First, the time tX¼0.9 is searched such as:

∭
VPCM

fðt0:9Þdv ¼ 0:9 (26)

Thence, the average heat flux is determined with:

q0:9 ¼ 1
tX0:9

Zt0:9
0

 
∬
S0

jqds

!
dt (27)

4.1. ‘Point to volume’ problem

The time needed to reach a 90% liquid fraction for each shape
factor is shown in Fig. 9. The obtained results follow a curve giving a
minimum which leads to the optimum shape factor. The shape
factor of 0.56 gives the lowest time, being 12480 s, which corrob-
orates the one previously deduced from impedance minimization
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(see eq. (6) and section 3.1).
The average heat flux q0.9 (Eq. (27)) is plotted in Fig. 10 as a

function of the shape factor (f), and compared with the one
deduced from Eq. (7) taking the melting temperature as equilib-
rium temperature. Although Eq. (5) underestimates the average
heat flux, it can be seen that this expression gives a quite good
approximation of the simulated heat power. The 2D model results
evaluating the heat flux are 11% higher than the ones following
0

1000
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4000

0.0 0.2 0.4 0.6 0.8 1.0

q 0
.9
(W
)

shape factor, f

2D-model
Eq.7

Fig. 10. Average heat flux as a function of shape factor. W¼ 1m, f¼ 0.0951, ke¼ 150.7.
Equation (7) at the optimum shape factor.
The shape factor of the heat exchanger presented in Ref. [9] and

in Fig. 2 corresponds to a shape factor of 0.21, which leads to higher
time to reach the same percentage of liquid fraction and conse-
quently lower values of heat flux, compared to the other shape
factors. The results of the studied heat exchanger show that its
optimization can lead to remarkable savings of melting time of
around 36%. Of course, this also corroborates that the built heat
exchanger was not the optimum and has to be refined.
4.2. ‘Surface to volume’ problem

In the case that the entire bottom layer is heated (stv problem),
the curve presents a minimum and a maximum (see Eq. (19)), and
both are corroborated by the model results as it can be observed in
Figs. 11 and 12.

The shape factor giving a minimum impedance (see Section 3.1)
is f2* ¼ 0.65. The 2D model results show that the optimum shape
factor, giving the lowest time and highest heat flux values, is around
0.7. This can be observed in Figs. 11 and 12, respectively. Results
show that the time to reach a 90% of melted PCM is 11900 s (see
Fig. 11). Regarding Fig. 12, the 2D model is in agreement with
impedance minimization method (Eq. (7)), showing differences of
the heat flux at the optimum shape factor of around 8%.

On the other hand, the shape factor f1 leading to local maximum
impedance (see Section 3.1) is around 1.5 according to the model
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Fig. 11. Time to achieve 90% of liquid fraction as a function of shape factor. f¼ 0.0951,
ke¼ 150.7.
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(Fig. 12), although Eq. (19) gives 1.96 for f1*. The difference is
considerable, but could be explained by the fact that the slender-
ness assumption used in the impedance calculation is nomore valid
for high f value.

When comparing both optimums for ptv and stv problems, it
can be noticed that stv configuration leads to an expected faster
melting process, of around 10min, and 330W higher heat flux
value. This behaviour was expected since in ptv problem, heat is
supplied only on the left part of the fin, while in the stv problem all
the heat is supplied through the left layer (see Fig. 4). Nevertheless,
this is the first time that impedance minimization methodology is
developed for a stv configuration and numerically demonstrated.
The results out from this study corroborate not only the expected
faster melting process with stv configuration but also that imped-
ance minimization approach can be also implemented for stv
configurations.

In addition, it is important to point out that the optimum shape
factor for stv problems has shift to higher values meaning lower
length and higher height of the system compared to ptv geometry.

The transient 2D model permits to simulate the temperature
and liquid fraction field according to time. Such fields evolution are
presented in Figs. 13 and 14 for two shape factors, f¼ 0.21,
Fig. 13. Evolution of the liquid fraction vs. time for the stv problem when f¼ 0.21.

Fig. 14. Evolution of the liquid fraction vs time for the stv problem when f¼ 0.56.
corresponding to the original design experimented by Verdier et al.
[9], and f¼ f*0¼ 0.56 (ptv problem) deduced from the impedance
minimization by Eq. (6). It is important to remind that the total
volume (surface) is equal for both presented case (i.e same amount
of PCM and copper). It could be immediately seen that the liquid
fraction evolution runs faster for the minimal impedance case.

5. Conclusions

A 2D model of an elemental volume of a PCM and fins heat
exchanger for the ‘point to volume’ case has been developed with
Comsol® software. The impedance minimization method for ‘point
to volume’ problem has been numerically validated by comparing it
with the model results. The optimal shape factor found for the
studied TES PCM based described system is around 0.56.

The impedance minimization method has been extended for
‘surface to volume’ problem. The ‘surface to volume’ problem 2D
model has been developed and demonstrated that the calculated
optimum by impedance minimization approach is the one ex-
pected, being 0.65, for the same solar receiver application. Stv
configuration leads to faster melting process, of around 10min, and
330W higher heat flux value when compared to ptv case. Refining
the TES system with the stv optimum shape factor would increase
the power by 200% compared to the initial non-optimized
configuration.

Therefore, it can be concluded that the impedance minimization
approach is a useful and powerful method to start a PCM storage
tank optimization for both ‘point to volume’ or ‘surface to volume’
problems. The obtained optimum geometry by this method is
completely in agreement with the developed 2D model results
simulating a PCM and fin heat exchanger by Comsol® multiphysics
software.

Further work is planned, for instance to perform the experi-
mental tests to validate the model and adjust some parameters, to
compare the presented 2D model with another more complex and
presented in Ref. [34], and to extend the model for sensible and
TCM systems.
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