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Abstract

The rate of convergence (in the uniform Kolmogorov’s distance) for probability distributions of
parabolically rescaled solutions of the multidimensional Burgers’ equation with random singular
Gaussian initial data (with long-range dependence) to a limit Gaussian random �eld is discussed
in this paper. c© 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction

Consider the n-dimensional Burgers’ equation

@u
@t
+ (u;3)u= ��u; �¿0; (1.1)

subject to the initial random condition

u(0; x)= u0(x)=3�(x) (1.2)

of the gradient form. The equation describes the time evolution of the velocity �eld

u(t; x)= [u1(t; x); : : : ; un(t; x)]′; (t; x)∈ [0;∞)×Rn; n¿1:

The potential �(x); x∈Rn; is a scalar �eld, 3 denotes the gradient operator on Rn,
and � stands for the n-dimensional Laplacian.
Eq. (1.1) is a parabolic equation with quadratic, inertial nonlinearity, which can be

viewed as a simpli�ed version of the Navier–Stokes equation, with the pressure term
3p omitted and with the viscosity coe�cient � corresponding to the inverse of the
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Reynolds number. With random initial data, the problem (1:1)–(1:2) is also referred
to as the Burgers turbulence problem.
Burgers’ turbulence describes various physical phenomena, such as nonlinear acous-

tic shock waves and formation of cellular structures (sheets, �laments, nodes) in the
distribution of self-gravitating matter in the late stages of the universe (see, for exam-
ple, Burgers, 1974; Chorin, 1975; Gurbatov et al., 1991; Witham, 1974; Shandarin and
Zeldovich, 1989; Weinberg and Gunn, 1990; Kofman et al., 1992; Woyczynski, 1993,
1998; Vergassola et al., 1994; Molchanov et al., 1997), and other types of irrotational

ows. Equations related to the one-dimensional Burgers equation have been proposed
in �nancial market models (option pricing) (see, Hodges and Carverhill, 1993).
Rosenblatt (1968, 1987) was one of the �rst to have considered the Burgers equation

with random initial data from the rigorous perspective of probability theory and, more
recently, numerous researchers studied solutions of the Burgers equation depending
on di�erent types of random initial conditions. In particular, Bulinski and Molchanov
(1991), Giraitis et al. (1993), Albeverio et al. (1994) and Funaki et al. (1995) stud-
ied solutions of the Burgers equation when the intial condition was either a Gaussian
random �eld or a shot-noise (or Gibbs–Cox) random �eld with weak or strong depen-
dence. They obtained Gaussian and non-Gaussian distributions as parabolic scaling lim-
its (u(t; a

√
t); t→∞) of distributions of the Burgers equation’s solution random �elds.

Leonenko et al. (1994, 1995a, b), and Leonenko and Orsingher (1995) also obtained
Gaussian and non-Gaussian limit distributions in the same context of parabolic scaling
in the case when the initial condition is either a Gaussian random �eld or a chi-square
�eld with long-range dependence. Analogous results under suitable non-Gaussian initial
conditions with weak dependence can be found in Surgailis and Woyczynski (1994a),
Hu and Woyczynski (1994), Leonenko and Deriev (1995) and Deriev and Leonenko
(1997). In the Gaussian model with non-integrable oscillating correlations, the limit law
of the solutions is non-Gaussian (see, Surgailis and Woyczynski, 1994a). For other re-
sults concerning limiting distributions of averaged solutions of Burgers equation see
Rosenblatt (1987) and Hu and Woyczynski (1995b).
Other types of random problems for the Burgers equation have also been consid-

ered recently in the mathematical litarature. Sinai (1992), Albeverio et al. (1994),
Molchanov et al. (1995), Avellaneda (1995), Fan (1995) and Hu and
Woyczynski (1995a) considered the statistics of shocks in the zero-viscosity limit and
related problems of hyperbolic limiting behavior (u(t; at); t→∞). This type of scal-
ing is of importance in physical applications (see, for example, Gurbatov et al., 1991;
Vergassola et al., 1994). Recent results on the non-homogeneous Burgers equation
taking into account external forcing can be found, e.g., in Sinai (1991), Holden et al.
(1994, 1995), Saichev and Woyczynski (1997) and Molchanov et al. (1997). A general
survey of the area is provided in Woyczynski (1998).
The study of important numerical simulations of Burgers turbulence (and a large

number of those appear in the astrophysical literature, see, e.g., Kofman et al., 1992),
questioning the rigorous estimation of the rate of convergence of the above-mentioned
approximations, has begun only recently although some results on the rate of con-
vergence to the normal law for integral functionals of homogenous isotropic random
�elds under strong dependence conditions were considered earlier by Leonenko (1988)
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(see also Ivanov and Leonenko, 1989). Bossy and Talay (1994, 1995, 1996) have
studied the rates of convergence (in the L1 norm) for the interacting particle system
approximation related to the propagation of chaos result for the Burgers equation, and
Leonenko et al. (1996a) found the rate of convergence to the normal law of the solu-
tions of the one-dimensional Burgers equation with singular Gaussian data.
In this paper, we provide a rate of convergence (in the uniform Kolmogorov’s

distance) of probability distributions of the parabolically rescaled solutions of the
n-dimensional Burgers’ equation with random singular Gaussian initial data (with long-
range dependence) to a limiting Gaussian random �eld. The singularity of the initial
data is of physical importance (see Vergassola et al., 1994) but is also a source of
analytic di�culties.
The paper is organized as follows. Section 2 deals with preliminaries on the Burgers

equation solutions with random initial conditions, including two known results concern-
ing the parabolic scaling limit. In Section 3, we assume that the initial velocity potential
is a Gaussian, homogeneous and isotropic random �eld with the singular covariance
function of the form L(|x|)|x|−�; 0¡�¡n=2; with slowly vaying L, and formulate our
basic result which shows that the rate of convergence of the Kolmogorov’s distance
between the distribution of the rescaled solution M (t)u(t; a

√
t) (M is a normalizing

matrix-valued function) and the standard n-dimensional normal distribution is bounded
from above by t−�=6L1=3(

√
t) as t→∞. The proof of this main result is given in

Section 5 which is preceded by a series of auxiliary lemmas in Section 4. Finally,
Section 6 contains a discussion of a possible extension of our main result to the case
0¡�¡n. This can be done but at the price of slower convergence rates.

2. Solutions of the Burgers’ equation with random initial conditions

A crucial property of Eq. (1.1) is that it admits a linearization by the so-called
(Forsyth–Florin-) Hopf–Cole substitution (see, e.g., Forsyth, 1906; Florin, 1948; Hopf,
1950)

u(t; x)=−2�3 log q(t; x);
which reduces Eq. (1.1) to the linear di�usion equation

@q
@t
= ��q (2.1)

subject to the initial condition

q(0; x)= exp
{
−�(x)
2�

}
: (2.2)

Using the well-known formulas for the solution of the initial-value problem
(2:1)–(2:2) one obtains the following explicit solution of the Burgers’ initial-value
problem (1:1)–(1:2):

u(t; x)=−2�3 log J (t; x)= I(t; x)
J (t; x)

; (2.3)
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where

I(t; x)=
∫
Rn

x − y
t

g(t; x − y) exp{−�(y)=(2�)} dy;

J (t; x)=
∫
Rn

g(t; x − y) exp{−�(y)=(2�)} dy
(2.4)

and where

g(t; x − y)= (4��t)−n=2 exp
{
−|x − y|2

4�t

}
; x; y∈Rn; t¿0 (2.5)

is the Gaussian (heat) kernel.
In all results presented in this paper, it is essential that the initial velocity potential

�(x) satis�es the following assumptions which we put under one umbrella as

Condition A. The initial velocity potential �(x)= �(x; !) is the zero-mean; measurable;
almost surely di�erentiable; homogeneous and isotropic real Gaussian random �eld on
Rn ×
; where (
;F; P) is the complete probability space. In addition; its variance
E�2(x)= 1; and its covariance has the form

B(|x|)=E�(0)�(x)=
L(|x|)
|x|� ; 0¡�¡n; x∈Rn;

where the function L(t); t¿0; is slowly varying for large values of t; and is bounded
on each �nite interval. Recall; that L : (0;∞) 7→ (0;∞) is said to be slowly varying if;
for all �¿0; limt→∞ L(�t)=L(t)= 1:

With the initial data being random, we focus our attention on the statistical properties
of solution (2:3) and, in particular, its scaling limit distribution as t tends to in�nity.
Let u= u(t; x); (t; x)∈ (0;∞)×Rn, be the solution of the initial-value problem (1.1)–

(1.2) with random initial condition satisfying Condition A. The main result of this
paper concerns the so-called parabolic scaling limit for u, i.e., the limiting behavior
of the random �eld u(t; a

√
t); a∈Rn, when t→∞. Utilizing the techniques developed

by Dobrushin and Major (1979) and Taqqu (1979) for analysis of general functionals
of Gaussian random �elds and �elds with long-range dependence one can prove the
following theorem (see, e.g., Albeverio et al., 1994; Surgailis and Woyczynski, 1994a;
Leonenko et al., 1994; Leonenko and Orsingher, 1995):

Theorem 2.1. Let u(t; x); (t; x)∈ [0;∞)×Rn; n¿1; be a solution of the initial-value
problem (1:1)–(1:2) with random initial data satisfying Condition A. Then the �nite-
dimensional distributions of the �eld

Xt(a)=
t1=2+�=4

L1=2(
√
t)
u(t; a

√
t); a∈Rn;

converge weakly, as t→∞; to the �nite-dimensional distributions of the homogeneous
Gaussian random �eld X (a); a∈Rn; with EX (a)= 0 and the covariance function of
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the form

R(a; b) = R(a− b)= (Rij(a− b))16i; j6n=EX (a)X (b)′

= (2�)−1−�=2
(∫

Rn

∫
Rn

wizj
|w − z − (a− b)=

√
2�|� �n(w)�n(z) dw dz

)
16i; j6n

;

(2.6)

where 0¡�¡n;w=(w1; : : : ; wn)′ ∈Rn; z=(z1; : : : ; zn)′ ∈Rn; a; b∈Rn;

�n(w)=
1

(2�)n=2 exp
{
−|w|2
2

}
=

n∏
j=1

�(wj) (2.7)

and

�(w)=
1√
2�
exp{−w2=2}; w∈R1: (2.8)

Remark 2.1. The limiting random �eld X (a); a∈Rn; has singular spectral proper-
ties that are of independent interest and worth mentioning. In the paper by Leonenko
et al. (1996a, b) the following spectral representation is given in terms of stochastic
integrals (see, e.g., Kwapien and Woyczynski, 1992): if the random �eld �(x); x∈Rn,
has the spectral density f(�)=f(|�|); �∈Rn, i.e.,

�(x)=
∫
Rn
ei(�; x)[f(�)]1=2W (d�); (2.9)

where W (:) is the complex Gaussian white noise and, if that density is a decreasing
function for |�|¿�0¿0, then

X (a)=−1
i

[
�

c1(n; �)c2(n)

]1=2 ∫
Rn
ei(�;a)g(�)W (d�); (2.10)

where

g(�)= � exp{−�(�; �)}|�|(�−n)=2; �∈Rn; (2.11)

c1(n; �)= 2��
(
1 +

�
2

)
�
(n
2

) /
�
(
n− �
2

)
; c2(n)= 2�n=2

/
�(n=2): (2.12)

Condition A implies, via the Tauberian theorem (see, Leonenko and Olenko, 1991),
the following asymptotics for the spectral density of �(x):

f(�)=f(|�|)∼ �c−11 (n; �)c
−1
2 (n)L

(
1
|�|
)
|�|�−n; 0¡�¡n; (2.13)

as |�|→ 0, so that f(|�|) ↑∞ as |�|→ 0. From Eqs. (2.10) and (2.11) we immediately
obtain the spectral density of the homogeneous random �eld X (a); a∈Rn, in the form

f1(�)=
�

c1(n; �)c2(n)
(�j�ke−2�|�|

2
/

|�|n−�)16j; k6n
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with 0¡�¡n; �=(�1; : : : ; �n)∈Rn: Thus, the long-memory property of f1(�) follows:

lim
|�|→0

c1(n; �)c2(n)
�

trf1(�)=



0 if max{0; n− 2}¡�¡n;
1 if �= n− 2; n¿3;
∞ if 0¡�¡n− 2; n¿3:

3. Rate of convergence to the parabolic scaling limit

Let

�[c; d] = {u∈Rn: ci6ui6di; i=1; 2; : : : ; n}

be a paralellepiped in Rn, and let X and Y be arbitrary n-dimensional random vectors.
Introduce a uniform (or, Kolmogorov’s) distance between distributions of random vec-
tors X and Y via the formula (see, e.g., Bhattacharia and Ranga Rao, 1976; Rachev,
1991)

K(X; Y )= sup
z

|P(X ∈�[0; z])− P(Y ∈�[0; z])|: (3.1)

In view of the symmetries in the initial data and the Hopf–Cole formula, it will su�ce
to consider only positive vectors z in de�niton (3:1).
Consider the following orthogonal matrix (also called the Helmert matrix, see, e.g.,

Basilevsky, 1983):

O =




1√
n

1√
n

1√
n

1√
n

: : :
1√
n

: : :
1√
n

1√
1 · 2 − 1√

1 · 2 0 0 : : : 0 · · · 0

1√
2 · 3

1√
2 · 3 − 2√

2 · 3 0 : : : 0 : : : 0

: : : : : : : : : : : : : : : : : : : : : : : :
1√

i(i − 1)

1√
i(i − 1)

1√
i(i − 1)

1√
i(i − 1)

: : : − i − 1√
i(i − 1)

: : : 0

: : : : : : : : : : : : : : : : : : : : : : : :
1√

n(n − 1)

1√
n(n − 1)

1√
n(n − 1)

1√
n(n − 1)

: : :
1√

n(n − 1)
· · · − n − 1√

n(n − 1)




=




1√
n

0 : : : 0

0
1√
1 · 2 : : : 0

: : : : : : : : : : : :

0 0 : : :
1√

n(n − 1)




×




1 1 1 1 : : : 1 1
1 −1 0 0 : : : 0 0
1 1 −2 0 : : : 0 0
: : : : : : : : : : : : : : : : : : : : :
1 1 1 1 : : : 1 −(n − 1)


 (3.2)
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and the diagonal matrix

Wt = diag{d1(t); : : : ; dn(t)}; (3.3)

where

d1(t)= [A1(t) + (n− 1)B1(t)]−1=2;
d2(t)= · · · =dn(t)=[A1(t)− B1(t)]−1=2

and for 0¡�¡n=2;

A1(t)= (2�)−1−�=2
∫
�(a; t)

∫
�(a; t)

w1z1
�n(w)�n(z)L((|w − z|√2�t)

|w − z|�L(√t)
dw dz;

B1(t)= (2�)−1−�=2
∫
�(a; t)

∫
�(a; t)

w1z2
�n(w)�n(z)L((|w − z|√2�t)

|w − z|�L(√t)
dw dz;

where w=(w1; : : : ; wn)′∈Rn; u=(u1; : : : ; un)′∈Rn, and L(t) is a slowly varying func-
tion (see, Condition A), and, �nally

�(a; t)=

{
u∈Rn:

∣∣∣∣u+ a√
2�

∣∣∣∣¡
(

t
2�

)1=2}
; a∈Rn; t¿0: (3.4)

We note that A1(t) 6=B1(t): Bearing in mind properties of slowly varying functions
(see, e.g., Ivanov and Leonenko, 1989, p. 56) we have, for 0¡�¡n; as t→∞,

A1 = lim
t→∞A1(t)= (2�)−1−�=2

∫
Rn

∫
Rn

w1z1
�n(w)�n(z)
|w − z|� dw dz; (3.5)

B1 = lim
t→∞B1(t)= (2�)−1−�=2

∫
Rn

∫
Rn

w1z2
�n(w)�n(z)
|w − z|� dw dz: (3.6)

We note that A1 6=B1.
Similarly, for 0¡�¡n=2; we introduce

A2(t)= (2�)−1−�=2
∫
�(a; t)

∫
�(a; t)

w1z1
�n(w)�n(z)L((|w − z|√2�t)

|w − z|2�L(√t)
dw dz; (3.7)

B2(t)= (2�)−1−�=2
∫
�(a; t)

∫
�(a; t)

w1z2
�n(w)�n(z)L((|w − z|√2�t)

|w − z|2�L(√t)
dw dz (3.8)

and

A2 = lim
t→∞A2(t)= (2�)−1−�=2

∫
Rn

∫
Rn

w1z1
�n(w)�n(z)
|w − z|2� dw dz; (3.9)

B2 = lim
t→∞B2(t)= (2�)−1−�=2

∫
Rn

∫
Rn

w1z2
�n(w)�n(z)
|w − z|2� dw dz; (3.10)

where w=(w1; : : : ; wn)′∈Rn; u=(u1; : : : ; un)′∈Rn. We note that A2 6=B2.
Next, we introduce the following positive constants:

Q1(n; �; �)=
A2 + (n− 1)B2
A1 + (n− 1)B1 + (n− 1)

A2 − B2
A1 − B1

; (3.11)



148 N.N. Leonenko, W.A. Woyczynski / Stochastic Processes and their Applications 76 (1998) 141–165

where Aj; Bj; j=1; 2; are de�ned by Eqs. (3.5), (3.6), (3.9) and (3.10),

Q2(n; �)=
∫
Rn

∫
Rn

�n(w)�n(z)
|w − z|� dw dz; 0¡�¡n (3.12)

and

c3(�)= 4�2
[
e1=(4�

2) − 1− 1
4�2

]
:

The nature of these constants will become clear later on.
At last, we will also introduce the matrix

Tt =WtO; (3.13)

where the matrices O and Wt are de�ned by Eqs. (3.2) and (3.3), respectively.
The main result of this paper describes the rate of convergence (as t→∞) of the

one-point probability distributions of the parabolically rescaled solution of the Burgers’
equation to the n-dimensional standard Gaussian random distribution and is contained
in the following

Theorem 3.1. Let u(t; x); (t; x)∈(0;∞)×Rn; n¿1; be a solution of the initial-value
problem (2:1)–(2:2) with random initial data satisfying Condition A for 0¡�¡n=2;
and let N be an n-dimensional non-singular Gaussian random vector with zero mean
and unit covariance matrix. Then;

lim sup
t→∞

t�=6

L1=3(
√
t)
K

(
t1=2+�=4

L1=2(
√
t)
Tt u(t; a

√
t); N

)
6
3
2
�2=31 �1=32 ¡∞; (3.14)

where the matrices Tt are de�ned by Eq. (3.13),

�1 = �1(n)=

{√
2=� for n=1;

(n− 1)�((n− 1)=2)=(
√
2�(n=2)) for n¿2

(3.15)

is a universal constant; depending only on the dimension n; and

�2 = �2(n; �; �)=
2

(2�)�=2

(
c3(�)Q1(n; �; �) +

Q2(n; �)
4�2

)
; (3.16)

where Q1(n; �; �); Q2(n; �) are de�ned by Eqs. (3.11) and (3.12), respectively; is a
constant depending on the dimension n; viscosity �; and the singularity type �.

4. Auxiliary lemmas

Let A⊂Rn; n¿1, be a closed and bounded convex set, A� be the set of all points
at distances less than �¿0 from A, and A−� be the set of all points u∈Rn such that
the open ball of radius �¿0 centered at u is contained in A. The following auxiliary
result is due to Bhattacharia and Ranga Rao (1976), Theorem 3.1:

Lemma 4.1. Let g be a nonnegative di�erentiable function on [0;∞) such that
(i) b=

∫∞
0 |g′(t)|tn−1 dt¡∞; and

(ii) limt→∞ g(t)= 0:
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Then; for every convex subset A⊂Rn; and every pair of �; �¿0;∫
A�\A−�

g(|u|) du6b(�+ �)2�n=2=�(n=2): (4.1)

Let X; Y be two arbitrary n-dimensional random vectors, K(:; :) be the Kolmogorov’s
distance (see Eq. (3.1)), and N be a standard n-dimensional Gaussian random vec-
tor with zero mean and unit covariance matrix. In the sequel, vector N will be
called the standard Gaussian vector. The following lemma provides an estimate of the
Kolmogorov’s distance of a sum of random vectors from the standard Gaussian vec-
tor. It is a multidimensional version of Petrov’s lemma (see, e.g., Petrov, 1960, 1995;
Haeusler, 1984).

Lemma 4.2. Let X; Y be two arbitrary random vectors and N be a standard Gaussian
vector such that; for all a; b∈Rn;

|P(X ∈�[a; b])− P(N ∈�[a; b])|6K;

where K¿0 is a constant. Then; for any �¿0;

K(X + Y; N )6K + P(Y =∈�[−h�; �h]) + ��1(n); (4.2)

where �1(n) is de�ned in Eq. (3.15), and h=(1; : : : ; 1)′ ∈Rn.

Proof. For any �¿0,

P(X + Y ∈�[0; u])

=P (X + Y ∈�[0; u]; Y ∈�[−�h; �h]) + P (X + Y ∈�[0; u]; Y =∈�[−�h; �h])

and

P (X ∈�[�h; u− �h]; Y ∈�[−�h; �h])

6P (X + Y ∈�[0; u]; Y ∈�[−�h; �h])

6P (X ∈�[−�h; u+ �h]; Y ∈�[−�h; �h]) : (4.3)

Note that if ui62�, the inequalities �6Xi6ui − � mean that Xi= �, where X =(X1; : : : ;
Xn)′. Thus, we obtain

06 P (X ∈�[�h; u− �h])− P (X ∈�[�h; u− �h]; Y ∈�[−�h; �h])

= P (X ∈�[�h; u− �h]; Y =∈�[−�h; �h])6P (Y =∈�[−�h; �h]) : (4.4)

It follows from Eqs. (4.3) and (4.4) that

P (X ∈�[�h; u− �h])− P (Y =∈�[−�h; �h])

6P (X + Y ∈�[0; u]; Y ∈�[−�h; �h])6P (X ∈�[−�h; u+ �h]) :

Adding the expressions we have

P (X + Y ∈�[0; u]; Y =∈�[−�h; �h]) :

Applying the inequality

P (X + Y ∈�[0; u]; Y =∈�[−�h; �h])6P (Y =∈�[−�h; �h]) ;
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we obtain that

P (X ∈�[�h; u− �h])− P (Y =∈�[−�h; �h])6P (X + Y ∈�[0; u])

6P (X ∈�[−�h; u+ �h]) + P (Y =∈�[−�h; �h]) : (4.5)

Using the inequality (4.1) of Lemma 4.1 with the function g(t)=�n(u) for any u
such that |u|= t (see formula (2.7) of Theorem 2.1) we obtain inequalities

P (N ∈�[−�h; u+ �h])− P (N ∈�[0; u])

=
∫
�[−�h;u+�h]\�[0;u]

�n(|ũ|) dũ6��1(n);

− (P (N ∈�[0; u])− P (N ∈�[�h; u− �h]))

¿− ��1(n); (4.6)

where �1(n) is de�ned by Eq. (3.15). So, from Eq. (4.6), we get that

P (X ∈�[−�h; u+ �h])− P (N ∈�[0; u])

6P (X ∈�[−�h; u+ �h])− P (N ∈�[−�h; u+ �h]) + ��1(n) (4.7)

and

P (X ∈�[�h; u− �h])− P (N ∈�[0; u])

¿P (X ∈�[�h; u− �h])− P (N ∈�[�h; u− �h])− ��1(n): (4.8)

Finally, subtracting the expression P(N ∈�[0; u]) from Eqs. (4.5)–(4.8), we obtain

−K − ��1(n)− P (Y =∈�[−�h; �h])6K(X + Y; N )

6K + ��1(n) + P (Y =∈�[−�h; �h]) :

The next lemma estimates the Kolmogorov’s distance from a standard Gaussian
vector to the ratio of a random vector and a random variable. Its one-dimensional
version is due to Michel and Pfanzagl (1971).

Lemma 4.3. Let X be an n-dimensional random vector and U¿0 be a random vari-
able. Then, for any �¿0;

K(X=U; N )6K(X; N ) + P(|U − 1|¿�) + �n: (4.9)

Proof. Since the assertion is trivial for �¿1 we shall assume that �∈ (0; 1). The in-
equality X ∈∏[0; (1− �)z] implies that either X=U ∈�[0; z] or U¡1− �. Hence,

P (X ∈�[0; (1− �)z])6P (X=U ∈�[0; z]) + P(|U − 1|¿�): (4.10)
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Furthermore, using the properties of normal distribution,

|P (N ∈�[0; z])− P (N ∈�[0; (1− �)z])|

6min

(
2−n; [1− (1− �)n]

n∏
i=1

zi(2�)−n=2 exp{−|z|2(1− �)2=2}
)

6min(2−n; [(1− �)−n − 1](2�e)−n=2)6�n; (4.11)

together with Eq. (4.10), implies that

P (X=U ∈�[0; z])− P (N ∈�[0; z])

¿− |P (X ∈�[0; (1− �)z])− P (N ∈�[0; (1− �)z])| − P(|U − 1|¿�)− �n:

(4.12)

Similarly, for 0¡�¡1, the inequality X=U ∈�[0; z] implies that X ∈�[0; (1 + �)z]
or U¿1 + �. Hence,

P (X=U ∈�[0; z])6P (X ∈�[0; (1 + �)z]) + P (|U − 1|¿�) :

Thus,

P (X=U ∈�[0; z])− P (N ∈�[0; z])

6sup |P (X=U ∈�[0; z])− P (N ∈�[0; z])|+ P (|U − 1|¿�) + �n: (4.13)

Now, Eqs. (4.12) and (4.13) imply the statement of the Lemma 4.3.

Combining the results of Lemmas 4.2 and 4.3 we immediately obtain:

Lemma 4.4. Let X; Y be two random vectors such that for all a; b∈Rn

|P(X ∈�[a; b])− P(N ∈�[a; b])|6K;

where K¿0 is a constant; and let U¿0 be a random variable. Then; for any �¿0;

K([X + Y ]=U; N )6K + P (Y =∈�[−�h; �h]) + P(|U − 1|¿�) + �1(n)�+ �n;

where �1(n) is given by Eq. (3.15).

In the proof of Theorem 3.1 we will also have need for the following estimate on
the tails of the maxima of a general second-order random vector’s components (see,
e.g., Theorem 4.1 in Karlin and Studden, 1966).

Lemma 4.5. Let Y =(Y1; : : : ; Yn)′ be a random vector with mean EY =0 and the
covariance matrix EYY ′=�=(�ij)16i; j6n; and let Zi= Yi=(�i�i); where �2i = �ii; and
�1; : : : ; �n¿0; are some constants. Then

P
(
max
16i6n

|Zi|¿1
)
6
1
n2
(
√
s+

√
(nq− s)(n− 1))2;
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where q= tr�; s=(h;�h); �=EZZ ′=(�ij)16i; j6n; �ij = �ij=(�i�j�i�j); and h=
(1; : : : ; 1)′.

The following result is obvious and is just recorded here for easy reference.

Lemma 4.6. Let W; T be two arbitrary random vectors. Then; for any �¿0 and
arbitrary 0¡�¡1;

P(W + T =∈�[−�h; �h])

6P (W =∈�[−��h; ��h]) + P (T =∈�[−�(1− �)h; (1− �)�h]) :

Also, we quote here another well-known result (see, e.g., Kwapien and Woyczynski,
1992, p. 177) concerning Hermite polynomials

Hm(u)= (−1)meu2=2 d
m

dum e
−u2=2; u∈R; m=0; 1; : : : (4.14)

with leading coe�cients equal to 1.

Lemma 4.7. Let (�; �)′ be a two-dimensional Gaussian random vector with E�=E�=0;
E�2 =E�2 = 1; E��= r: Then; for any m; q¿0;

EHm(�)Hq(�)= �q
mr

mm!:

Finally, we provide a lemma that is quite traditional in spirit; we only sketch its
proof.

Lemma 4.8. Let X =(X1; : : : ; Xn)′ be a Gaussian random vector with zero mean
and the covariance matrix R=EXX ′=(rij)16i; j6n such that the diagonal elements
rii=A; i=1; : : : ; n and the o�-diagonal elements rij =B; i 6= j; i; j=1; : : : ; n. Then; the
Gaussian random vector

X̃ =WOX

has zero mean and unit covariance matrix; where the orthogonal matrix O is de-
�ned by Eq. (3.2) and the diagonal matric W = diag {d1; : : : ; dn}; where d1 = [A+
(n− 1)B]−1=2; and d2 = · · · =dn= [A− B]−1=2:

Proof. It is well known that the equation

det |R− �I |=(� − �1)(� − �2)n−1 = 0

has two roots: �1 =A− (n−1)B of multiplicity 1, and �2 =A−B of multiplicity n−1.
The eigenvalue �1 corresponds to eigenvector (1=

√
n; : : : ; 1=

√
n)′, and the eigenvalue

�2 corresponds to n− 1 eigenvectors(
1√

i(i − 1) ; : : : ;
1√

i(i − 1) ;−
(i − 1)√
i(i − 1) ; 0 : : : ; 0

)
; 26i6n:
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If we take these eigenvectors as rows of the orthogonal Helmert matrix O, then the
random vector OX has zero mean and the diagonal covariance matrix diag {�1; : : : ; �n),
where �j = �2; 26j6n. Now, it is obvious that the Gaussian vector X̃ =WOX has
unit covariance matrix.

5. Proof of the main result

This section contains a proof of Theorem 3.1, the main result of the paper. It is based
on the expansion of the Hermite polynomials {Hm(u)}∞m=0 (see Eq. (4.14)); recall that
the latter constitute a complete orthogonal system in the Hilbert space L2(R1; �(u) du),
where the function �(u) is the Gaussian density de�ned by Eq. (2.8) (see, e.g.,
Dobrushin and Major, 1979; Taqqu, 1979; Ivanov and Leonenko, 1989; Kwapien and
Woyczynski, 1992). The plan of the proof is as follows:
• The exponential exp(−�(y)=(2�) appearing in the numerator of the Hopf–Cole for-
mula (2:5) is expanded in the Hermite series;

• The rescaled solution Ttu(t; a
√
t) is split into two parts, the �rst contains the integral

of the �rst term of the Hermite expansion (but integrated only over a bounded set
{y : |y|6t}) and the remainder;

• The �rst part, properly normalized, has a standard normal distribution;
• The remainder is explicitly estimated using auxiliary lemmas of Section 4.
Let G :R1 7→R1 be a function such that EG2(�(0))¡∞, where �(0) is a random

variable with the Gaussian density (2:8) (see Condition A in Section 2). Then, in
L2(R1; �(u) du), we have the following expansion:

G(u)=
∞∑
k=0

Ck

k!
Hk(u); Ck =

∫ ∞

−∞
G(u)Hk(u)�(u) du: (5.1)

By Parceval equality it follows that

∫ ∞

−∞
G2(u)�(u) du=

∞∑
k=0

C2k
k!

¡∞:

In particular, in view of Eq. (5.1), the coe�cients of the Hermite expansion of the
function

G(u)= exp
{
− u
2�

}
; u∈R1

are given by the formulae

C0 = exp
{
1
8�2

}
; C1 = − 1

2�
exp

{
1
8�2

}
; C2 =

1
4�2

exp
{
1
8�2

}
;

Ck =
1

(2�)1=2

∫ ∞

−∞
exp

{
−u+ u2�

2�

}
Hk(u) du; k =3; 4; : : : : (5.2)



154 N.N. Leonenko, W.A. Woyczynski / Stochastic Processes and their Applications 76 (1998) 141–165

In turn, these classical results imply the following expansion in the Hilbert space L2(
)
of random variables with �nite second moments:

exp
{
−�(y)
2�

}
=

∞∑
k=0

Ck
Hk(�(y))

k!
; (5.3)

where the Ck ’s are de�ned by Eq. (5.2).
Now, consider the random vectors

�k(t; a)=
∫
Dn(t)

a
√
t − y
t

g(t; a
√
t − y)Hk(�(y)) dy; k =0; 1; : : : ; (5.4a)

where Dn(t)= {x∈Rn: |y|6t}; a; y∈Rn: It follows from Lemma 4.7 that

E�k(t; a)�j(t; a)′= �j
kE�k(t; a)�k(t; a)′; k¿1; j¿1; a∈Rn;

where

E�k(t; a)�k(t; a)′=
(
 2k; i; j(t)

)
16i; j6n

and

 2k; i; j(t) = k!
∫
Dn(t)

∫
Dn(t)

ai
√
t − y1i
t

· aj
√
t − y2j
t

× g(t; a
√
t − y1)g(t; a

√
t − y2)Bk(|y1 − y2|) dy1 dy2;

where y1 = (y11; : : : ; y1n)′; y2 = (y21; : : : ; y2n)′, and B is the correlation function from
Condition A. Changing variables via the transformation

w2i
2
=
(ai

√
t − y1i)2

4�t
;

z2i
2
=
(ai

√
t − y2i)2

4�t
; i=1; : : : ; n

and utilizing basic properties of the slowly varying function L (see, e.g., Ivanov and
Leonenko, 1989, p. 56), we have, for 0¡�¡n=k; k¿1; and t → ∞,

 2k; i; j(t) =
2�k!
t

∫
�(a; t)

∫
�(a; t)

wizj�n(w)�n(z)Bk(
√
2�t|w − z|) dz dw

=
2�k!Lk(

√
t)

(2�)k�=2t1+(k�)=2

∫
�(a; t)

∫
�(a; t)

wizj�n(w)�n(z)
Lk(

√
2�t|w − z|)

|w − z|k�Lk(
√
t)
dz dw

= (2�)1−k�=2k!c1; i; j(k; �)
Lk(

√
t)

t1+(k�)=2
(1 + o(1)); k =1; 2; : : : ; t → ∞;

(5.4b)

where �(a; t) is de�ned by Eq. (3.4), and

c1; i; j(k; �)=
∫
Rn

∫
Rn

wizj�n(w)�n(z)
|w − z|k� dw dz; i; j; =1; : : : ; n:

In order to apply Lemma 4.4, we shall represent the rescaled solution appearing in
Theorem 3.1 (see Eq. (3.14)) in the following form:

t1=2+�=4

L1=2(
√
t)
Ttu(t; a

√
t)=

Xt + Yt

Ut
: (5.5)
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The random vectors Xt; Yt and the random variable Ut are de�ned via the formulae

Xt =C1 exp
{
− 1
8�2

}
t1=2+�=4

L1=2(
√
t)
Tt

∫
Dn(t)

a
√
t − y
t

g(t; a
√
t − y)H1(�(y)) dy; (5.6)

Yt = exp
{
− 1
8�2

}
t1=2+�=4

L1=2(
√
t)
Tt[St + Vt]; (5.7)

where

St =
∑
k¿2

Ck

k!
�k(t; a);

Vt =
∫
Rn\Dn(t)

a
√
t − y
t

g(t; a
√
t − y) exp

{
−�(y)
2�

}
dy

and

Ut = J (t; a
√
t) exp

{
− 1
8�2

}
; (5.8)

where J (t) is de�ned in Eq. (2.5).
Note, that C0�0(t; a)→ 0; t→∞ (the random vectors �k were introduced in

Eq. (5.4a)), that H1(u)= u; u∈R1; and that �(y); y∈Rn, is a Gaussian �eld (see
Condition A). So, the random �eld

�̃1 = �̃1(t; a)=C1e−1=8�
2 t1=2+�=4

L1=2(
√
t)
�1(t; a)

is also Gaussian, and in view of Eqs. (5.4a) and (5.4b) with k =1,

E�̃1�̃
′
1 = (�

2
ij(t))16i; j6n;

where

�2i; j(t)= (2�)
−1−�=2

∫
�(a; t)

∫
�(a; t)

wizj�n(w)�n(z)L(|w−z|√2�t)
|w − z|�L(√t)

dw dz; 0¡�¡n:

(5.9)

We note that, from Eqs. (3.4)–(3.5) and (5.9),

�2ii(t)= �211(t)=A1(t); i=1; : : : ; n

and

�2ij(t)= �212(t)=B1(t); i; j=1; : : : ; n; i 6= j:

By Lemma 4.8, for every t¿0, the random �eld

Xt = Tt�̃1(t; a);

where Tt =WtO, the matrices Wt and O de�ned by Eqs. (3.2) and (3.3), respectively,
has the standard Gaussian n-dimensional distribution. Thus, for all a; b∈Rn,

|P(Xt ∈�[a; b])− P(Nt ∈�[a; b])|=0; (5.10a)

so that we may choose K =0 in Lemma 4.4.
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From Lemma 4.6 and Eq. (5.7), for any �¿0 and an arbitrary �∈ (0; 1),

P (Yt =∈�[−�h; �h])6 P (AtTtSt =∈
∏
[−��h; ��h])

+P (AtTtVt =∈
∏
[−�(1−�)h; �(1−�)h]) ; (5.10b)

where

At =e−1=8�
2 t1=2+�=4

L1=2(
√
t)
= − 1

2�C1

t1=2+�=4

L1=2(
√
t)

and the matrix Tt =WtO is de�ned by Eq. (3.13).
For r6k, the function

A(w; z)=Br(
√
2�t|w − z|)− Bk(

√
2�t|w − z|)¿0:

Therefore,

 2r; i; j(t)

r!
−  2k; i; j(t)

k!
≡ 2�

t

∫
�(a; t)

∫
�(a; t)

�n(w)�n(z)A(w; z)

× dw1 · · · dwk−1d(w2k =2) dwk+1 · · · dwn dz1 · · · dzr−1
× d(z2r =2) dzr+1 · · · dzn¿0

and for r6k,

1
k!

 2k; i; j(t)6
1
r!

 2r; i; j(t);

so that, for 0¡�¡n=2,

q = tr E[AtTtSt][AtTtSt]′=A2t trWtO
∑
k¿2

(Ck=k!)2	tO′W ′
T

6
L(t)
t�=2

(2�)−�=2

(
1
C21

∑
k¿2

C2k
k!

)
trWtOPtO′W ′

t ;

where 	t; k =( k; i; j(t))16i; j6n, Pt =(pij(t))16i; j6n, with  k; i; j(t) de�ned by Eqs. (5.4a)
and (5.4b), and

pij(t)=(2�)−1−�=2
∫
�(a; t)

∫
�(a; t)

wizj�n(w)�n(z)L(|w − z|√2�t)
|w − z|2�L(√t)

dw dz; 0¡�¡n=2;

where �(a; t) is de�ned by Eq. (2.4) and w=(w1; : : : ; wn)′; z=(z1; : : : ; zn)′ ∈Rn: We
note that p11(t)=A2(t); p12(t)=B2(t); where A2(t) and B2(t) are de�ned by Eqs. (3.7)
and (3.8), respectively. We used the fact that the matrix O has negative elements only
on the diagonal.
From Lemma 4.7, we obtain

OPtO′=diag{A2(t) + (n− 1)B2(t); A2(t)− B2(t); : : : ; A2(t)− B2(t)};
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so that

q6
L(
√
t)

t�=2
(2�)−�=2

(
1
C21

∑
k¿2

C2k
k!

)

×
[
A2(t) + (n− 1)B2(t)
A1(t) + (n− 1)B1(t) + (n− 1)

A2(t)− B2(t)
A1(t)− B1(t)

]
: (5.11)

In view of Lemma 4.5 (in our case, s= q, and Z =(��)−1AtTtSt),

P (AtTtSt =∈�[−��h; ��h])

= P((��)−1AtTtSt =∈�[−h; h])

6P
(
max
16i6n

|Zi|¿1
)
6(��)−2

L(t)
t�=2

(2�)−�=2c3(�)Q1t(n; �; �); (5.12)

where

c3(�)=
1
C21

∑
k¿2

C2k
k!
=
1
C21

(∫ ∞

−∞
(e−u=2�)2�(u) du− C20 − C21

)

= [e1=2�
2 − (1− (2�)−2)e1=4�2 ][(2�)−2e1=4�2 ]−1

= 4�2[e1=4�
2 − 1− 1=4�2]

and

Q1t(n; �; �)=
A2(t) + (n− 1)B2(t)
A1(t) + (n− 1)B1(t) + (n− 1)

A2(t)− B2(t)
A1(t)− B1(t)

: (5.13)

It is obvious that

lim
t→∞Q1t(n; �; �)=Q1(n; �; �);

where Q1(n; �; �) is de�ned by Eq. (3.11).
It is also easy to see that

E[Vt][Vt]′=(
ij(t))16i; j6n;

where

|
ij(t)|6e
1=2�

t

∫
Rn\�(a; t)

∫
Rn\�(a; t)

|wiuj|�n(w)�n(u) dw du6const
e−t=�

t
: (5.15)

From Eqs. (5.10b), (5.12) and (5.15),

P (Yt =∈�[−�h; �h])6
1
�2

[
L(
√
t)

t�=2
1
�2
(2�)−�=2 · c3(�)Q1t(n; �; �) + (1− �)−2Rt

]
;

(5.16)

where, as t→∞,

Rt6const
e−t=�t�=2

L(
√
t)

: (5.17)
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We also note that

Ut − 1= e−1=8�2
∫
Rn

g(t; a
√
t − y)(e−�(y)=2� − e1=8�2 ) dy=�1(t) + �2(t) + �3(t);

(5.18)

where

�1(t)= e−1=8�
2
C1

∫
Dn(t)

g(t; a
√
t − y)�(y) dy;

�2(t)= e−1=8�
2

∞∑
k=2

Ck

k!

∫
Dn(t)

g(t; a
√
t − y)Hk(�(y)) dy;

�3(t)= e−1=8�
2
C1

∫
Rn\Dn(t)

g(t; a
√
t − y)(e−�(y)=2� − e1=8�2 ) dy:

Estimating and analyzing the limiting behavior of the above integrals shows that

Var �1(t)6(2�)−�=2−2Q2t(n; �)
L(t)
t�=2

; (5.19)

where

lim
t→∞Q2t(n; �)=Q2(n; �)=

∫
Rn

∫
Rn

�n(w)�n(z)
|w − z|� dw dz; 0¡�¡n;

Q2(n; �) is de�ned by Eq. (3.12), and

Var �2(t)6(2�)−�Q2t(n; 2�)
L2(

√
t)

t�
c4; c4¿0; (5.20)

Var �3(t)= o
(
L(
√
t)

t�

)
: (5.21)

So, from Eqs. (5.18)–(5.21),

P{|Ut − 1|¿�}6 1
�2

[
L(
√
t)

t�=2
(2�)−�=2−2�−2Q2t(n; �) +Wt

]
; (5.22)

where

Wt =o(t−�=2L(
√
t)); t→∞: (5.23)

Applying Lemma 4.4 to Eq. (5.5), and using Eqs. (5.9), (5.16), and (5.23), we obtain,
for any �¿0, that

K

(
t1=2+�=4

L1=2(
√
t)
Ttu(t; a

√
t); N

)

6K + P (Yt 6∈�[−�h; �h]) + P(|Ut − 1|¿�) + ��1(n) + �n
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6�1(n)�+
1
�2

[
L(
√
t)

(2t�)�=2

(
c3(�)Q1t(n; �; �)

�2
+

Q2t(n; �)
4�2�2

)

+(1− �)−2Rt +Wt

]
+ �n; (5.24)

because we may choose K =0 (see Eq. (5.10a)). In order to minimize the �rst two
terms of the right-hand side of inequality (5.24), set

�=
L1=3(

√
t)

t�=6
�−1=31 (2�)−�=6 1

�2

(
2c3(�)Q1t(n; �; �) +

Q2t(n; �)
2�2

)1=3
:

Thus, we arrive at the following inequality:

K

(
t1=2+�=4

L1=2(
√
t)
Ttu(t; a

√
t); N

)

6
L1=3(

√
t)

t�=6

{
�2=31

[
2

�2(2�)�=2

(
c3(�)Q1t(n; �; �) +

Q2t(n; �)
4�2

)]1=3}

+
L1=3(

√
t)

t�=6

{
�2=31

1
2

[
2

1
�2(4�)�=2

(
c3(�)Q1t(n; �; �) +

Q2t(n; �)
4�2

)]1=3

+
t�=2

L(
√
t)
(c5Rt + c6Wt)

}
+ o
(
L1=3(

√
t)

t�=6

)
;

where c5; c6¿0.
Now, the above inequality and the relationships (5:14), (5.17), (5.22) and (5.24)

imply Theorem 3.1.

6. Extensions and generalizations

Theorem 3.1 gives the convergence rate to zero of the Kolmogorov distance between
the rescaled solutions and the multivariate Gaussian law only for �∈ (0; n=2). On the
other hand, it follows from Theorems 2.1 and 2.2 (see also Albeverio et al., 1994;
Surgailis and Woyczynski, 1994a, b; Leonenko et al., 1994, 1995a) that the asymptotic
normality of the rescaled solutions of the Burgers’ equation is obtained for all �∈ (0; n)
(see, Condition A). As it turns out, our method is also applicable in the broader interval
�∈ (0; n) but at the price of slower convergence rates.

Theorem 6.1. Let u(t; x); (t; x)∈ (0;∞)×Rn; n¿1; be a solution of the initial-value
problem (2.1)–(2.2) with random initial data satisfying Condition A, and let N be an
n-dimensional Gaussian vector with zero mean and unit covariance matrix. Then, there
exists a �∈ (0; 12 ) such that

lim sup
t→∞

[
t�=2−��

L(t1=2−�)

]1=3
K

(
t1=2+�=4

L1=2(
√
t)
Ttu(t; a

√
t); N

)
632�2=31 �1=33 ; (6.1)
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where �1 is de�ned by Eq. (3.15),

�3 = �3(n; �; �)= 2c3(�)(2�)−�=2Q3(n; �; �)

and

Q3(n; �; �)=
F1 + (n− 1)F2
A1 + (n− 1)B1 + (n− 1)

F1 − F2
A1 − B1

(6.2)

with A1 and B1 de�ned by Eqs. (3.5) and (3.6), and

Fi=(2�)−1−�=2
∫
Rn

∫
Rn

|w1zi|�n(z)�n(w)
|w − z|� dz dw; 0¡�¡n; i=1; 2; (6.3)

and w=(w1; : : : ; wn)′, z=(z1; : : : ; zn)′ ∈Rn.

Proof. We follow the scheme of the proof of Theorem 3.1, including necessary mod-
i�cations. In particular, we have Eqs. (5.5), (5.6) and (5.9). Let us introduce the sets

Y1 = {w ∈ �(a; t); z ∈ �(a; t); |w − z|
√
2�t6t1=2−�};

Y2 = {w ∈ �(a; t); z ∈ �(a; t); |w − z|
√
2�t¿t1=2−�};

where �∈ (0; 12 ) is �xed.
We note that, for all k¿2,

 2k; i; j(t)6 ̃
2
k; i; j(t);

1
k!

 ̃
2
k; i; j(t)6

1
2
 ̃
2
2; i; j(t);

where, for k =1; 2; : : : ;

 2k; i; j(t)=
2�k!
t

∫
�(a; t)

∫
�(a; t)

wizj�n(w)�n(z)Bk(|w − z|
√
2�t) dw dz

and

 ̃
2
k; i; j(t)=

2�k!
t

∫
�(a; t)

∫
�(a; t)

|wizj|�n(w)�n(z)Bk(|w − z|
√
2�t) dw dz:

Hence,

 ̃
2
2; i; j(t) =

2�
t

(∫ ∫
Y1
+
∫ ∫

Y2

)
|wizj|�n(w)�n(z)B2(|w − z|

√
2�t) dw dz;

=U1(t) + U2(t):

On the set Y1, we have B2( : )61, and on the set Y2,

B2(|w − z|
√
2�t)6B(t1=2−�)B(|w − z|

√
2�t);

such that

U2(t)6
L(
√
t)

t1+�=2 B(t
1=2−�)Fi; j(t); (6.4)
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where

Fi; j(t)= (2�)1−�=2
∫ ∫

Y2
|wizj|�n(w)�n(z)

L(|w − z|√2�t)
|w − z|�L(√t)

dw dz; 0¡�¡n:

(6.5)

Note, that

(2�)−2 lim
t→∞Fi; j(t)=Fi; j =(2�)−1−�=2

∫
Rn

∫
Rn

|wizj|�n(w)�n(z)
1

|w − z|� dw dz

for 0¡�¡n; and F1;1(t) 6=F1;2(t), F1;1(t)=Fi; i(t); i=2; : : : ; n; F1;2(t)=Fi; j(t);
i; j=1; : : : ; n; i 6= j:
In view of Eq. (6.3), it is also clear that

F1 =Fi; i; i=1; : : : ; n; F2 =Fi; j; i; j=1; : : : ; n; i 6= j; F1 6=F2:

For U1(t), we have the estimate

U1(t)6c7e−t=�tn(1=2−�); c7¿0; (6.6)

so that, for 0¡�¡n, instead of Eq. (5.11), we obtain

q = tr E[AtTtSt] [AtTtSt]′

6 B(t1=2−�)

(
1
C21

∞∑
k=2

C2k
k!

)
Q3; t(n; �; �) + o(B(t1=2−�));

where

Q3; t(n; �; �)= (2�)−2
[
F1;1(t) + (n− 1)F1;2(t)
A1(t) + (n− 1)B1(t) + (n− 1)F1;1(t) + F1;2(t)

A1(t) + B1(t)

]
;

F1;1(t) and F1;2(t) are de�ned by Eq. (6.5). It is clear that

lim
t→∞Q3; t(n; �; �)=Q3(n; �; �);

where Q3(n; �; �) is de�ned by Eq. (6.1). Now, instead of Eq. (5.12), Lemma 4.5
implies that, for 0¡�¡n,

P (AtTtSt =∈�[−��h; ��h])

6
1

�2�2

[
B(t1=2−�)

1
(2�)�=2

c3(�)Q3; t(n; �; �) + o(B(t1=2−�))
]
: (6.7)

Hence,

P (Yt =∈�[−�h; �h])

6
1
�2

[
B(t1=2−�)

1
(2�)�=2

c3(�)Q3; t(n; �; �) + (1− �)−2Rt

]
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with

Rt =o(B(t1=2−�)) (6.8)

and from Eq. (5.18) we have

P(|Ut − 1|¿�)6
1
�2

R̃t ; R̃t =o(B(t1=2−�)): (6.9)

To apply Lemma 4.4 to Eq. (5.5) in the case 0¡�¡n, and utilizing Eqs. (6.7)–(6.9),
we obtain, instead of Eq. (5.24), the following estimate: for any �¿0,

K

(
t1=2−�=4

L1=2(
√
t)
Ttu(t; a

√
t); N

)

6�1�+
1
�2

B(t1=2−�)
[
c3(�)Q3; t(n; �; �)

�2(2�)�=2
+ o(B(t1=2−�))

]
+ �n: (6.10)

In order to minimize the right-hand side of Eq. (6.10), set

�=B1=3(t1=2−�)�−1=31 (2�)−�=6�−2(2c3(�)Q3; t(n; �; �))1=3:

Thus, we derive the following inequality:

K

(
t1=2+�=4

L1=2(
√
t)
Ttu(t; a

√
t); N

)
6

L1=3(t1=2−�)
t�=6−(��)=3

· 3
2
· �2=31 [�3(t)]1=3 + o(B1=3(t1=2−�));

where

�3(t)=
2c3(�)
(2�)�=2�2

Q3; t(n; �; �)→ �3; t→∞:

Theorem 6.1 follows directly from the last relationship.

Remark 6.1. All the results of this paper can be extended, without much additional
e�ort, to the more general parabolic limit (see, e.g., Albeverio et al., 1994; Surgailis
and Woyczynski, 1994a, b)

lim
�→∞

M (�)u(t�; x
√

�); t¿0; x∈Rn;

where M (�) is an appropriate normalizing matrix-valued function. For t=1, this limit
reduces to the limit considered in this paper, and we deliberately considered only the
simpler case to make our presentation more readable.
The proposed method is also applicable in the case of non-Gaussian limit distribu-

tions (see, Albeverio et al., 1994; Surgailis and Woyczynski, 1994a, 1994b; Leonenko
and Orsingher, 1995; Leonenko et al., 1994, and others), but additional modi�cations
are needed (see, Remark 4.1). We will return to that problem in another paper.

Acknowledgements

This research was supported, in part, by grants from the NSF, ONR and NRC. The
�rst-named author was also supported by Grant NSPU071034 from the International



N.N. Leonenko, W.A. Woyczynski / Stochastic Processes and their Applications 76 (1998) 141–165 163

Soros Science Education Program. The authors would also like to thank the referee for
careful reading of the manuscript and their help in improving the paper. In particular,
in the crucial Lemma 4.3, referee’s comments led to a better constant than the one
that appeared in the original manuscript.

References

Albeverio, S., Molchanov, S.A., Surgailis, D., 1994. Strati�ed structure of the Universe and Burgers equation;
a probabilistic approach. Probab. Theory Related Fields 100, 457–484.

Avellaneda, M., Avellaneda, E., W., 1995. Statistical properties of shocks in Burgers turbulence. Commun.
Math. Phys. 172, 13–38.

Basilevsky, A., 1983. Applied Matrix Algebra in Statistical Sciences.
Bhattacharia, R.N., Ranga Rao, R., 1976. Normal Approximation and Asymptotic Expansions. Wiley,
New York.

Bossy, M., Talay, D., 1994. Stochastic particles method for nonlinear PDE’s of Burgers type. Math. Comp.,
to appear.

Bossy, M., Talay, D., 1995. Vitesse de convergence d’un algorithme particulaire stochastique pur l’equation
de Burgers. C.R. Acad. Sci. Paris Ser. I. 320, 1129–1134.

Bossy, M., Talay, D., 1996. Convergence rate for the approximation of the limit law of weakly interacting
particles: application to the Burgers equation. Ann. Appl. Probab. 6, 818–861.

Bulinskii, A.V., Molchanov, S.A., 1991. Asymptotic Gaussianness of solutions of the Burgers equation with
random initial data. Theory Probab. Appl. 36, 217–235.

Burgers, J., 1974. The Nonlinear Di�usion Equation. Dordrecht, Amsterdam.
Chorin, A.J., 1975, Lecture Notes on Turbulence Theory. Publish or Perish, Berkeley, CA.
Deriev, I., Leonenko, N., 1997. Limit Gaussian behavior of the solutions of the multidimensional Burgers’
equation with weak-dependent initial conditions. Acta Appl. Math. 47, 1–18.

Dobrushin, R.L., Major, P., 1979. Non-central limit theorems for nonlinear functionals of Gaussian �elds.
Z. Wahr. Verw. Gebiete 50, 1–28.

Fan, H., 1995. Large time behavior of elementary waves of Burgers equation under white noise perturbation.
Commun. Partial Di�erential Equations 20, 1699–1723.

Florin, V.A., 1948. Some simple nonlinear problems of consolidation of water-saturated soils. Izv. Akad.
Nauk SSSR, Ot. Tech. Nauk 9, 1389–1397.

Forsyth, A.R., 1906. Theory of Di�erential Equations, Part IV – Partial Di�erential Equations, vol. VI.
Cambridge University Press, Cambridge.

Funaki, T., Surgailis, D., Woyczynski, W.A., 1995. Gibbs–Cox random �elds and Burgers turbulence. Ann
Appl. Probab. 5, 461–492.

Giraitis, L., Molchanov, S.A., Surgailis, D., 1993. Long memory shot noises and limit theorems with
applications to Burgers equation. In: Caines, P., et al. (Eds.), New Directions in Time Series Analysis,
Part II. Springer, Berlin, pp. 153–176.

Gurbatov, S., Malakhov, A., Saichev, A. 1991. Nonlinear Waves and Turbulence in Nondispersive Media:
Waves, Rays and Particles. Manchester University Press, Manchester.

Haensler, E., 1984. An exact rate of convergence in the functional central limit theorem for special martingale
di�erence array. Z. Wahr. Verw. Geb. 65, 523–534.

Hodges, S., Carverhill, A., 1993. Quasi-mean reversion in an e�cient stock market; the characterization of
economic equilibria which support Black–Scholes option pricing. Econom. J. 102, 395–405.

Holden, H., Lindstrom, T., �ksendal, B., Ub�e, J., Zhang, T.-S., 1994. The Burgers equation with noisy
force and the stochastic heat equation. Commun. Partial Di�erential Equations 19, 119–141.

Holden, H., Lindstrom, T., �ksendal, B., Ub�e, J., Zhang, T.-S., 1995. The stochastic Wick-type
Burgers equation. In: Etheridge, A. (Ed.), Stochastic Di�erential Equations. Cambridge University Press,
Cambridge, 141–161.

Hopf, E., 1950. The partial di�erential equation ut + uux = �uxx . Commun. Pure Appl. Math. 3, 201–230.
Hu, Y., Woyczynski, W.A., 1994. An extremal rearrangement property of statistical solutions of the Burgers
equation. Ann. Appl. Probab. 4, 838–858.

Hu, Y., Woyczynski, W.A., 1995a. Shock density in Burgers turbulence. In: Funaki, T., Woyczynski,
W.A. (Eds.), Nonlinear Stochastic PDE’s; Hydrodynamic Limit and Burgers Turbulence, IMA vol. 77.
Springer, Berlin, pp. 167–192.



164 N.N. Leonenko, W.A. Woyczynski / Stochastic Processes and their Applications 76 (1998) 141–165

Hu, Y., Woyczynski, W.A., 1995b. Limit behavior of quadratic forms of moving averages and statistical
solutions of the Burgers equation. J. Multivariate Anal. 52, 15–44.

Ivanov, A.V., Leonenko, N.N., 1989. Statistical Analysis of Random Fields. Kluwer, Dordrecht.
Karlin, S., Studden, W.J., 1966. Tchebyshe� Systems with Applications in Analysis and Statistics.
Interscience, New York.

Kofman, L., Pogosyan, D., Shandarin, S., Melott, A., 1992. Coherent structures in the Universe and the
adhesion model. Astrophys. J. 393, 437–449.

Kwapien, S., Woyczynski, W.A., 1992. Random Series and Stochastic Integrals: Single and Multiple.
Birkh�auser, Boston.

Leonenko, N.N., 1988. Sharpness of normal approximation of functionals of strongly correlated Gaussian
random �elds. Math. Notes 43, 283–298.

Leonenko, N.N., Deriev, I.I., 1995. Limit theorems for the solutions of multidimensional Burgers equation
subject to weak dependent random initial conditions. Theory Probab. Math. Statist. 51, 103–115.

Leonenko, N.N., Li, Z., Rybasov, K.V., 1995a. Non-Gaussian limiting distributions of solutions of
multidimensional Burgers equation with random data. Ukrainian Math. J 47, 330–336.

Leonenko, N.N., Parkhomenko, V.N., Woyczynski W.A., 1996b. Spectral properties of the scaling limit
solutions of the Burgers equation with singular data. Random Operators and Stochastic Equation. 4,
229–238.

Leonenko, N.N., Olenko, A.Ya., 1991. Tauberian and Abelian theorems for correlation function of
homogeneous isotropic random �elds. Ukrainian Math. J. 43, 1652–1664.

Leonenko, N.N., Orsingher, E., 1995a. Limit theorems for solutions of Burgers equation with Gaussian and
non-Gaussian initial data. Theory Probab. Appl. 40, 387–336.

Leonenko, N.N., Orsingher, E. Parkhomenko, V.N., 1995b. Scaling limits of solutions of the Burgers equation
with singular non-Gaussian data. Random Operators and Stochastic Equation 3, 101–112.

Leonenko, N.N., Orsingher, E., Parkhomenko, V.N., 1996a. On the rate of convergence to the normal law
for solutions of the Burgers equation with singular initial data. J. Statist. Phys. 82, 915–929 (Errata, ibid.
84, 1389–1390).

Leonenko, N.N., Orsingher, E., Rybasov, K.V., 1994. Limit distributions of solutions of multidimensional
Burgers equation with random initial data, I and II. Ukraininan Math. J. 46, 870–877, and 1003–110.

Michel, R., Pfanzagl, J., 1971. The accuracy of the normal approximation for minimum contrast estimates.
Z. Wahr. Verw. Gebiete 18, 73–84.

Molchanov, S.A., Surgailis, D., Woyczynski, W.A., 1995. Hyperbolic asymptotics in Burgers turbulence.
Commun. Math. Phys. 168, 209–226.

Molchanov, S.A., Surgailis, D., Woyczynski, W.A., 1997. Large scale structure of the universe and the quasi-
Voronoi tessellations of shock fronts in the Burgers turbulence in Rd. Ann. Appl. Probab. 7, 200–228.

Petrov, V.V., 1960. On the central limit theorem for m-dependent random variables. In Trudy Vsesoyuz.
Sov. Teorii Veroyat. Mat. Stat, Izd. Akadem. Nauk Armenskoi SSR. Erevan, pp. 38–44.

Petrov, V.V., 1995. Limit Theorems of Probability Theory. Sequences of Independent Random Variables.
Clarendon Press, Oxford.

Rachev, S.T., 1991. Probabilistic Metrics and the Stability of Stochastic Models. Wiley, New York.
Rosenblatt, M., 1968. Remarks on the Burgers equation. J. Math. Phys. 9, 1129–1136.
Rosenblatt, M., 1987. Scale renormalization and random solutions of Burgers equation. J. Appl. Probab. 24,
328–338.

Saichev, A.I., Woyczynski, W.A., 1997. Evolution of Burgers turbulence in presence of external forces.
J. Fluid Mech. 331, 313–343.

Shandarin, S.F., Zeldovich, B.Z., 1989. Turbulence, intermittency, structures in a self-gravitating medium:
the large scale structure of the Universe. Rev. Modern Phys. 61, 185–220.

Sinai, Ya.G., 1991. Two results concerning asymptotic behavior of solutions of the Burgers equation with
force. J. Statist. Phys. 64, 1–12.

Sinai, Ya.G., 1992. Statistics of shocks in solutions of inviscid Burgers equation. Commun. Math. Phys. 148,
601–621.

Surgailis, D., Woyczynski, W.A., 1994a. Scaling limits of solutions of the Burgers equation with singular
Gaussian initial data. In: Houdr�e, C., P�erez-Abreu, V. (Eds.), Chaos Expansions, Multiple Wiener–Itô
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