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Abstract
Purpose Road accidents have come to be considered a major
public health problem worldwide. The aim of many studies is
therefore to identify the main factors contributing to the sever-
ity of crashes.
Methods This paper examines a large-scale data mining tech-
nique known as association rule mining, which can predict
future accidents in advance and allow drivers to avoid the
dangers. However, this technique produces a very large num-
ber of decision rules, preventing decisionmakers frommaking
their own selection of the most relevant rules. In this context,
the integration of a multi-criteria decision analysis approach
would be particularly useful for decision makers affected by
the redundancy of the extracted rules.
Conclusion An analysis of road accidents in the province of
Marrakech (Morocco) between 2004 and 2014 shows that the
proposed approach serves this purpose; it may provide mean-
ingful information that could help in developing suitable pre-
vention policies to improve road safety.

Keywords Datamining . Association rules . Road accident .

Quality measurements . Multi-criteria decision analysis

1 Introduction

Data mining is defined as a non-trivial process of identifying
valid, novel, potentially useful and ultimately understandable
patterns in data [1]. Indeed, it is a vital part of business ana-
lytics and the most important trends in information technolo-
gy. It involves many common classes of tasks (clustering,
classification, association rules [2] etc.) which are designed
for knowledge discovery in databases (KDD).

Data mining techniques are widely used in several research
domains and have provided useful results to guide decision
makers. Many researchers [3–7] have studied the application
of data mining techniques in the domain of road accidents
through association rules mining. The association rule is a
powerful data mining technique for discovering a correlation
between variables in the database. It is based on statistical
analysis and artificial intelligence. This technique is particu-
larly appropriate for studying road accident data by consider-
ing conditional interactions between input datasets, extracting
frequent itemsets and then generating the association rules by
satisfying certain parameters such as the minimum support
and the minimum confidence. In this paper, the goal of the
proposed approach is not to optimize road safety, but to gen-
erate insights and sufficient knowledge to enable decision
makers to make the right optimization decision to avoid dan-
gerous routes and improve road safety. This approach consists
of two major steps; a rules generator using the Apriori algo-
rithm to extract association rules, and multi-criteria decision
analysis to evaluate and select the interesting rules from the
large set extracted.

The rest of the paper is organized as follows: Section 2
describes the related work of data mining and machine learn-
ing techniques for accident analysis, while Section 3 describes
the proposed methodology for extracting association rules and
the integration of multi-criteria decision analysis approach
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within the KDD process. Section 4 presents the results and a
discussion of these. In the last section, we conclude by sum-
marizing the work done in the study and describe the contri-
butions of this work.

2 Related work

According to the World Health Organization (WHO) [8],
1.24 million people die each year on the world’s roads, and
as many as 50 million are injured. In addition, the Centers
for Disease Control and Prevention (CDCP) have an-
nounced that road accidents cost 100 billion in medical
care every year. Furthermore, the Ministry of Equipment,
Transport and Logistics of Morocco [9] gives the statistics
of road accidents between 2004 and 2014, as shown in
Table 1. Road accidents involve not only loss of human
life but also property damage.

As a review of the literature shows, many data mining
techniques have been proposed to analyze road accidents.
In this context, Kuhnert et al. used CART and MARS to
analyze an epidemiological case-control study of injuries
resulting from motor vehicle accidents. They also identi-
fied potential areas of risk, largely caused by the driver
situation [10]. Ossenbruggen et al. [3] used logistic re-
gression models to analyze the factors involved in acci-
dents, and found that shopping areas were more danger-
ous than village sites. Sohn et al. [11] used the three data
mining techniques of decision trees, neural networks and
logistic regression to discover significant factors affecting
the severity of Korean road traffic. Subsequently, Mio
et al. [12] used a decision tree to analyze the severity of
traffic accidents. They found that fatal injury was caused
by many factors, among them seat belts, alcohol, and
lighting conditions.

Chang and Wong [13] developed a CART model to an-
alyze the relationship between drivers, severity of injury
and the highway environment. Sze and Wong [14] used
binary logistic regression and logistic regression diagnos-
tics to control for the influences of demographics and the
road environment. In addition, Abugessaisa [15] used clus-
tering and classification trees to carry out interactive ex-
plorations based on brushing and linking methods in order
to detect and recognize interesting patterns. Moreover,
Wong and Chang [16] used several methodologies to

discover factors involved in the severity of accidents, and
found that a dangerous accident was caused by a combina-
tion of different factors. Anderson [17] studied the spatial
patterns of road accident injury and used the resultant pat-
terns to create a classification system for road accident
hotspots. Zelalem [18] studied driver responsibility using
the ID3, J48, and multilayer perceptron (MLP) algorithms
to discover the related factors, and found that many factors
have a direct impact on the severity of accidents, such as
license grades and the driver’s age and experience.
Pakgohar et al. [19] used CART and multinomial logistic
regression (MLR) to explore the roles played by the char-
acteristics of drivers, and found that the CART method
provided relatively precise results. Demirel et al. [20] used
remote sensing for regional scale analysis and effective
management of environmental factors. They concluded
that this technology could be useful in the prevention of
some type of accidents. Wu et al. [21] used the global
positioning system (GPS) in the prevention of collision
accidents. Zhang et al. [22] concluded that the lack of use
of seat belts and inadequate training were also two impor-
tant factors. Sanmiquel [5] analyzed the main causes of
accidents using Bayesian classifiers and a decision tree.

Other association rule mining algorithms have been
widely used in the literature to extract frequent itemsets
and build decision rules. These algorithms are based pri-
marily on minimum support and the minimum confidence.
However, most of them produce a large number of results,
which prevents decision makers from making their own
selection of the most relevant ones. It is therefore impor-
tant to propose an approach that can help decision makers
to make their choice. Multi-criteria decision analysis
(MCDA) offers a powerful solution; its advantages include
taking into account the decision makers’ preferences and a
diversity of criteria. This paper proposes an approach to
association rule mining-based MCDA for analyzing road
accident data.

3 Proposed methodology

In this section, we discuss the various steps used in the con-
struction of our proposed methodology. We start by develop-
ing the association rule mining, as described below.

Table 1 Road accident statistics in Morocco between 2004 and 2014

2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

Death 3894 3617 3754 3838 4162 4042 3778 4222 1351 2632 2214

Injuries 80,150 77,264 82,651 89,264 98,907 102,743 98,472 102,011 102,011 61,207 28,150
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3.1 Association rule mining

The association rules technique is a powerful data mining meth-
od for discovering the relationship between variables in large
databases. It was proposed by Agrawal [2] for analyzing trans-
actional databases. It is defined as follows: let I = {i1,i2 …in}
denote the set of n binary items, and let D = {t1,t2 …tm} denote
the set of transactions. Each transaction inD has a unique Id and
contains a subset of items in I. The details are given in Table 2.

An association rule is defined as an implication of the form
A→ B such that A , B ⊂ I and A∩ B = ϕ. Each rule is com-
posed of two different sets of items, A and B, where A is
called the antecedent and B the consequent. To extract asso-
ciation rules, two measures are required: the support and the
confidence. The support is defined as the proportion of trans-
actions in the database which contain the items A. The formal
definition is (1):

Supp A→Bð Þ ¼ Supp A∪Bð Þ ¼ jt A∪Bð Þj
t Að Þ ð1Þ

The confidence determines how frequently items in B
appear in a transaction that contains A. The formal def-
inition is (2):

Confidence A→Bð Þ ¼ Supp A∪Bð Þ
Supp Að Þ ð2Þ

An initial step towards improving association rules algo-
rithms is to decompose the problem into two main steps. The
first is to find all itemsets that satisfy the minimum support;
this step is generally expensive, due to the requirement for
multiple passes over the database (see Fig. 1).

The second step is the generation of association rules.
This step is responsible for extracting all high-confidence
rules from the frequent itemsets found in the previous
step. The association rules technique has led to significant
gains in other areas and can also be used to improve the
transportation sector.

3.2 Multi-criterion decision analysis

Keeney and Raiffa’s [23] seminal book on MCDA defines
this as Ban extension of decision theory that covers any
decision with multiple objectives. A methodology for ap-
praising alternatives on the individual, often conflicting,
criteria, and combining them into one overall appraisal^.
Roy [24] distinguishes three types of problematic: choice,
sorting and ranking (see Fig. 2). Due to the large number of
extracted association rules, we are interested in the multi-

Table 2 Example of dataset with five transactions

ID Milk Bread Diapers Beer Cola Eggs

1 1 1 0 0 0 0

2 0 1 1 1 1 0

3 1 0 1 1 1 0

4 1 1 1 1 0 0

5 1 1 1 0 1 0

Fig. 1 An itemset lattice
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criteria sorting problematic, using an existing method
called ELECTRE TRI [25].

3.2.1 ELECTRE TRI

ELECTRE TRI is a multi-criteria sorting method that assigns
alternatives to pre-defined categories. Each category must be
characterized by a lower and upper profile. The details are
given in Fig. 3.

In the data mining field, the association rule algorithms
produce Pγ,a large number of extracted rules that do not allow
an expert to make their own selection of the most interesting.
To deal with this problem, the integration of MCDA, and
particularly the existing method known as ELECTRE TRI,
offers the ability to sort the results [26–29].

Let A=A= {a1, a2, a3, … , am}{a1, a2, a3,…,am} denote the
set of alternatives, C=A = {a1, a2, a3, … , am}{C1, C2,
C3,…,Ch} the set of categories, and B=A = {a1, a2, a3, … ,
am}{b1, b2, b3,…,bh} the set of profiles. The alternatives are
compared, not with each other, but with thresholds reflecting
the boundary between h categories. ELECTRE TRI assigns
alternatives to categories using two consecutive steps:

Step 1: Construct an outranking relation S by validating the
assertion aSbh, whose meaning is Ba is at least as good
as bh^, and build the degree of credibility σ(a, bh). The
assertion aSbh is considered to be valid if σ(a, bh)≻ λ,
λ being a Bcutting level^ such that λ ∈ [0.5, 1].

Determination of the outranking relation consists of the
following steps:

Computation of the partial concordance indices cj(a,bh):

c j a; bhð Þ
0 if g j bhð Þ−g j að Þ≥p j bhð Þ
1 if g j bhð Þ−g j að Þ≤q j bhð Þ

pj bhð Þ þ g j að Þ−g j bhð Þ
pj bhð Þ−qj bhð Þ otherwise

8
>><

>>:

ð3Þ

Computation of the concordance index c(a,bh):

C a; bhð Þ ¼ ∑ j∈FK jC j a; bhð Þ
∑ j∈FK j

ð4Þ

Computation of the discordance indices dj(a,bk):

d j a; bhð Þ
0 if g j bhð Þ−g j að Þ≤pj bhð Þ
1 if g j bhð Þ−g j að Þ≻qj bhð Þ

pj bhð Þ þ g j að Þ−pj bhð Þ
v j bhð Þ−pj bhð Þ otherwise

8
>><

>>:

ð5Þ

Computation of the credibility index σ(a, bh):

σ a; bhð Þ ¼ C a; bhð Þ ∏
j∈F

1−d j a; bhð Þ
1−C a; bhð Þ ð6Þ

where:

Kj is the weight of criteria j
Cj(a,bh) is the partial concordance index of criteria j
F = {j∈ F:dj(a,bh) > C(a,bh)}

The outranking relation is defined based on the index of
credibility σ(a,bh) and λ-cut indices as follows:

σ(a,bh) ≥ λandσ(bh,a) ≥ λ ⇒ aSbhand σ(bh, a) ≥ λ→
aSbh and bhSa ⇒ aIbh, a is indifferent to bh..
σ(a,bh) ≥ λandσ(bh,a) < λ ⇒ aSbh σ(a, bh) < λ and σ(bh,
a) ≥ λ→ a does not outrank bh and bhSa→bh outranks a.
σ(a,bh) < λandσ(bh,a) < λ ⇒ a does not outrank
bhandbhand bh does not outrank aa; in this case, a and
b are incomparable.

Fig. 2 MCDA problematic

Fig. 3 Definition of categories using limit profiles
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The values of σ(a, bh) and λ determine the preference be-
tween the alternative a and the profile bh. The alternatives are

not compared with each other, but with thresholds reflecting
boundaries between h categories. Three situations are then pos-
sible: aIbh indifferent, aRbh incomparable, and aSbh outranking.

Step 2: Assignment Procedures

Two assignment procedures, pessimistic and optimistic are
then available.

Pessimistic assignment: compare the alternative a succes-
sively to bi for i = h,h-1,..,0, then assign a to the category ch +
1(a→ ch + 1).

Optimistic assignment: compare the alternative a suc-
cessively to bi for i = 1…h. then assign a to the category
ch(a→ ch).

3.3 Proposed approach

Road accident analysis can be conducted using three different
categories of methods: analytical methods, statistical methods,
and simulation. Each method has certain strengths and weak-
nesses. Generally, simulation methods require sophisticated
resources, making them time-consuming. Analytical methods
are fast to apply but cannot be used in complex problems. Due
to the weakness of these methods, statistical methods are best
suited to our goal of understanding complex road accidents.
However, traditional statistical methods do not offer a high
level of automation when it comes to analyzing large data.

Fig. 4 The proposed approach

Fig. 5 The overall model
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Data mining is often used as an approach which integrates
concepts from statistics and artificial intelligence. Hence, it is
a powerful tool that can discover complex and hidden rela-
tionships in large datasets. It has a clear advantage over other
traditional statistical methods, particularly in the case of com-
plex systems; this is certainly the case in the current study of
road safety optimization.

To construct an adequate model for discovering interest-
ing rules from an accidents database, it is important to
integrate decision-making methods into the association
rule mining process, in order to improve the quality of
the extracted rules and build a performance model for road
accident analysis.

The proposed approach is divided into two modules. The
first is the association rules generator for extracting rules using
the Apriori algorithm. The second is the decision support mod-
ule for measuring the accuracy and relevance of results, as well
as helping the expert to make the right decision concerning
road network planning and new policies for road safety etc.
The details of the proposed approach are shown in Fig. 4.

The global process of the proposed approach is presented
in Fig. 5, wherein three steps are required. Firstly, pre-
processing of the data is carried out, for which we use an
extract transform load (ETL) tool to prepare and cleanse the
data. Secondly, the correlations between variables in the data
are extracted using the association rules technique, and the

Table 3 Road accident data attributes

Attribute name Attribute values Description

Accident_ID Integer Identification of accident

Accident_Type Fatal, Injury, Property Damage Accident type

Driver_Age < 20, [21–27], [28–60] > 61 Driver’s age

Driver_Sex M, F Driver’s sex

Driver_Experience <1, [2–4], >5 Driver’s experience

Vehicle_Age [1–2], [3–4], [5–6] > 7 Service year of the vehicle

Vehicle_Type Car, Truck, Motorcycle, Other Type of vehicle

Light_Condition Daylight, Twilight, Public Lighting, Night Light conditions

Weather_Condition Normal Weather, Rain, Fog, Wind, Snow Weather conditions

Road_Condition Highway, Icy Road, Collapsed Road, Unpaved Road Road conditions

Road_Geometry Horizontal, Alignment, Bridge, Tunnel Road geometry

Road_Age [1–2], [3–5], [6–10], [11–20] > 20 The age of road

Time [00–6], [6–12], [12–18], [18–00] Accident time

City Marrakesh, Casablanca, Rabat... Name of the city where the accident occurred.

Particular_Area School, Market, Shop... Where the accident occurred: in a school or market area.

Season Autumn, Spring, Summer, Winter Season of the year

Day Monday, Tuesday, Wednesday, Thursday,
Friday, Saturday, Sunday

Days of week

Accident_Causes Effects of Alcohol, Fatigue, Loss of Control,
Speed, Pushed by Another Vehicle, Brake Failure

Causes of accident

Number_of_Injuries 1, [2–5], [6–10],> 10 Number of injuries

Number_of_Deaths 1, [2–5], [6–10],> 10 Number of deaths

Victim_Age < 1, [1–2], [3–5] > 5 Victim Age

Fig. 6 Data model
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results are sorted according to the decision makers’ prefer-
ences using the ELECTRE TRI method. Finally, the results
are visualized using the arulesViz [30] package in R.

3.3.1 Variables setup

The accident data were obtained from the Ministry of
Equipment, Transport and Logistics [9] in the province of
Marrakech (Morocco) for the period 2003–2014. Each
road accident has a record in the police database; this con-
sists of various important attributes of the road accident.
We select a set of records as the input for the algorithm. In
order to identify the main factors that affect road accidents,
21 variables were used (see Table 3) [31]. These variables
describe characteristics of the accident (type of collision,
road users, injuries etc.), traffic conditions (maximum
speed, priority regulations etc.), environmental conditions
(weather, light conditions etc.), road conditions (road sur-
face, obstacles etc.), human conditions (fatigue, alcohol
etc.), and geographical conditions (location, physical char-
acteristics etc.). The data model used is given in Fig. 6; this
contains the data records related to the road accidents. In
the first step, the algorithm takes as input the accident

dataset, the minimum support and the minimum confi-
dence for mining the association rules.

In the second step, MCDA is used to evaluate the extracted
rules according to the decision makers’ preferences in order to
reduce the large number of rules, and shows only the most
relevant. An analysis of this information can produce good
results that can help decision makers to understand the factors
behind road accidents; hence, appropriate preventive efforts
can be undertaken.

3.4 Implementation

The new contribution of this work is the application of
these techniques to general business problems using com-
puterized approaches with graphical interfaces, meaning
that the tools are easy to use and available to business
experts. The technical architecture of the proposed ap-
proach is given in Fig. 7. The implementation is based
on R [32] and Shiny [33], the open-source programming
language and software environment for statistical comput-
ing and graphics. The server is composed of two compo-
nents: the Rstudio Server and R packages for association
rule mining and visualization. Shiny is an R package that

Fig. 8 Frequent itemsets

Fig. 7 Technical architecture
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makes it easy to build interactive web applications direct-
ly using R. The individual components are clients; these
are connected to a network and send a request to the

server, and the server responds accordingly. The web ap-
plication is interactive, scalable and suitable for road ac-
cident analysis.

Table 4 Extracted association rules

N Antecedent Consequent Support Confidence Lift

1 {} = > {Light_Condition = Day} 0.850 0.850 1.000

2 {Road_Geometry = Horizontal} = > {Light_Condition = Day} 0.300 1.000 1.176

3 {Drive_Age= [21–27]} = > {Light_Condition = Day} 0.300 1.000 1.176

4 {Day = Monday} = > {Light_Condition = Day} 0.300 1.000 1.176

5 {Road_Condition = Unpaved Road} = > {Light_Condition = Day} 0.300 0.857 1.008

6 {Causes = Speed} = > {Road_age= [11–20]} 0.300 0.857 1.905

7 {Victim_Age= [2–5]} = > {Light_Condition = Day} 0.300 0.857 1.008

8 {Number_of_injuries = 1} = > {Light_Condition = Day} 0.350 1.000 1.176

9 {Vehicle_Age = <5} = > {Light_Condition = Day} 0.300 0.857 1.008

10 {Time= [6–12]} = > {Light_Condition = Day} 0.350 1.000 1.176

11 {Road_age= > 20} = > {Season = Summer} 0.300 0.750 1.364

12 {Road_age= > 20} = > {Light_Condition = Day} 0.350 0.875 1.029

13 {Accident_Type = Fatal} = > {Weather_Condition = Clear} 0.300 0.750 1.364

14 {Accident_Type = Fatal} = > {Drive_Sex = M} 0.400 1.000 1.818

15 {Drive_Sex = M} = > {Accident_Type = Fatal} 0.400 0.727 1.818

16 {Accident_Type = Fatal} = > {Light_Condition = Day} 0.350 0.875 1.029

17 {Vehicle_Type = Car} = > {Light_Condition = Day} 0.350 0.778 0.915

18 {Road_age= [11–20]} = > {Light_Condition = Day} 0.350 0.778 0.915

19 {Drive_Sex = F} = > {Accident_Type = Injury} 0.450 1.000 2.000

20 {Accident_Type = Injury} = > {Drive_Sex = F} 0.450 0.900 2.000

21 {Drive_Sex = F} = > {Light_Condition = Day} 0.400 0.889 1.046

22 {Victim_Age= > 5} = > {Light_Condition = Day} 0.400 0.889 1.046

23 {Time= [12–18]} = > {Season = Summer} 0.450 0.900 1.636

24 {Season = Summer} = > {Time= [12–18]} 0.450 0.818 1.636

25 {Time= [12–18]} = > {Light_Condition = Day} 0.500 1.000 1.176

26 {Number_of_Injuries= [2–5]} = > {Road_
Geometry = Alignment}

0.350 0.700 1.273

27 {Number_of_Injuries= [2–5]} = > {Light_Condition = Day} 0.350 0.700 0.824

... … … … … …

53 {Time= [12–18] Season = Summer} = > {Light_Condition = Day} 0.450 1.000 1.176

54 {Light_Condition = Day Time= [12–18]} = > {Season = Summer} 0.450 0.900 1.636

55 {Light_Condition = Day Season = Summer} = > {Time= [12–18]} 0.450 0.818 1.636

56 {Season = Summer Number_of_Deaths= [2–5]} = > {Light_Condition = Day} 0.300 1.000 1.176

57 {Light_Condition = Day Number_of_Deaths= [25]} = > {Season = Summer} 0.300 0.750 1.364

58 {Weather_Condition = Clear Road_Geometry = Alignment} = > {Light_Condition = Day} 0.300 0.857 1.008

59 {Light_Condition = Day Road_Geometry = Alignment} = > {Weather_Condition = Clear} 0.300 0.750 1.364

60 {Weather_Condition = Clear Season = Summer} = > {Light_Condition = Day} 0.350 1.000 1.176

61 {Light_Condition = Day Weather_Condition = Clear} = > {Season = Summer} 0.350 0.700 1.273

62 {Drive_Sex = M Season = Summer} = > {Light_Condition = Day} 0.300 1.000 1.176

63 {Drive_Sex = M Weather_Condition = Clear} = > {Light_Condition = Day} 0.300 1.000 1.176

64 {Accident_Type = Fatal Driver_Sex = M Weather_Condition = Clear} = > {Light_Condition = Day} 0.300 1.000 1.176

65 {Accident_Type = Fatal Light_Condition = Day Weather_
Condition = Clear}

= > {Drive_Sex = M} 0.300 1.000 1.818

66 {Accident_Type = Fatal Driver_Sex = M Light_Condition = Day} = > {Weather_Condition = Clear} 0.300 0.857 1.558

67 {Driver_Sex = M Light_Condition = Day Weather_Condition = Clear} = > {Accident_Type = Fatal} 0.300 1.000 2.500
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4 Results and discussion

Following data cleansing, we select a set of significant records
which identify the factors related to road accidents. Then, we
apply the proposed approach using two steps. The first is the
extraction of association rules from datasets using the Apriori
algorithm with the minimum support = 0.33 to extract fre-
quent itemsets (see Fig. 8). This figure illustrates the itemsets
by frequency. The results are sensitive to the minimum sup-
port introduced in the first step of Apriori algorithm. The
second step is to generate the association rules from the fre-
quent itemsets previously extracted. The extracted rules are
given in Table 4.

To visualize the extracted rules, we use arulesViz [30] as an
R package extension; this implements several known and nov-
el visualization techniques such as matrix-, group-, and graph-
based visualization. The frequent itemsets are shown in Fig. 8.
The matrix-based visualization technique presents the ante-
cedent and consequent items on the X and Y axes. This tech-
nique is enhanced using a grouped matrix, by grouping the
extracted rules using clustering; an example of a grouped
matrix-based visualization is given in Fig. 9. The group of
the most interesting rules according to the lift (this measures
how far the antecedent and consequent rules are from inde-
pendence) are shown in the top left-hand corner of the plot.
There is one rule which contains BDriver_sex = M^, and two
other items in the antecedent (LHS); the consequent (RHS) is
BAccident_type = Fatal^.

Graph-based visualization uses vertices and edges (see
Fig. 10). The vertices typically represent items or itemsets,
and edges indicate a relationship between rules. Interestingmea-
sures are typically added to the plot as labels for the edges.

The Apriori algorithm and its derivatives provide an effec-
tive solution for the extraction of association rules. However,
these algorithms produce a large number of rules, preventing
decision makers from making their own selection of the most
interesting rules. To solve this problem, the integration of
multi-criteria decision analysis approach is useful in practice
for decision makers affected by redundancy in the extracted
rules [29–31]. In this context, we use the ELECTRE TRI
method, considering a set of extracted rules as the alternatives
and support, confidence and lift as the criteria.

The support used in the first step is to count frequent itemsets
using theApriori algorithm,which satisfies theminimum support
requirements defined by the user. This step is generally expensive
due to the use of multiple passes over the database. For the
second step, after the extraction of association rules in the form
of A→B, the support, confidence, and lift of each extracted rule
is computed using the Apriori algorithm. We use multi-criteria
decision support to prioritize the extracted rules; each method in
MCDS is based on the decision matrix (evaluation table), where
the values of this table are given by the decision makers (domain
expert) according to their preferences. In this case, we used

Fig. 9 Grouped matrix-based visualization
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minimum support = 0.33 to count frequent itemsets, and for the
MCDS we used the values computed by the algorithm as the

preference of decision makers in order to determine the perfor-
mance of our approach.

Table 5 gives the decision matrix (evaluation table), which
lists the rules as rows of the table and the criteria as columns.
Then, each rule/criteria combination is scored, with a weight
determined by the relative importance of the criteria, and these
scores are added to give an overall score for each option. The
scores for support and confidence vary between 0 and 1.

Decision matrix analysis is a useful technique for mak-
ing a decision. It is particularly powerful where there are a
number of good alternatives to choose from and many dif-
ferent factors to take into account. Decision matrix analysis
helps in deciding between several options where many dif-
ferent criteria are involved.

The second step of ELECTRE TRI is to define a set of
profiles according to the decision makers’ preferences; the
profiles b1 and b2 are the limits between categories A and B
and categories B and C (see Table 6).

Fig. 10 Graph-based
visualization with items and rules
as vertices

Table 5 Decision matrix

Rule/Criteria Support Confidence Lift

Rule1 0.85 0.85 1.00

Rule2 0.30 1.00 1.17

Rule3 0.30 1.00 1.17

Rule4 0.30 1.00 1.17

Rule5 0.30 0.85 1.00

Rule6 0.30 0.85 1.90

Rule7 0.30 0.85 1.00

Rule8 0.35 1.00 1.17

Rule9 0.30 0.85 1.00

Rule10 0.35 1.00 1.17

Rule11 0.30 0.75 1.36

Rule12 0.35 0.87 1.02

… … … …

Rule63 0.30 1.00 1.17

Rule64 0.30 1.00 1.81

Rule65 0.30 0.85 1.55

Rule66 0.30 0.85 2.50

Rule67 0.30 0.85 1.55

Table 6 Initial profiles
defining the category
limits

Profiles Support Confidence Lift

b1 0,5 1,0 1,2

b2 0,4 0,9 1,0
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Each alternative is compared to the profiles; the importance
of each criterion in decision making is reflected in predefined
threshold scores. The preference threshold p, the indifference
q, and the veto threshold v are given in Table 7. Moreover,
each criterion has a weight k, reflecting its contribution to the
final decision.

The third step is the computation of the concordance indexes
cj(a,bh) as in Eq. (3) and the discordance indexes dj(a,bk) as in
Eq. (5). The results are the outranking relations, which determine
the relationship between the rules and profiles. The parameter
that determines the preferred situation between the association
rules and the profiles bh is known as the cutting level, and its
default value is λ = 0.76. The evaluation of the association rules
using assignment procedures is shown in Table 8.

4.1 Discussion

Road safety is currently one of the government’s highest prior-
ities. Identifying and profiling black spots and black zones in

terms of accident-related data and location characteristics needs
to provide new insights into the complexity and causes of road
accidents, which, in turn, provide valuable input for government
actions. Data mining techniques have led to significant advances
in other areas and should also be used to improve this sector. The
use of inventory management systems tracking sensors gener-
ates a large amount of data; this appears to be a possible appli-
cation area for data mining, and there have been prior studies of
analyzing, optimizing and improving road safety in shipping and
transport logistics. The existing method of optimization has long
been computerized, but does not provide the type of insights that
are the goal of data mining. The goal of our proposed approach
is not to optimize transportation safety, but to generate insights
and sufficient knowledge to enable logistics managers to make
the right decision, thus enabling the optimization, the avoidance
of dangerous routes and improvements in road safety.

In this study, Table 8 shows the results of assigning rules
to categories (classes) C1, C2, and C3 such that the most
relevant category is C1. The extracted decision rules indi-
cate that fatal and injury-causing accidents occur mostly in
the following situations.

& The first most common cause of accidents is speeding.
Speed influences both the risk of a crash and its
consequences;

& Females have a direct impact on the accidents;
& Most accidents occur when lighting exists.
& The number of deaths and injuries is increasing, especially

in summer.
& Accidents frequently occur when the weather is clear.

Based on this study, it can be said that the integration of
multi-criteria decision analysis within knowledge discovery in
databases performs well and produces useful knowledge.
After eliminating the non-interesting rules, 32 significant rules
were obtained. The rest of the rules belong to the less inter-
esting categories interest. The most interesting rules are given
in Table 9.

The use of the Apriori algorithm and its derivatives
produces a large number of association rules. It is there-
fore difficult to extract useful insight from this wide range
of results. However, the integration of multi-criteria deci-
sion analysis approach within the association rules process
selects only the most relevant rules, according to the de-
cision makers’ preferences. The results are always sensi-
tive to the values of thresholds pj, qj, vj, and the decision
makers’ preferences.

There is a rich literature that describes the different tech-
niques and their outcomes in road accident analysis [4, 6,
15, 23, 34, 35]. These techniques have found an associa-
tion between drivers’ behaviors, weather conditions, light
conditions and the severity of accidents. However, the
large size of the database leads to a very high number of

Table 8 Assignment
procedures Rule C1 C2 C3

Rule1 ×

Rule2 ×

Rule3 ×

Rule4 ×

Rule5 ×

Rule6 ×

Rule7 ×

Rule8 ×

Rule9 ×

Rule10 ×

Rule11 ×

Rule12 ×

… … … …

Rule63 ×

Rule64 ×

Rule65 ×

Rule66 ×

Rule67 ×

Table 7 Parameters for the ELECTRE TRI method

Threshold Support Confidence Lift

weight (Kj) 0.5 1.0 1.2

qj(b1) 0.4 0.9 1.0

pj(b1) 0.5 1.0 1.2

vj(b1) 0.4 0.9 1.0

qj(b2) 0.5 1.0 1.2

pj(b2) 0.4 0.9 1.0

vj(b2) 0.5 1.0 1.2
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extracted rules, which cannot be explored further, and
which confuse decision makers. The results of our study
not only confirm an association between certain variables
but also show that the integration of MCDA allows deci-
sion makers to make their own selection of the most inter-
esting rules, according to their preferences and needs,
allowing the application of accident prevention efforts in
the identified areas for various categories of accidents.

In summary, the integration of the association rules
technique within multi-criteria decision analysis contrib-
utes to a better understanding of the dynamics of road
accidents and can provide meaningful information to help
decision makers and logistics managers to improve perfor-
mance in terms of transport quality and road safety optimi-
zation. Finally, the proposed approach has the following
major strengths:

& Mining and visualization of association rules
& Management of the interest level of association rules
& Reduction of the large number of extracted rules.
& Road accident analysis
& Improvements in road safety

5 Conclusion

In many countries, road transport often involves accidents, and
this affects transport and shipping services. Understanding
road traffic is extremely important in improving road safety.
In this paper, we propose an effective method for mining
strong and relevant association rules from a road accident
database. With the objective of identifying the hidden re-
lationships between the most common accidents, the road
accident dataset is analyzed using the association rules
technique. The proposed method uses efficient mining of
association rules. Furthermore, the integration of MCDA
within the association rule mining process provides a sus-
tainable solution by selecting only the most interesting
rules according to the decision makers’ preferences. In
particular, we study a set of rules extracted from the road
accidents database, considering the criteria most common-
ly used in the literature. We conclude that the application

of multi-criteria decision analysis to a set of extracted rules
can contribute to solving the problem that arises when
using traditional algorithms, in terms of redundancy and
a lack of interesting rules. Furthermore, the results indicate
that human and behavioral characteristics play an impor-
tant role in the occurrence of all traffic accidents. Finally,
the results show that the proposed approach serves its pur-
pose and can provide meaningful information which can
help in developing suitable prevention policies for improv-
ing road safety.

In further work, a new methodology combining this ap-
proach with other optimization methods will be applied in
the context of big data, using VANETs, Apache Kafka for
streaming, and machine learning to build a predictive model
for road safety.
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