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Abstract

Introduction The main differences between the deter-
ministic macroscopic models are to be found in pres-
sure expressions and representation of various phases
observed experimentally.

Methods In this paper, using the laws of fluid dynamics
and thermodynamics to describe the traffic flow reality,
a new expression of pressure is made and a second
order model is proposed.

Results It represents different traffic flow phases and,
thus, conditions for transition between phases become
clear. In addition, our approach suggests solutions to
a number of problems yet to be resolved. Afterwards,
simulations are presented which show some agreement
with experimental data.

Conclusion Finally, the proposed model highlights
different types of possible actions for traffic flow
control.
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1 Introduction

One of the widely used approaches for traffic flow
modelling is the macroscopic one in which the traffic
is considered as a particular continuous flow treated as
an atypical ideal fluid. In this case, we are interested
in the spatial and temporal evolution of the main state
variables p(x, ¢) and v(x, t), which respectively repre-
sent density and speed of cars located in point x at time
t on road. So the main objective here is to propose
models that can reproduce dynamic behaviours, such
as free flow, congested flow, synchronized flow, and
SO on.

The work presented in this paper is based on phys-
ical laws which we adapt to the reality and the par-
ticularity of traffic flow in order to obtain a realistic
dynamic model. Indeed, the traffic flow is a physical
system in which it is not easy to distinguish between
intrinsic behaviour effect and external actions. This
distinction is necessary to study the stability and control
problems of traffic flow. It would be thus desirable
to obtain a model as realistic as possible for simu-
lation, allowing us to highlight the possible actions
and to develop efficient algorithms for traffic flow
control.

The paper is organized as follows. In Section 2 we
review the main macroscopic models. The results ob-
tained are presented in the next three sections. Section 3
describes the principles of the proposed approach.
Based on these principles we build, in Sections 4 and 5, a
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macroscopic traffic flow model and its variants. Finally,
we present in Section 6 a numerical scheme used in our
case, and we conclude with some simulations.

2 Macroscopic traffic flow modelling

The modelling studies of traffic flow started in the thir-
ties. Greenshields [11] proposed an algebraic relation-
ship between the traffic speed and the traffic density.

V = Vnax (I — 0/ Pmax) (1)

where vy, and ppnax represent, the maximal speed and
the maximal density, respectively.

Thereafter, Lighthill and Whitham [17] and Richards
[28] proposed the first macroscopic model, called the
LWR model. However, this model does not represent
the whole diversity of traffic flow dynamics. The first
second order model was proposed by Payne [26] and
Whitham [29] in terms of state variables; speed and
density. This model, called the PW model, was criti-
cized by Daganzo [8] for, notably, its lack of physical
sense. Thereafter, Aw and Rascle [2], Colombo [4],
Helbing [13], Zhang [31] and Lebacque et al. [16] pro-
posed models to remedy the deficiency of the (LWR)
model as well as the shortcomings and contradictions
of the (PW) model.

Otherwise, Kerner [15] has been working on traffic
understanding and he has brought in the concept of
“Three-phase traffic theory”. Indeed, on the basis of
experimental studies, Kerner proposed three-phases:
Free flow, wide moving jams and Synchronized flow.
Colombo and Goatin, as for them, compared Kerner
experimental with fundamental diagram and suggested
that a good model must show two qualitatively different
behaviours (i.e. phases) [5-7].

3 Model design

Let us recall that all deterministic macroscopic mod-
els are based on analogy with ideal fluid flow. We
must note that the first significant adaptation resides
on the use of particle derivative [2], which provides
an anisotropic character to traffic flow. This ensures
that information propagation speed remains less than,
or equal to, traffic flow speed. Currently, the main
differences appear at the level of:

— Taking into account “multiphasic” hybrid aspect of
traffic flow

— Choosing the pressure expression according to
density
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Generally, the proposed expressions for pressure em-
anate from field of thermodynamics [1, 2, 19]. In the
approach presented here, we propose to deduce pres-
sure expression from that of internal energy “potential”
[21]. Thus, we shall consider the energy concept as the
starting point of the traffic flow modelling. Indeed, it
may be helpful to highlight the existence of several
dynamics for traffic flow and to determine the pressure
expression necessary to use from the analogy with fluid
flow. Of course, the expression of this energy must take
into account the specificity of the traffic. Furthermore,
the model must respect the quasi-totality of the con-
ditions (mentioned in [2, 4, 15]) to be physically valid.
Moreover, it has to show that coming back to the free
flow phase of vehicles at downstream front of jam must
be done intrinsically (without exogenous action).

The model presented below is based on two
assumptions.

— Elasticity principle is applicable
— There is an internal energy “potential”.

The first will take into account this singularity observed
experimentally, namely the existence of several phases
in traffic flow. The second will allow us to determine
the pressure expression according to density and road
characteristics.

3.1 Elasticity principle

A system is said to be elastic when it goes back to its
steady state after the disappearance of stress. The stress
can be of compression or expansion type and its effect
is stored in internal energy “potential” form.

Thus, with the disappearance of stress, a force, cre-
ated by this potential, brings the system back to its
steady state.

In the traffic case, when, for some reason, drivers
decelerate, they approach more and more to the ve-
hicles that precede them, which increases the density
with regard to the critical density. This situation stays
unchanged as long as the stress remains and we can
say that the system is in a metastable state. As soon
as this stress vanishes, the drivers, quite natural, ac-
celerate to reach their cruising speed (v.) which cor-
responds to critical density (o.). We have, therefore,
the emergence of an internal energy “potential” that
compensates, in this case, the loss of kinetic energy.
However, when traffic density becomes lower than the
critical density, drivers will not seek to return to the
critical density without external action. In other words,
they can travel freely (while respecting the limit speed
naturally !). We can, therefore, say that, in the traffic
case, only decompression force must be taken into
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account. The model should, therefore, allow this return
to steady state intrinsically. Thus, we should consider
elasticity phenomenon for the decompression case only

(i.e. p > pe).
3.2 Internal energy density and pressure
3.2.1 Pressure expression

Again, the reasoning is based on some analogies with
perfect fluid flow. So, we can consider that the internal
energy “potential” is stored in terms of pressure and
temperature [20], but only according to pressure for
traffic flow. To find the expression of this pressure,
we consider the first law of thermodynamics for a re-
versible process

dU = —pdV + TdS ©)

where U, V, T and S represent respectively the internal
energy, volume, temperature and entropy. Moreover,
as the traffic flow is seen as an isentropic fluid, we
have dS =0 and dU = —pdV. Besides, we get the
energy density from the relationship U = ¢ V. The total
differential gives

dU = edV + Vde = —pdV 3)
and hence
de
=— V—). 4
p=—(+Vrr) 4

The pressure expression depends on that which will
be given to internal energy density ¢. In other respects,
we can express this density as a function of p.

For this, we can use the following phenomenological
expression: [30] in [27]

2
(0 —p) +a (Vo) +... ®)

e(p) 2
where e(p) represents the density of internal energy
of the traffic flow which should vanish for steady state
(p = pc)- The first term in Eq. 5 is responsible for the
sound wave, where c is the equivalent of sound speed
in medium. The second term is responsible for the
dispersion of this wave. Afterwards, we will keep only
the first term in Eq. 5:

2

£(p) = ~— (p — po)? . (6)

2pc
To comply with the first assumption, the internal en-
ergy will be considered only in the congested traffic
flow case (ie only when p, < p < pmax) Which ensures,
at the same time, uniform property to €(p).

We have to develop Eq. 4 to obtain the closure
equation linking p to p. We know, on the one hand,
that the volume is equal to the inverse of the density.
On the other hand, according to the first assumption,
the internal energy has sense only for p. < p < Pmax
and it depends on the deviation from p,. It is the same
for volume V, which makes sense only for p > p.. So,
we consider the difference (o — p.) as the inverse of
volume V:

(p—p)=V"'20 ()
and rewriting Eq. 4 we have
de dp
=— V——). 8
p=-+ Vo) ®)

Making the necessary replacements, we obtain the clo-
sure equation

2

2pc

p=5—(p—pJ* ©)
We will use this expression during model building in-
stead of the pressure of a PW model [14, 26],

1
p=—=—Velp). (10)
PW
Were V.(p) and Tpw represent equilibrium speed and
reaction time.

3.2.2 Multiphasic traffic flow concept

We will use the concept of total energy to highlight mul-
tiphasic aspect of traffic flow. Indeed, total energy (con-
sidered as the Hamiltonian) [20] provides the number
of algebraically independent variables (state variables),
necessary and sufficient, for system dynamic represen-
tation. The others are deduced as closure equations.
Therefore, to obtain the total energy, we will take the
following expression as kinetic energy density:

1
€ = Epl)z. (11)

Then, the total energy density is written as

1 c?
e =e;+e(p)= 5,01)2 + 2 (0 — pe)*. (12)
C

This expression shows that we have two terms corre-
sponding to two forms of energy storage and, thus, at
the most, two state variables, namely, p and v.

We can already distinguish the following cases:

- P =P
There is no constraint on the traffic flow here, so
the internal energy vanishes. The expression of the
density of the total energy is reduced to e, = e =
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% pv?, ie we have only one form of energy storage
and, thus, one state variable. Then, p and v are
linked algebraically.
- Pe <P = Pmax

In this case, we should consider the total energy
density given by Eq. 12. This corresponds to the
presence of both forms of energy, which implies the
presence of two state variables.

We will have only one evolution equation in the first
case and two in the second. Thereafter, we distinguish
several possible scenarios depending on the value of
the density. Each one represents a particular phase of
traffic flow:

—  Free flow (p < p¢)
— Congested flow (p. < p < Pmax)
— Congested and saturated flow (0 = pPmax)-

4 Proposed expression

Naturally, the first equation to take into account is the
equation describing the vehicles conservation:

0;0 + 9y (ov) = 0. (13)

The second model equation is based on Newton’s law.
However, in order to take into account traffic flow
anisotropy, as [2, 4] and [31], we express the accelera-
tion according to particle derivative of pressure. So, we
consider the following expression:

dv dp
p— = = —_—— =
dt dx
In order to have an easy model to use, we consider
that acceleration is proportional to %%; then we must
replace variable v by a constant and take v = v.. This
choice allows us to have g. as the road characteristic.
We can then write

dv 1 dp

v _ _Ldp 15
Par = . di (15)

dpdt  ldp
vdt

= 14
dt dx (14)

Note that this expression, without the constant, is
similar to the initial form of the AR model [2].
By replacing pressure p with its expression (6), we

obtain

dp dpdp ¢ dp
L — 16
dt dodt p. dt (16)

and the speed evolution equation can be written as

dv c2( )dp
P =g PP

0 17)
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We put this expression into the following form:

2
C

POy + Vo) = _q_(p = Pc)
c

X (0p 4+ vOxp + pOxv — pokv). (18)

We obtain, then, the first expression of the speed evo-
lution equation:

2
oV + (v — q— (p — pc)) dyv = 0.

c

(19)

Substituting c by the expression (see Appendix), we get
the model equations

0o + 0y (pv) =0
20
{atv+(v—k(p—pc>)axv=o (20)
or in matrix form:
o v o oY _
() Grost)r (e
1 J— qe
Wlth k - (pmaxfpc)z
Remark

— The model depends explicitly on characteristic pa-
rameters of the considered road (po¢, ve and pmayx).

— The corresponding eigenvalues of this matrix are
hr=v—k(p—p) <v=»~.

— The system Eq. 21 is strictly hyperbolic for p > p..

— As (A2 < v) the wave velocities do not exceed the
traffic flow speed.

5 Various phases of the traffic flow
5.1 Free flow phase (p < p.)

According to the first assumption in Section 3, the
internal energy is nil. It remains the kinetic energy
which depends on the density and speed. Knowing
that state variables are those that appear in the energy
expression, we notice that either p or v can play the
role of state variable. Since state variables must be
linked algebraically, we take the vehicle conservation
equation as the evolution one and consider, as algebraic
relationship, a modified expression of the linear rela-
tionship (1):

{ dp +0x (pv) =0

0
V = VUmax — — (Vmax — Ve)
c

(22)

This modification allows us to take into account the fact
that the relationship is valid only for (p < p.).
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Remark The free flow case corresponds to the vanish-
ing of pressure forces. Therefore, the acceleration ex-
pression is reduced to % = ;v + vo,v. In other words,
we have the Burgers’ equation. This confirms the fact
that we have only one evolution equation.

We examine below the behaviours for which the
value of the density becomes, in same way or another,
lower than that of the critical density. We suggest clas-

sifying these dynamics in three main phases.

5.2 Congested phase and forced regime
(Pe < p < Pmax)

This phase represents the phenomenon known as
“moving jams”. In this phase, we will distinguish behav-
iour within the congestion from which occurs upstream.
Note that the origin derives from density and/or speed
deteriorations.

5.2.1 Speed deterioration ef fects

— Evolution at upstream of congestion

This case corresponds to the presence of a cluster
forced to drive at a speed determined by a given ve-
hicle, a leader. For instance, the presence of a truck,
travelling at a speed lower than the critical one,
compels the following vehicles to drive at its speed.
Then, a cluster is formed which moves at a speed
v(t, x) < v.. We have, therefore, the appearance
of an internal energy which compensates for the
reduction of the kinetic one. Note that the speed of
the leader represents exogenous distributed action.
This corresponds to a forced regime for a dynamic
system and to take it into account, we add a second
member to the second equation of the system (20):

00 + 3x (pv) =0

1
0+ (0 =k (p = ) v = — (51— v) 23)

where v;(x,#) and 7; represent, respectively, the
leader speed and a time constant.

— Evolution inside congestion
When the situation persists, the traffic flow tends
towards a metastable state, mentioned by Kerner
[15]. In the particular case when the leader speed
is constant and the situation continues, a station-
ary regime establishes at v = v;. Then a cluster is
formed, moving with constant speed. Note that this
case represents the so-called moving jam phenom-
enon for low v;(x, t) values.
To get the corresponding particular model, we
rewrite the system (23) with v = v;. We, therefore,

obtain a single equation that characterizes the clus-
ter that moves at a constant speed:

dp + videp = 0. (24)

In other words,we have a convective equation with
constant speed fixed by the leader. In contrast to
the free flow case, we do not have here an algebraic
relationship between p and v.

5.2.2 Density deterioration ef fects (bottleneck)

Several problems can cause a narrowing of the road-
way, for instance:

(a) presence of a large number of trucks that take up
a lane over a great distance.

(b) motorway services can reduce the number of
available lanes to users to ensure road mainte-
nance.

(c) accidents, as well as incidents of various kinds,
compel rescue services and/or authorities to close
lane.

In this case, we can divide the considered section of the
road into two zones where the characteristics are pgyo,
Vebo and pmaxbo Within the congestion and p., v and ppax
upstream of the congestion.

— Evolution inside congestion

The equations to be used in this case have to
reflect the temporary characteristics of the con-
cerned zone. Indeed, the maximum density is re-
duced, the reduction ratio depending on the nar-
rowing rate of the road. We should also change
the values of the critical density and critical speed
that must be adapted into the area. The model then
takes the form

{ dp + 9 (pv) =0

v+ (v —kpo(p — Pebo)) 0xv =0 (25)

where kp, = (pmm”:#.
Note that the zone concerned can move (case a) or
be fixed (cases b and c).

— Evolution at upstream of congestion
Upstream of the congestion, vehicles must slow
down to adapt their speed to that imposed by the
density of jam zone. This corresponds to the case of
the “follow-the-leader” seen above, but, here, the
leader is fictitious.

0o + 3x (pv) =0

B + (v — k (p — po)) v = (26)

(Vibo — V)
1bo
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The leader speed vipo < Vepo and it depends on den-

sity values within, and upstream of, the congestion.
5.3 Congested and saturated phase (0 = pPmax)

In this case, cars are bumper to bumper and form a
cluster that reaches the maximum density ppax. This
saturation may be caused by:

— an accident or incident that jams the whole road
— traffic lights that regulate highway access at the
ramps.

Both cases are part of the congested phase and forced
regime (Section 5.2), with a leader speed equal to zero
(vi(x,t) = 0). The model then takes the form

dp + 0y (pv) =0 |
v+ (v —k(p—pc) 0xv = ——v.

Ts

27)

We have, here, an exponential decrease in speed, with
7, as time constant, until the traffic stops. The traffic
flow reaches a stationary state corresponding to

90 =01ie p= pmax and v = 0. (28)
5.4 Congested phase and free regime (o, < p < Pmax)

Suppose that the traffic flow has been disrupted by
an exogenous phenomenon. This can be involuntary
and then corresponds to one of the previous cases.
Otherwise, it is voluntary, i.e. a consequence of traffic
control policy that we will discuss further. In both cases,
the traffic flow leaves a congested phase (metastable
state).

The phase presented here corresponds to the be-
haviour of downstream front of traffic flow after the
disappearance of the disturbance. In other words, this
represents the flow behaviour from the exit of the
metastable state to the free flow phase. In this case,
both state variables coexist, and we suggest using the
representation Eq. 20

{ dp + 3 (ov) =0

B+ (v — k (p — o)) v = 0 (29)

This corresponds to a congested phase, but with a
free regime in the sense that there is no external ac-
tion on the system. The system returns to the critical
state intrinsically (i.e. drivers accelerate to reach their
cruising speed). Indeed, in this case we have a second
order system with oscillatory behaviour. However, as
soon as the density reaches p. value, the “potential”
energy vanishes and the system switches to a free flow
behaviour governed by a first order model.
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6 Numerical scheme and simulation
6.1 Numerical scheme
Let us recall that the model obtained is an hyperbolic

system in a non-conservative (primitive) form. The
corresponding equations are

du+ A(w)du = f(u) (30)
where

_(P). _(V P

u_<v>’ A(u)_<0v—k(p—pc)> (1)

The eigenvalues of A(u) are real and f(u) is a source
term which take different expressions according to the
phase concerned.

The nonconservative product A(u)d,u makes the
integral resolution difficult because of the definition to
a weak solution of the problem Eq. 30. Indeed, A ()0, u
corresponds to two distribution products which does
not allow a weak solution of the problem in the classic
distribution framework. In the present work,we have
used numerical scheme based on the definition of the
weak solution given by [9]. In fact, the authors use the
concept of a family of paths ¢(s, ug, 1) to define weak
solutions for hyperbolic systems in non-conservative
form. Choosing a path connecting the left and right
sides (respectively u, and uy) of the discontinuity can
consider the product A (u)d,u as a Borel measure [9, 25]

Vs e[0,1] et u,u, €2

(,0(0, ulaur) Zu17 (p(lauhur):ur et(p(s’ ulaul):ul

We also have the following definition: [3, 24|
Given a family of paths ¢, a matrix function A, is
called Roe matrix if it satisfies

Yui,u, € Q, A, (g, u,) wehave N=2real eigenvalues
- A,(u,u)=AW) YueQ
Yu;, u, € Q,

1 8(,0
Ay (g, uy) (uy — uy) =/ A (o (s, up, 1)) a—ds
0 S
(32)

Here, we choose the simplest path i.e. segments
given by

Qs up,u) =u +s U —u).

So, Eq. 32 becomes

1
A, (ulvur):A A (g (ug, uyr, 5)) ds (33)
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Thereafter, we have used an extension of PRICE
(PRImitive CEntred schemes) [3]. The approximation
of Eq. 33 is ensured by Gauss-Legendre quadrature
with three points:

3
Ay (w,uy) = A (g ) = wi A (¢ (s, y, 57))

i=1

We reach an extended PRICE scheme, where 1 is the
identity matrix (2 x 2) [3]

n+l _ . n §

t _
U; u; T ( i+1/2 (”?ﬂ - ”7) + AiJfH/Z (”? - ”?71))

Fig. 1 First example: traffic

with
Aijrl/Z
ox
=25 <2A; (! ully)) — 5!
and
A?_—l/z
= .25(2A) (u} ")+5—x
=- o \Ui_1> U; st

I+

ot 2
- (A )’

ot

(a3 )

It is a scheme with the CFL stability condition.
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v F
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1 J
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G
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Remark The CFL condition states that VCFLg—; must
be less than or equal to one.

Let VCrL = Vmax In an anisotropic model case and
VCFL = Vmax + |co] in PW model case, where ¢, repre-
sents the sound speed in PW model.

So, to obtain the same accuracy 8x in both cases, we
must have the following equality:

Stpw * (Vmax + |Col) = 8t * vax; then Stpw > 6t

In other words, the simulation of PW model requires
more time.

6.2 Simulation examples

We have to use particular approximation algorithms [3, 25].
Hereafter, we present numerical simulation of some cases.

We consider position x € [0, Ig], where g represents
the length of the considered section of road. As in

Fig. 2 Second example: density
traffic flow behaviour in the Pmax | 17803
presence of a slow vehicle —— 29,6975
time (mn) | —— 445319
———59.3663
74.2007
——89.0717
i ——107.0122
P | i
€ \
| ] \ 1 \ / =
0 Ig/4 Ig/2 3lg/4 Ig
speed
Vmax L
—
v, N\ N\ \
v, f—
1 1 1 J
0 lg/4 lg/2 3lg/4 lg
Position
densit
110 i
time-out
{40
=
£ 55}
[0
£ {30

25
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the decomposition methods approach (compare for
instance to [12] and [18]), this considered section is
divided into several parts, with variable lengths, accord-
ing to phases concerned. The moving boundaries link
these parts, between them, by boundary conditions of
Dirichlet type. On the other hand, the conditions of
Neumann type are used at x =0 and x = [g. Then, a
front tracking is made according to time evolution [22].
Hereafter, we present numerical simulation of some
situations that show agreement between experimental
data and model proposed.

6.2.1 Example 1

This example illustrates the evolution of a cluster when
the light turns red, at a traffic light, at time r-/ and
then turns green at time g-I. We have at the same time
two phases, free and congested, connected by a moving
boundary (systems (22) and (29)). Curves show clearly
the evolution according to time of the junction between
them. Once the critical density is reached, the system
switches to the free flow (Fig. 1).

Numerical values wused for this
lg(roadlength) = 1 km

example:

Pmax = 100 vehicles/km
Vmax = 50 km/h
time g-/=41.5s

pe = 40 vehicles/km
ve = 30 km/h
time -/ =6.5s

6.2.2 Example 2

We show in this example the behaviour of traffic flow
in the presence of a vehicle rolling at low speed (less
than v, Fig. 2):

Time t Behaviour Systems of equations

involved in same time

Before time-in free flow Eq.22
At time-in cluster forming Egs. 22 and 23
From time-out Progressive Egs. 22 and 29
return to the
free flow

The specific numerical values for this example are:
lg(roadlength) = 100 km

pe = 40 veh./km
ve = 90 km/h

vy = 40 km/h
time-in =40 s

Pmax = 100 veh./km
Vmax = 130 km/h
position-in= 20 km
time-out= 78mn

7 Conclusion

We have proposed a model built on energy principles. It
has allowed us to give prominence to the multi-phases
behaviour, free and congested flows with their vari-
ous cases. The conditions of transition between phases
appear more clearly because they depend on classic
characteristics of the road in question (o, V¢, Pmax, €tC.)
unlike some anisotropic models as [1, 4, 6, 7, 10].
In the congested traffic case, the model takes into
account transient and stationary regimes. This led to
differentiation between representations of traffic flow
behaviour at the upstream of the congestion, within
it, and at the downstream of the congestion. Besides,
the cases of total traffic flow blocking can be repre-
sented by the model. However, the system becomes
more complex. Indeed, having different patterns on
adjacent sections of the same road requires the use of
special techniques. Nevertheless, the use of methods
such as domain decomposition, combined with parallel
computing, would overcome this difficulty.

The simulation examples presented above show that
the approach is promising. Nevertheless, further works
must be made to fit this model to real data [23]. The
resulting model has to be improved, notably by a better
constant choice in Eq. 14 and has to be completed
to take into account junctions and ramp access, for
instance.

Open Access This article is distributed under the terms of
the Creative Commons Attribution License which permits any
use, distribution and reproduction in any medium, provided the
original author(s) and source are credited.

Appendix

A. List of the abbreviations and symbols

AR Aw and Rascle model

LWR Lighthill, Whitham and Richards model
PW Payne and Whitham model
CFL Courant Friedrichs Lewy

e internal energy per length unit
Pe critical density

Pmax maximum density

e total energy per length unit

ex kinetic energy per length unit
Ve critical speed

Vmax maximum speed

Vep) equilibrium speed

Trw reaction time
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B. Determination of ¢ value

Integrating Eq. 12, we obtain an expression of total
energy, for p. < p < pPmax,

1 2
E(p,t) = 3 / <pv2 + 2(: (p — pc)z)dx = constant
L 124

(34)

where L represents the length of the road in question.
To obtain the expression of ¢, we write this total
energy for p = p., which is a constant

1 L
E(p,v) = —f pevedx = = pev? (35)
2 )L 2
and for p = pPmax
1 c?
Et(p, V) = _/ ~ (;Omax - :00)2 dx
2 )0 \2pc
L c?
- T (;Omax - IOC)2 (36)
2 pe
we obtain the expression
2
2= Lz (37)
(Pmax — Pe)
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