
Flothow et al. 
BMC Medical Research Methodology          (2023) 23:212  
https://doi.org/10.1186/s12874-023-02019-y

RESEARCH ARTICLE Open Access

© The Author(s) 2023. Open Access  This article is licensed under a Creative Commons Attribution 4.0 International License, which 
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the 
original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or 
other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line 
to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory 
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this 
licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/. The Creative Commons Public Domain Dedication waiver (http://​creat​iveco​
mmons.​org/​publi​cdoma​in/​zero/1.​0/) applies to the data made available in this article, unless otherwise stated in a credit line to the data.

BMC Medical Research
Methodology

Analytical methods for identifying 
sequences of utilization in health data: 
a scoping review
Amelie Flothow1*   , Anna Novelli1 and Leonie Sundmacher1 

Abstract 

Background  Healthcare, as with other sectors, has undergone progressive digitalization, generating an ever-
increasing wealth of data that enables research and the analysis of patient movement. This can help to evaluate 
treatment processes and outcomes, and in turn improve the quality of care. This scoping review provides an overview 
of the algorithms and methods that have been used to identify care pathways from healthcare utilization data.

Method  This review was conducted according to the methodology of the Joanna Briggs Institute and the Preferred 
Reporting Items for Systematic Reviews Extension for Scoping Reviews (PRISMA-ScR) Checklist. The PubMed, Web 
of Science, Scopus, and EconLit databases were searched and studies published in English between 2000 and 2021 
considered. The search strategy used keywords divided into three categories: the method of data analysis, the require-
ment profile for the data, and the intended presentation of results. Criteria for inclusion were that health data were 
analyzed, the methodology used was described and that the chronology of care events was considered. In a two-
stage review process, records were reviewed by two researchers independently for inclusion. Results were synthesized 
narratively.

Results  The literature search yielded 2,865 entries; 51 studies met the inclusion criteria. Health data from different 
countries ( n = 12 ) and of different types of disease ( n = 26 ) were analyzed with respect to different care events. 
Applied methods can be divided into those identifying subsequences of care and those describing full care trajecto-
ries. Variants of pattern mining or Markov models were mostly used to extract subsequences, with clustering often 
applied to find care trajectories. Statistical algorithms such as rule mining, probability-based machine learning algo-
rithms or a combination of methods were also applied. Clustering methods were sometimes used for data prepara-
tion or result compression. Further characteristics of the included studies are presented.

Conclusion  Various data mining methods are already being applied to gain insight from health data. The great 
heterogeneity of the methods used shows the need for a scoping review. We performed a narrative review and found 
that clustering methods currently dominate the literature for identifying complete care trajectories, while variants 
of pattern mining dominate for identifying subsequences of limited length.

Keywords  Health data, Claims data, Care pathway, Patient pathway, Pattern mining, Data mining method, 
Sequences, Scoping review

*Correspondence:
Amelie Flothow
amelie.flothow@tum.de
1 Chair of Health Economics, Technical University of Munich, 
Georg‑Brauchle‑Ring, Munich, Bavaria 80992, Germany

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/publicdomain/zero/1.0/
http://creativecommons.org/publicdomain/zero/1.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s12874-023-02019-y&domain=pdf
http://orcid.org/0000-0001-6313-0265


Page 2 of 17Flothow et al. BMC Medical Research Methodology          (2023) 23:212 

Background
Throughout the world, increasing quantities of data are 
being produced, collected, stored and processed on a 
continuous basis. This affects the most diverse areas of 
life. Following the approach of the International Data 
Corporation (IDC)  [1] the healthcare datasphere was 
found to be the sixth largest enterprise datasphere in the 
world in 2018. The storage volume amounted to 1,  218 
exabyte, which corresponds to 1, 218 × 109 gigabyte. It 
is expected that the growth rate of the healthcare data-
sphere will reach 36  % by 2025. This is higher than the 
growth of the global data sphere in all other industries.

The health care sector is characterized by routine data 
collection, leading to its accumulation in large databases. 
This includes, for example, data collected by health insur-
ance companies for billing purposes  [2], treatment data 
in hospitals, and databases of health data aggregated at 
a national or subnational level  [3]. Furthermore, the 
increased use of technology and digital health appli-
cations open up a new pool of health care data which 
may accelerate the growth in data volume. By applying 
advanced algorithms to this large corpus of data, the 
structured study and analysis of health data has great 
potential to provide valuable insight into care processes. 
In particular, the use of extensive real-life care data is a 
promising approach for the identification of care path-
ways. A care pathway, alternatively termed a sequence 
or trajectory, is constructed as a succession of (different) 
care events that take place within a fixed time horizon. If 
only part of the fixed time horizon is considered, we call 
it a subsequence or pattern, knowing that all sequences 
can also be interpretated as subsequences of a longer 
time horizon. Sequences of care can include events such 
as physician visits, the recording of a diagnosis, proce-
dures such as blood tests or non-invasive diagnostics, 
outpatient or inpatient surgeries, as well as medication 
prescription or emergency treatment at a hospital. Most 
care events correspond to health care utilized by the 
patient. Health care data collected in the ambulatory sec-
tor record the utilization behaviour of the patient and 
the treatment provided, which in turn is influenced by 
the recommendations of the physicians consulted. Most 
importantly, this enables the identification and analy-
sis of healthcare pathways. Exploratory analysis of such 
pathways, sequences, or patterns in comprehensive data 
can contribute to insight in multiple ways. It provides 
healthcare providers, researchers, and policymakers with 
a holistic view of the care situation of the patient popu-
lation under study  [4–6]. Depending on the time hori-
zon, it allows, for example, to investigate the continuity 
of long-term therapies and healthcare use of chronically 
ill patients  [4, 6, 7], or the inpatient pathways of hospi-
talization  [8, 9]. Comparison of identified empirical, 

real-world sequences with ideal, normative pathways or 
treatment recommendations from evidence-based treat-
ment guidelines can help identify gaps in care and devia-
tions from desired care pathways. Correlations with 
patient characteristics and supply-side factors can pro-
vide an even better picture of healthcare delivery in the 
patient population studied and identify starting points 
for further research [4, 5, 9]. The correlation of identified 
pathways with health outcomes is relevant for formulat-
ing care recommendations and improving or informing 
the design of normative pathways  [9, 10]. When devia-
tions from guidelines are identified, they can be targeted 
for interventions. In addition, healthcare pathway analy-
sis can be used to estimate future costs and anticipate 
needed resources [6].

Advanced algorithms make it possible to analyze the 
huge amount of existing health care data and to obtain 
real-world care pathways. The field of data analysis is 
very broad and is undergoing rapid growth. A range 
of algorithms, including machine learning techniques, 
are already being used to analyze health care data. This 
scoping review shall provide an overview of the methods 
previously used to identify sequences of care, focusing 
on utilization events in health data. Some existing litera-
ture has addressed related research questions. A litera-
ture review on clinical pathway modelling was published 
in 2019  [11]. It provides an overview of publications on 
clinical pathways in health care and was therefore limited 
to the clinical sector. The focus was placed on the inter-
section of Information Systems, Operational Research 
and industrial engineering. Other literature reviews focus 
on process mining to examine health care data. This 
includes a literature review with a search strategy that is 
strongly focused on process mining (“(“process mining” 
OR “workflow mining”)” [12, p. 377]) in primary care, 
published in 2018  [12], and a further literature review 
focusing again on process mining techniques (“(“process 
mining” OR “workflow mining”)” [13, p. 458]) to iden-
tify patterns of diseases, published in 2021 [13]. A forth 
publication presents an essential monitoring tool to con-
duct a systematic review of patients’ health care  [14]. A 
semi-automatic text mining method was used to extract 
the semantic perspective of the included studies and the 
results were further supplemented by hand. Only articles 
published between year 2000 and 2005 were considered. 
The existing literature shows that there is great interest 
in the analysis of health data. However, the research pre-
sented is either limited to pre-selected types of methods 
or considers a very limited period of time. The methods 
themselves are only considered at a basic level. In con-
trast, this review aims to provide a broad overview of 
the methods used to identify care pathways using health 
care utilization data, focussing on those that consider 
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the chronology of the events. The main features of the 
most commonly used methodological approaches are 
described. In particular, this scoping review conducts 
a systematic literature search to answer the following 
questions:

•	 What research objectives are answered in the 
included literature?

•	 What recent methods have been used to identify 
sequences of care in health data?

•	 How are the identified sequences represented?

The relations between the methodology used, the stated 
research objective, and the presentation of results 
are described. In addition, basic characteristics of the 
included studies are provided. This systematic review 
shall therefore provide a comprehensive overview of the 
existing literature and help researchers make informed 
methodological decisions for their own research. To our 
knowledge this is the first literature review focusing on 
this topic.

Methods
A scoping review was conducted to answer the stated 
research questions, following the methodology of the 
Joanna Briggs Institute (JBI) for scoping reviews [15] and 
the Preferred Reporting Items for Systematic Reviews 
(PRISMA) Extension for Scoping Reviews (PRISMA-
ScR) [16]. A study protocol was not submitted.

Eligibility criteria
Inclusion and exclusion criteria were defined to iden-
tify relevant studies that analyze health care data and 
identify chronological sequences of care events (also: 
care pathway). In particular, to be considered as eli-
gible a study must: 1. apply the method used on indi-
vidual, patient-focused and chronological care data, 2. 
describe the method applied or at least name the cho-
sen method, if the method is well-known, and 3. present 
the resulting care sequence considering a chronologi-
cal sequence of health care utilization events. Further, 
the datasets had to contain individual health data on 
health care utilization and be collected systematically 
(e.g. no questionnaire or reporting). Datasets including 
only the disease or medical values, as well as strongly 
aggregated data (e.g. in a temporal way or on a patient 
group level) were excluded. The method used had to be 
explained and take into account the chronology of care 
events. This leads to the specification of further condi-
tions on the applied method and on the presentation of 
the results. The method and the resulting care sequence 
must consider the chronological order of the data. 
There is no limitation of publication, of the number of 

included patients or of the origin of the data. A tabula-
tion of the inclusion and exclusion criteria is shown in 
Additional file 1, Part I.

Data sources and search strategy
To find literature to answer the stated research ques-
tion, the authors developed a search string combining 
inclusively the synonyms of three categories. First, the 
data basis: relevant studies must perform their analysis 
on real individual patient-related data. Keywords such 
as claims data, administrative data, electronic health 
records (EHR), electronic medical records (EMR), 
patient data and variations were included. Second, the 
applied method: studies must mention and describe 
the method used to analyze the data. Keywords such 
as data mining, sequence analysis, patient pathway 
analysis, clustering and others were included. Third, 
the presentation of the results: studies should provide 
a chronological sequence of care events. Combina-
tions of keywords such as patient, care, health, utili-
zation and trajectory, sequence, path and others were 
included. The keywords were kept as general as possi-
ble to keep pre-selection low. Keywords were selected, 
chosen and supplemented based on a preliminary lit-
erature search conducted by two authors (AF, AN). The 
search strategy was applied to four different databases 
(MEDLINE via PubMed, Scopus, EconLit, Web of Sci-
ence) to cover a wide range of literature thematically 
and thus identify relevant studies in the fields of eco-
nomic, engineering and health science. The search was 
limited to English language articles published between 
January 1, 2000 and March 16, 2021 to provide as com-
plete an overview as possible of the methods used. As a 
Scoping Review is intended to provide an overview of 
the existing literature, the type of publication was not 
restricted. The full search strategy for all databases is 
shown in the Additional file 1, Part II.

Study selection
All studies found as part of the search strategy were sum-
marized and duplicates were identified and removed. 
Eligible articles were selected in a two-step approach 
by two reviewers (AF and AN). In the first step, the two 
reviewers examined the titles and abstracts of the iden-
tified articles for their eligibility. In the second step, the 
full texts of the remaining articles were checked for eli-
gibility. To determine inter-rater agreement between 
the two reviewers, Cohen’s Kappa was calculated after 
both phases. Disagreements were resolved by discussion 
between the reviewers. Eligibility criteria were specified 
during this process. The software tools used included 
EndNote for initial duplicate identification, Rayyan  [17] 
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for screening stage one, Microsoft Excel for screening 
stage two and R to construct the resulting figures.

Data extraction and synthesis
The categories for data extraction were determined dur-
ing the second phase, incorporating the recommenda-
tions of the Joanna Briggs Institute (JBI) methodology 
for data extraction. For each record in the final result set, 
the following data were extracted: general information 
(authors, title, year of publication), general information 
about the data (types of data, setting of the data e.g. sta-
tionary or ambulatory, origin country of the data, num-
ber of included data sets), context about the study setting 
(disease or characteristic of the population, observation 
time, year of first considered data set, variables used), 
information about the applied methodology including 
used software, presentation of the results and the stated 
aim of the study. Results were synthesized narratively. 
Extracted information was compiled in Microsoft Excel. 
The data extraction file is shown in Additional file 2.

Results
The search strategy yielded 2,865 distinct articles. The 
titles and abstracts of 120 articles met the eligibility cri-
teria (screening stage 1). To determine the degree of 
agreement between reviewers, Cohen’s Kappa was cal-
culated. The two reviewers had high agreement in their 
decisions (Cohen’s kappa = 82  %). Subsequently, the 
full texts of the 120 studies were reviewed for eligibil-
ity. The degree of agreement between the two reviewers 
decisions was again very high (Cohen’s kappa = 83  %). 
A Cohen’s Kappa within 0.81 an 1.0 indicates an almost 
perfect agreement between two reviewers  [18]. A total 
of 51 articles were identified that met the defined inclu-
sion criteria. The Preferred Reporting Items for Scoping 
Reviews (PRISMA) Diagram in Fig. 1 shows the process 
in detail. For more detailed information on inclusion 
decisions for calculating Cohen’s Kappa, see Additional 
file 1, Part III. An overview of all included studies is pre-
sented in Table 1. In the following, a structured overview 
of the existing literature shall be provided. First, general 

Fig. 1  PRISMA diagram of the study selection process
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Table 1  Overview of all includes studies including author, title, year and reference

Author Title Year Ref.

Alharbi et al. Towards Unsupervised Detection of Process Models in Healthcare 2018 [19]

Baker et al. Process mining routinely collected electronic health records to define real-life clinical pathways during chemo-
therapy

2017 [20]

Bobroske et al. The bird’ss-eye view: A data-driven approach to understanding patient journeys from claims data 2020 [21]

Cerquitelli et al. Exploiting clustering algorithms in a multiple-level fashion: A comparative study in the medical care scenario 2016 [22]

Charles-Nelson et al. Analysis of Trajectories of Care After Bariatric Surgery Using Data Mining Method and Health Administrative Informa-
tion Systems

2020 [23]

Chen et al. A fusion framework to extract typical treatment patterns from electronic medical records 2020 [24]

Chen et al. A data-driven framework of typical treatment process extraction and evaluation 2018 [25]

Cheng et al. Medical Insurance Data Mining Using SPAM Algorithm 2017 [26]

Cherrie et al. Use of sequence analysis for classifying individual antidepressant trajectories to monitor population mental health 2020 [27]

Chiudinelli et al. Mining post-surgical care processes in breast cancer patients 2020 [28]

Concaro et al. Mining Health Care Administrative Data with Temporal Association Rules on Hybrid Events 2011 [29]

Dagliati et al. Careflow Mining Techniques to Explore Type 2 Diabetes Evolution 2018 [30]

Dauxais et al. Discriminant chronicles mining: Application to care pathways analytics 2017 [31]

Egho et al. A contribution to the discovery of multidimensional patterns in healthcare trajectories 2014 [32]

Esmaili et al. Multichannel micture models for time-series analysis and classification of engagement with multiple health services: 
An application to psychology and physiotherapy utlization patterns after traffic accidents

2021 [33]

Estiri et al. High-throughput phenotyping with temporal sequences 2020 [34]

Han et al. Hospitalization Pattern, Inpatient Service Utilization and Quality of Care in Patients With Alcohol Use Disorder: 
A Sequence Analysis of Discharge Medical Records

2020 [35]

Hilton et al. Uncovering Longitudinal Healthcare Behaviors for Millions of Medicaid Enrollees: A Multi-State Comparison of Pedi-
atric Asthma Utilization

2018 [36]

Honda et al. Detection and visualization of variants in typical medical treatment sequences 2017 [37]

Hur et al. Facilitating the Development of Deep Learning Models with Visual Analytics for Electronic Health Records 2020 [38]

Kempa-Liehr et al. Healthcare pathway discovery and probabilistic machine learning 2020 [39]

Ku et al. Patient pathways of tuberculosis care-seeking and treatment: an individual-level analysis of National Health Insur-
ance data in Taiwan

2020 [40]

Lakshmanan et al. Investigating clinical care pathways correlated with outcomes 2013 [10]

Lambert-Coté et al. Adherence trajectories of adjuvant endocrine therapy in the five years after its initiation among women with non-
metastatic breast cancer: a cohort study using administrative databases

2020 [7]

Le et al. Analyzing Sequence Pattern Variants in Sequential Pattern Mining and Its Application to Electronic Medical Record 
Systems

2019 [41]

Le Meur et al. Mining care trajectories using health administrative information systems: the use of state sequence analysis to assess 
disparities in prenatal care consumption 

2015 [42]

Li et al. Efficient Mining Template of predictive Temporal Clinical Event Patterns From Patient Electronic Medical Records 2019 [43]

Meng et al. Temporal phenotyping by mining healthcare data to derive lines of therapy for cancer 2019 [44]

Najjar et al. A two-step approach for mining patient treatment pathways in administrative healthcare databases 2018 [45]

Nuemi et al. Classification of hospital pathways in the management of cancer: Application to lung cancer in the region of bur-
gundy

2013 [46]

Oh et al. Type 2 Diabetes Mellitus Trajectories and Associated Risks 2016 [47]

Ou-Yang et al. Mining Sequential Patterns of Diseases Contracted and Medications Prescribed before the Development of Stevens-
Johnson Syndrome in Taiwan

2019 [48]

Perer et al. Mining and exploring care pathways from electronic medical records with visual analytics 2015 [49]

Pokharel et al. Representing EHRs with Temporal Tree and Sequential Pattern Mining for Similarity Computing 2020 [50]

Rama et al. AliClu - Temporal sequence alignment for clustering longitudinal clinical data 2019 [51]

Rao A. et al. Sequence Analysis of Long-Term Readmissions among High-Impact Users of Cerebrovascular Patients 2017 [52]

Rao A. et al. Common Sequences of Emergency Readmissions among High-Impact Users following AAA Repair 2018 [53]

Rao G. et al. Identifying, Analyzing, and Visualizing Diagnostic Paths for Patients with Nonspecific Abdominal Pain 2018 [54]

Righolt et al. Classification of drug use patterns 2020 [55]

Roux et al. Use of state sequence analysis for care pathway analysis: The example of multiple sclerosis 2018 [6]

Solomon et al. The sequence of disease-modifying anti-rheumatic drugs: pathways to and predictors of tocilizumab monotherapy 2020 [56]
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characteristics of the included studies are given. Second, 
the first research question “What research objectives are 
answered in the included literature?” is presented. The 
main research question “What recent methods have been 
used to identify sequences in health data?” follows in 
more detail. Third, the question “How are the identified 
sequences represented?” is discussed. Finally, the stated 
aim, the method used, and the presentation of the results 
are placed in context. For better readability, references to 
the studies in interest are given in the tables, directly in 
the text or can be found in the Additional file 2.

General characteristics of identified studies
Most articles were published in the last five years (35, 
68  %) (2017-2021). Many articles were also published 
in the previous five years (14, 27  %) (2012-2016). Only 
two articles (4 %) were published in the entire preceding 
period under consideration (2000-2011).

Data source and data information
Administrative data were used in the majority of the 
included studies (22, 43  %) to construct the sequences, 
followed by Electronic Health Record Data (EHR, 11, 
22 %) and Electronic Medical Data (EMR, 9, 18 %). The 
different data types are briefly introduced. Administra-
tive data or claims data are routinely collected data that 
include diagnoses, treatments, medications, procedures 
and outcomes given. They are submitted to payers and 
used for billing and administrative purposes  [63, 64]. 
EHR are continuously captured and maintained by the 
provider and contain a patient’s medical history in elec-
tronic form. It includes all relevant clinical patient infor-
mation such as demographic data, medication, vital 
signs, lab data, medical history, health issues, immuni-
zations and radiology reports  [65]. EMR are collected 
by individual providers and include, among others, vital 

signs, lab results, non-prescriptive drugs, patient surveys, 
patient habits (alcohol use, smoking) and information 
recorded by members of the disease management  [63]. 
The data used by a further nine studies (9, 18 %) were not 
assigned to any of these types. Some studies (3, 6 %) use 
data from the publicly available U.S. database MIMIC III 
(Medical Information Mart for Intensive Care III). Other 
studies use hospital data, outpatient encounter data or 
data of accidents and the utilization of psychologist and 
physiotherapists. Considering the sector in which the 
data arose, most articles (11, 22 %) focus on the hospital 
sector, some (4, 8 %) focus on the ambulatory/outpatient 
sector, and the remaining articles (36, 71 %) do not spec-
ify the sector. The country of origin varies. Most articles 
(17, 33  %) analyze data from the USA. French data are 
analyzed in seven studies (14  %), and data from United 
Kingdom, Italy and China are each considered in four 
studies (8 %). Three articles (6 %) examine Canadian data. 
Japanese and Taiwanese data are considered in two stud-
ies (4 %). A single study was found for Australia (1, 2 %), 
Germany (1, 2 %), New Zealand (1, 2 %) and Portugal (1, 
2 %). In some cases (4, 8 %) the country of origin was not 
clearly defined. Looking at the entire list of authors of the 
articles included in each case, several overlaps in author-
ship were identified. This includes two articles consider-
ing Japanese data [37, 41], four articles using Italian and 
French data  [28–31], two articles using British data  [52, 
53], four studies using mainly Chinese data [9, 61, 62, 66], 
two more articles using Chinese data [24, 25] and another 
five articles using data from various countries  [10, 37, 
43, 49, 59]. The bibliography contains more information 
about the authors of the studies.

Population and sample size
In the selected studies, many different criteria were used 
to select the cohort of patients under consideration. To 

Table 1  (continued)

Author Title Year Ref.

Sun et al. Mining information dependency in outpatient encounters for chronic disease care 2013 [57]

Vanasse et al. Healthcare utilization after a first hospitalization for COPD: a new approach of State Sequence Analysis based 
on the ?6W? multidimensional model of care trajectories

2020 [5]

Vogt et al. Applying sequence clustering techniques to explore practice-based ambulatory care pathways in insurance claims 
data

2017 [58]

Wang et al. A framework for mining signatures from event sequences and its applications in healthcare data 2013 [59]

Wright et al. The use of sequential pattern mining to predict next prescribed medications 2005 [60]

Yan et al. Learning Clinical Workflows to Identify Subgroups of Heart Failure Patients 2016 [8]

Zhang et al. On Learning and Visualizing Practice-based Clinical Pathways for Chronic Kidney Disease 2014 [61]

Zhang et al. Innovations in Chronic Care Delivery Using Data-Driven Clinical Pathways 2015 [62]

Zhang et al. On clinical pathway discovery from electronic health record data 2015 [9]

Zhang et al. Paving the COWpath: Learning and visualizing clinical pathways from electronic health record data 2015 [66]
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provide a unified grouping for comparison in this scop-
ing review, patients’ characteristics are classified using 
the categories of International Statistical Classification 
of Diseases and Related Health Problems 10th Revision 
(ICD-10) coding  [67]. The ICD-10 chapters of patient 
characteristics of the included studies are displayed 
in Table  2. Most studies analyze the health care data of 
patients with diseases of the circulatory system (ICD-
10 chapter 9; 10, 20 %), such as heart diseases (6, 12 %) 
and stroke (2, 4 %), or data from patients with endocrine, 
nutritional and metabolic diseases (ICD-10 chapter  4; 
10, 20 %). Studies of patients with endocrine, nutritional 
and metabolic diseases focus largely on patients with a 
type of diabetes as main criterion (9, 18 %) and one study 
included patients with obesity after a bariatric surgery (1, 
2  %). Eight studies (16  %) analyzed the data of patients 
with neoplasm. The treatment of lung cancer (3, 6  %), 
breast cancer (2, 4 %), breast or colorectal cancer (1, 2 %) 
and the transurethral resection of a bladder tumor (2, 
4 %) was also studied. Some studies (4, 8 %) by concur-
ring authors analyzed data of patients with chronic kid-
ney disease which is a disease of the genitourinary system 
(ICD-10 chapter  14). Two publications considered data 
sets of rheumatoid arthritis patients (2, 4  %) and two 
publications pregnant women (2, 4 %). Other criteria for 
inclusion of individual data sets included the analysis of 
surgical pathways and a selection of different diseases. 
The observation period considered in the included arti-
cles range from 14 days to 24 years. Most studies consid-
ered time horizons between one year and 10 years (24, 
47  %), some studies analyzed longer observation peri-
ods (10, 20  %) and a smaller number examined shorter 

observation periods (5, 10 %). Eleven studies (22 %) did 
not specify the length of the time horizon. The date of the 
first data collection of all considered studies was between 
1991 and 2005. The median year of the first data collec-
tion was 2009. According to the definition of eligibility, 
the included articles used individual patient data. The 
size of the patient population in the different articles var-
ies. In a few articles with a comparatively small popula-
tion, fewer than 500 patients were studied (8, 16 %). Most 
articles analyzed between 500 and 2,000 (14, 27  %) and 
between 2,000 and 20,000 (19, 37  %) patients. Other 
studies looked at between 20,000 and 200,000 patients 
(9, 18  %), with only one study analyzing over 200,000 
patients (1, 2 %). The median number of patients consid-
ered was 2,581.

Use of variables
The included studies considered different kinds of uti-
lization events to identify sequences of care. The differ-
ent events, used as variables in the technical models, are 
summarized by grouping them into types of events. Some 
studies used multiple types of (utilization) events, which 
is why the total exceeds 100%. Medical and diagnos-
tic procedures were often used (28, 55  %) as utilization 
events. In particular, lab tests  [10, 21, 38, 43, 57], medi-
cal treatments [6, 23, 24, 33, 37, 40, 41], examinations [22, 
54, 58] and surgery  [28] were considered. Prescription 
medication was frequently considered (21, 41 %) includ-
ing the drug class [60], drug purchases [30] or medication 
use [7]. Further studies use prescription data (11, 22 %) as 
care events, which can include various events related to 
medication and treatment. In nearly half of the included 

Table 2  Diseases of the patients in the included studies. Classification according to the International Statistical Classification of 
Diseases and Related Health Problems 10th Revision

Chapter Description of Chapter according to ICD-10 classification N (%) Ref.

1 Certain infectious and parasitic diseases 2 (4 %) [40, 50]

2 Neoplasms 8 (16 %) [7, 20, 28, 32, 37, 41, 44, 46]

4 Endocrine, nutritional and metabolic diseases 10 (20 %) [22, 23, 29, 30, 47, 49, 55, 57, 59, 60]

5 Mental, Behavioral and Neurodevelopmental disorders 2 (4 %) [27, 35]

6 Diseases of the nervous system 2 (4 %) [6, 31]

9 Diseases of the circulatory system 10 (20 %) [8, 10, 24, 26, 38, 43, 45, 52, 53, 58]

10 Diseases of the respiratory system 2 (4 %) [5, 36]

12 Diseases of the skin and subcutaneous tissue 1 (2 %) [48]

13 Diseases of the musculoskeletal system and connective tissue 3 (6 %) [21, 51, 56]

14 Diseases of the genitourinary system 4 (16 %) [9, 61, 62, 66]

15 Pregnancy, childbirth and the puerperium 2 (4 %) [26, 42]

18 Symptoms, signs and abnormal clinical and laboratory findings, 
not elsewhere classified

2 (4 %) [19, 54]

20 External causes of morbidity 1 (1 %) [33]

– other criterion for inclusion of individual data sets 2 (4 %) [34, 39]
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records (23, 45 %), visits to medical institutions were ana-
lyzed, including consultations in general [5, 45] as well as 
inpatient visits [6, 36, 46, 48, 52, 53, 61], outpatient con-
sultations [6, 36, 45, 48, 55, 59], hospitalizations [30, 31, 
50] and the consultation of specialist physicians  [5, 26, 
58]. The studies included sometimes considered addi-
tional aspects of health care. Although we do not focus 
on these kind of events in this review, these are described 
for completeness. Several articles analyzed the diagno-
ses given to patients (21, 41 %), data on health status and 
results of examinations (9, 18 %), as well as other infor-
mation such as medical records or billing data (5, 10 %).

What research questions are stated in the identified 
literature?
This subsection gives an overview of the research ques-
tions stated in the included studies. Later, the stated 
research aims are set in relation to the method applied. 
In this way, it is hoped that readers of the present scoping 
review will be better able to classify their own research 
aims and to identify about possible methods. Again, the 
stated goals were categorized based on a classification 
that emerged from the review of the literature. However, 
the resulting groups are not mutually exclusive, which is 
why some studies were assigned to more than one objec-
tive. The most frequently cited research objectives were 
the identification and presentation of care trajectories 
(28), followed by the development and presentation of 
a (new) method (27) and the extraction of care patterns 
(20). A small number of studies aimed to identify phe-
notypes (9) or to predict specific events or health states 
(11). As already mentioned in the background section, 
we distinguish between care trajectories (care pathways) 
as a sequence of utilization events spanning an entire 
observation period and patterns of care that represent 
common subsequences within this period. Both con-
cepts take the chronological order of utilization events 
into account. The distinction is exemplified by the fol-
lowing example: Consider the utilization of physicians 
(general practitioner GP, specialist practitioner SP) and 
let the utilization sequences of two patients with heart 
failure be GP-SP-GP-GP and SP-GP-GP-GP for a defined 
time horizon. With the aim of identifying the same tra-
jectories of physician utilization in the given example, no 
match would occur. If one were to look for patterns of 
utilization and a subsequence of two consecutive events 
is defined to be sufficiently long, the subsequence GP-GP 
would be a matching pattern of utilization between the 
two care sequences. This information can be used to look 
more closely at the content objectives of the studies. For 
example, the literature on identifying care trajectories 
considered in this review aims to analyze the complex-
ity and heterogeneity of a care pathway [40], to quantify 

complications in treatments  [23], to discover temporal 
hospitalization admissions  [38], or to model the impact 
of a specific patient self-test service in patients under-
going chemotherapy treatment  [20, p. 33]. Occasionally, 
the trajectories were constructed for use in a prediction 
model. In such cases, the aims included the prediction of 
unplanned cardiac surgeries that could be integrated in a 
system for medical staff to test clinical hypotheses  [38], 
the discovery of factors associated with the trajecto-
ries [42], and the identification of features related to the 
trajectories that either affect patient recovery time [39] or 
are associated with a monotherapy using the drug toci-
lizumab  [56]. Other studies were designed to facilitate 
phenotyping, the identification of groups of patients with 
characteristic conditions or outcomes [68]. In particular, 
these studies aimed either to find a group of patients with 
similar treatment patterns and characterize a popula-
tion most at risk from a progressing disease (e.g. mental 
health)  [27], to classify patient groups associated with 
utilization patterns  [33], to find groups of patients with 
diabetes who had similar drug use (metformin use) [55], 
or to identify therapy profiles  [51]. As noted earlier, the 
categorization of targets is not unique, and the results 
of studies looking for trajectories, patterns, or groups of 
patients with matching characteristics will sometimes 
have very similar results. The literature reference for each 
stated research objective can be found in Table 3. The full 
statements of the stated objectives are documented in 
Additional file 2.

What recent methods have been used to identify 
sequences of health care utilization?
The process of identifying sequences in data sets usually 
consists of several stages. It is therefore not always easy 
to classify the methodology used in a study. This review 
takes the approach of sorting articles with respect to the 
method that is the focus of sequence identification. The 
included studies applied methods of machine learning 
such as clustering algorithms (16, 31 %), different pattern 
mining algorithms (16, 31  %), (hidden) Markov mod-
els (10, 20 %), and other probability based methods e.g. 
constrained probability and further methods (9, 18  %). 
Preliminary methods like data preparation and post-pro-
cessing methods were not in focus but were considered 
partially in the description of the techniques, especially if 
the pre- or post-processing involved clustering methods.

The main features of the most commonly used meth-
odological approaches are described. A summary of the 
extracted results and the related studies is presented in 
Table 3. Occasionally, the authors indicated making asso-
ciations or predictions about the occurrence of future 
events. The stated goal of establishing relationships to 
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future events is indicated in Table 3. References to asso-
ciation methods used are made in the following sections. 
Due to the different focus of the study, prediction meth-
ods are not explained in detail.

Cluster analysis
Clustering algorithms are used to group objects into 
subsets according to a defined measure of similarity. To 
do this, measures of similarity or relation between the 
objects are considered. Objects within a cluster are there-
fore more similar to each other than they are to objects of 
different clusters [69, p. 501].

A total of 16 (31  %) studies focussed on clustering 
algorithms to identify sequences of care utilization. 
Most (13) aimed to find trajectories of care or common 
patient flows in the data, indicating the consideration of 
the entire time horizon. Thus, groups of patients with the 
same sequences of care were formed. To apply a cluster-
ing method, it is necessary to clearly define the possible 
utilization events and the temporal section within the 

considered time horizon. These decisions can affect the 
results. The methodological approach allows to extract 
clear and comparable care sequences, making it possible 
to track individual care sequences. Furthermore, many 
software tools and programming languages have mature 
clustering libraries, simplifying the implementation. This 
will be explained in more detail later. Clustering is also 
applied to group patients according to specific charac-
teristics, or to group identified pathways retrospectively 
as a form of data pre- or postprocessing. In the included 
literature, twelve (24  %) more studies apply cluster-
ing methods to do this. Clustering requires the defini-
tion of a similarity (or dissimilarity) measure as well as 
an algorithm to combine objects based on their calcu-
lated similarities. Unfortunately, not all studies explic-
itly stated which measure of similarity they applied. The 
use of Optimal Matching to calculate the similarity or 
dissimilarity of the sequences was documented in five 
studies [5, 6, 27, 35, 42]. The idea of Optimal Matching 
is to calculate fictional costs pairwise between sequences, 

Table 3  Aggregated results of the included studies. Multiple entries of the same article are possible in the categories of the specified 
aim and the presentation of results

Stated aim in article N Publications
Proposal of method 27 [6, 8–10, 20, 21, 24, 29, 31, 34, 36–38, 40, 41, 43–47, 49, 51, 55, 57, 59, 62, 66]

Trajectory 28 [5–10, 20, 21, 23, 25, 27, 35, 36, 38–40, 42, 44–47, 54–56, 58, 61, 62, 66]

Patterns 20  [19, 24, 26, 28–33, 37, 41, 43, 48–50, 52, 53, 57, 59, 60]

Phenotyping 9  [22, 27, 28, 33, 34, 44, 46, 51, 55]

Prediction 11  [7, 10, 27, 31, 35, 38, 39, 47, 56, 58, 60]

Stated method in article N (%)  Publications
Clustering 16 (31 %)  [5–7, 21–23, 27, 35, 42, 44–46, 51, 55, 58, 61]

   Hierarchical 7  [5, 6, 27, 35, 42, 51, 61]

   Partitioning 5  [21, 44, 46, 55, 58]

   Other Clustering 4  [7, 22, 23, 45]

Pattern Mining (PM) 16 (31 %) [10, 26, 28, 30–32, 34, 37, 38, 41, 43, 48–50, 57, 60]

   PM + Clustering 3  [10, 30, 37]

Markov Model 10 (20 %) [9, 19, 20, 24, 25, 33, 36, 56, 62, 66]

   MM + Clustering 7  [9, 24, 25, 33, 36, 62, 66]

Other 9 (18 %) [8, 29, 39, 40, 47, 52–54, 59]

Presentation of results N  Publications
Visualization 36

   Trajectory 28 [5–10, 21, 23, 25, 27, 28, 30, 33, 35–40, 42, 44, 45, 54–56, 58, 61, 66]

   Patterns 8  [19, 24, 31, 34, 41, 49, 51, 59]

      Weighted 8 / 4 Trajectory: [23, 25, 33, 36, 39, 45, 54, 56] Patterns: [19, 24, 31, 51]

      Sankey 5 / 1 Trajectory: [21, 38, 40, 44, 49] Patterns: [49]

      Timeline 10 / 1 Trajectory: [5–7, 27, 35, 40, 42, 55, 56, 58] Patterns: [24]

Tabular 22
   Trajectory 5  [20, 31, 46, 47, 62]

   Patterns 17 [10, 22, 26, 29, 32, 37, 38, 43, 44, 46, 48–50, 52, 53, 57, 60]

      Weighted 2/14 Trajectory: [20, 47] Patterns: [10, 22, 29, 32, 37, 
38, 43, 44, 46, 48, 50, 52, 
53, 60]
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i.e. the costs to transfer one sequence into another 
sequence. Other approaches used to compute dissimi-
larities are the Needleman-Wunsch algorithm (1) [51], 
the Longest Common Subsequence (LCS)  (2) [58, 61], 
the Levenshtein edit distance  (1) [21], a cosine distance 
measure  (1)  [22] and the Euclidean distance  (1)  [44]. 
There are no discernible, pre-defined criteria (for exam-
ple, events used) to explain why researchers decided to 
use one particular similarity measure over another. It is 
possible that some researchers applied several measures, 
reporting only the best-performing measure. After calcu-
lating the pairwise similarity of the sequences contained 
in the dataset, clustering is performed to group objects 
(sequences) with greater similarity. Different types of 
clustering algorithms exist, including hierarchical and 
partitioning algorithms. Hierarchical algorithms were 
often applied (7, 14 %). Using agglomerative hierarchical 
clustering methods, each sequence starts out as its own 
cluster. These clusters are combined iteratively, increas-
ing the number of objects per cluster and reducing the 
number of clusters. The number of clusters is therefore 
not defined in advance. Ward’s Linkage is a method that 
considers the least variance increase when merging clus-
ters [70], and was used in six studies [5, 6, 27, 35, 42, 51].

Partitioning methods represent a further type of clus-
tering algorithms. The number of clusters is determined 
in advance, which can be challenging to define. Objects 
are assigned initially to cluster centers and reassigned 
iteratively to minimize an objective function. Partition-
ing methods were applied less frequently in the identi-
fied literature (5, 10 %) [21, 44, 46, 55, 58]. In particular, 
four studies [21, 44, 46, 55] stated that the k-means algo-
rithm was used. This was occasionally supplemented 
by considering specific centres (bayrcentres)  [46] or by 
conducting several iterations of k-means using ensemble 
clustering  [21]. K-medoid, another kind of partitioning 
clustering method, was applied once  [58]. Several stud-
ies used a combination of different methods, which are 
not explained in more detail, but stated for complete-
ness (4, 8%) [7, 22, 23, 45]. For example, one study used 
a group-based trajectory modeling approach to cluster-
ing  [7]. The method itself was merely stated, with the 
authors referring to Nagin et  al.  [71], which explains 
that the group-based trajectory model uses a probability 
based method for clustering. A formal concept analy-
sis [23] or the combination of a variety of existing cluster-
ing algorithm were used only once  [45]. Among others, 
k-prototype algorithms, average linkage criterion and 
k-means were applied. Finally, a framework was proposed 
which combined a variety of multiple-level clustering 
algorithms and a maximal sequential pattern miner pro-
grammed in Java [22]. This applied several density-based 

(Multiple-Level DBSCAN), hierarchical (bisecting 
k-means) and partitioning (bisecting k-medoids) cluster-
ing methods.

Often clustering results were used as a starting point 
for further analysis. Some of the included studies stated 
that the aim was prediction, association or relation with 
health states. Logistic regression models were applied 
several times. Multilevel logistic regression was used to 
determine associations between the characteristics of 
considered patients and the assignment to identified clus-
ters of care trajectories [27]. Similarly, multinomial logis-
tic regression was applied to identify healthcare-related 
and sociodemographic characteristics associated with 
trajectories  [7] and a logistic regression was conducted 
to find “most effective sequences for avoiding hospitaliza-
tions” [58, p. 214]. Also, various statistics as the Kruskal-
Wallis test, Mann-Whitney U test, Chi-square test and 
Bonferroni correction were used to compare constructed 
sequences of hospitalizations to determine associations 
with care utilization [35].

Several articles (12, 24 %) used clustering or grouping 
as a way to prepare data. For example to aggregate several 
parameters  [39] or patients  [8], to remove outliers  [10], 
or to cluster patients’ trajectories before applying further 
methods [9, 62, 66]. On the other hand, clustering meth-
ods were used as a kind of postprocessing to aggregate 
the obtained results (6, 12 %) [24, 25, 30, 33, 36, 49].

Pattern mining algorithms
Pattern mining aims to find elements or states in a data-
base that are related in some way [72, p. 1]. The focus of 
this method is to identify frequently occurring sequences 
(patterns) that consist initially of two successive events. 
In a dataset of care trajectories, a pattern is identified in 
the following way: a transition from one care event to 
another care event is considered as frequent if the rate at 
which the transition occurs in all sequences of the data-
set is greater than a defined minimum support threshold 
[72]. In this case the specific transition is seen as a fre-
quent pattern. This leads to the conclusion that pattern 
mining algorithms only detect frequent subsequences of 
care trajectories at first and do not construct an event 
flow over the complete time horizon. One example for 
the use of such a method is the detection of frequent 
changes in medication use by considering medication 
prescriptions as care events. The ability to modify the 
minimum support threshold, what leads to different 
strengths of the identified patterns, can be advantageous.

Within the identified literature, 16 (31 %) articles doc-
umented the use of pattern mining. Most of the used 
methods were variations of existing methods, including 
the sequential pattern mining algorithm using a bitmap 
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representation (SPAM), sequential pattern discovery 
using equivalent classes (SPADE), PrefixSpan and a 
closed sequential pattern algorithm (CloSpan). Sequential 
pattern mining methods identify patterns which take the 
chronology of the considered events into account, which 
was a component of the defined eligibility criteria for the 
present review. A small number of studies [10, 26, 43, 49] 
based their method on the SPAM algorithm, a method 
developed by Ayres et  al.  [73]. Changes and extensions 
were made within the included studies, including for 
example the consideration of the occurrence of several 
events at the same time, or using Bag-of-Pattern (BoP) 
vectors to represent each patient’s path  [10]. Further 
extensions of SPAM are the ability to consider temporal 
information associated with events  [43] and to incor-
porate inter-event duration constraints and the associa-
tion with a positive or negative health outcome of each 
patient  [49]. A variation of SPADE, called cSPADE, was 
introduced by Zaki et al.  [74] and was used once in the 
identified literature  [60]. Zaki et  al. extended SPADE to 
allow the addition of constraints on the length and time 
period of the sequences. The authors borrowed from the 
approach taken in prediction, applying 10-fold cross vali-
dation to improve the quality of the results. This method 
was applied to identify medication prescription patterns, 
allowing prediction of the next prescribed medication. 
Further studies  [37, 41] applied a T-PrefixSpan algo-
rithm, which mines time-interval sequential patterns 
and can represent variants in the patterns. This can be 
helpful if slight differences in the sequences are to be 
accounted for in the results explicitly. Other sequential 
pattern mining algorithms used were Clospan, a closed 
sequential pattern mining algorithm [38] and MMISP, a 
multidimensional mining algorithm [32]. Careflow Min-
ing approaches were also used occasionally  [28, 30]. 
These combine sequential pattern mining and temporal 
data mining methods following the approach presented 
in Dagliati et al.  [75]. Other methods used were a com-
bination of a sequential pattern mining algorithm with 
gap constraint and a temporal tree technique [50], a gen-
eralized sequential pattern algorithm  [48], a transitive 
sequential pattern mining algorithm  [34], an algorithm 
that defines a rolling time window to consider the tem-
poral aspect of the considered events [57]  and a tempo-
ral pattern mining algorithm [31]. Again, pattern mining 
results were sometimes used for subsequent analysis. 
Some studies set out to associate these patterns with 
health states. The prediction of unplanned surgeries was 
performed by applying a deep learning method, namely a 
Long Short-Term Memory (LSTM) attention model [38]. 
The association between identified hospitalizations and 
drug switches was identified by means of direction cosine 
matrix (DCM) algorithms  [31]. Similarly, the prediction 

of the next prescribed drug was drawn from pattern min-
ing results [60]. Finally, one study calculated the correla-
tion of frequent patterns with patient outcomes [10].

In conclusion, some articles can be grouped accord-
ing to a common characteristic. Namely, some studies 
that apply sequential pattern analysis can be assigned to 
a group of articles which focus on the time aspect in a 
more detailed way [37, 43, 50]. Several articles base their 
technique on SPAM, as constructed by Ayres et  al.  [10, 
26, 43, 49], some studies use methods based on T-Pre-
fixSpan  [37, 41] and others using the CloSpan algo-
rithm [32, 38].

Markov model
The principle of the Markov model is to describe health, 
disease, and treatment as a sequence of states, consider-
ing the transition probabilities from one state to another. 
A basic assumption of Markov chains is that the current 
state depends only on the value of the previous state [76]. 
Within the identified literature, 10 (20 %) studies applied 
Markov chains. Sequences and patterns were described 
by calculating the probability of a transition from a given 
event to a subsequent event. Again, some of the included 
studies combined the method with additional techniques. 
For example, pathways were first simplified and Markov 
chains applied to calculate transitions subsequently [20], 
or discrete-state Markov models were calculated and 
logistic regression applied to determine the longitudinal 
factors associated with medication use [56]. Additionally, 
one study reported the application of a hidden Markov 
model in combination with a Viterbi algorithm  [36]. 
Hidden Markov models are based on classical Markov 
chains but differ in the specification of the transition 
probability matrix  [76]. To indicate the resulting transi-
tion probabilities with respect to a patient cohort, the 
remaining studies applied clustering (7). In some of these 
cases (3), clustering of the individual patients’ sequences 
was performed  [9, 61, 62]. In particular, hierarchical 
clustering methods incorporating the Longest Common 
Subsequence distance measure and Ward’s method were 
applied and the Markov chains calculated per cluster. The 
remaining articles (4) applying clustering after construct-
ing Markov chains differ in both the distance measure 
and the clustering method [24, 25, 33, 36].

Other methods
Another nine articles applied methods that do not fit 
into one of the defined groups. This included statistical 
techniques applying conditional probability  (2) [47, 54], 
a probability based patient pathway analysis (1) [40], and 
a presentation of a stochastic optimization scheme to 
perform group-specific temporal event signatures based 
on convolutional non-negative matrix factorization 
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(cNMF) with added sparsity regularization (1) [59]. State 
sequence analysis, a sequence cluster method originally 
from the social sciences for the analysis of life histo-
ries, was applied in two studies using predefined patient 
populations  [52, 53]. An algorithm to extract tempo-
ral association rules (TAR) to identify frequent patterns 
was found in one study [29]. One study clustered patient 
groups using the similarity of refined sequences with 
k-means hierarchical clustering and applied an inductive 
mining algorithm to derive the sequences as it is imple-
mented in ProM [8]. The authors of another study stated 
use of ProM  [77] software to extract pathway variants 
from patient traces [39].

Again, the association between the sequence clus-
ters and heath states was analyzed. Using ProM, further 
probabilistic programming was performed to investigate 
the characteristics of the trajectories that affect patient 
recovery time [39]. Furthermore, a multivariable logistic 
regression model was chosen to calculate the influence of 
the trajectories and comorbidities on the risk of progres-
sion of the disease diabetes [47].

Software
In the following, reference is made to software packages 
that were frequently used. Several studies (6, 12 %) made 
use of the TraMineR Package for R, with its support for 
state sequence analyses to facilitate clustering  [5, 6, 27, 
35, 42, 58]. Similarity measures and clustering algorithm 
are provided by TraMineR but can be modified to meet 
the needs of individual projects  [78]. Some studies  (2) 
conducted a state sequence analysis in TraMineR on 
grouped patients without explaining the procedure in 
more detail  [52, 53]. A similar tool for the identification 
of sequences and for patient pathway analyses is the Java 
tool ProM. ProM is a framework supporting different 
process mining techniques [77] and is applied on health 
data by two of the included studies  [8, 39]. One study 
uses Python to conduct a patient pathway analysis  [40]. 
Finally, a commercial platform called business process 
insight (BPI) is presented which “provides an event-
driven process-aware analytics toolset” [10, p. 323] to 
perform clinical care pathway analysis.

Which presentation of results was chosen?
As required by the defined eligibility criteria, all included 
studies presented their results visually or in tabular form, 
with the temporal order considered in all result presen-
tations. Table  3 summarizes the choice of presentation. 
We again differentiate between care trajectories and 
common subsequences and understand a trajectory as 
a sequence of care events spanning the whole observa-
tion period, whereas common sequences that cover only 
part of the defined observation period are called patterns 

throughout this paper. The resulting care pathways are 
usually presented visually by using a modified flow chart 
diagram. Most studies that claimed to identify care tra-
jectories or phenotypes of care pathways have taken this 
approach. Methods such as Markov models  [36, 56], 
process mining  [25] and formal concept analysis  [23] 
yield paths with numerical weights for the transitions. 
Some visual representations included this weighting in 
the form of a numerical indication or encoded via the 
thickness of the transition symbols. This can be helpful 
in quantifying outcome events as either postoperative 
complications or unexpected events  [23]. Sankey dia-
grams are a flow chart variant which visualize the patient 
streams over a defined time period and can consider 
fixed time segmentation. They are frequently applied to 
represent trajectories [21, 38, 40, 44, 49]. As with other 
representations considering the transition of states, it 
provides a clear overview of frequent transitions within 
a fixed time period. One advantage of Sankey diagrams 
is that they represent frequent processes occuring within 
a complete trajectory. Unfortunately, they do not allow 
individual paths to be traced, but can be augmented to 
show a direct relation to a defined timeline, as found in 
one of the included studies  [40]. In total, eleven (21  %) 
studies additionally considered the temporal dimension 
of the sequence in more detail and presented the result-
ing (sub-)sequence in relation to a timeline. They mostly 
focussed on the use of medication and outpatient treat-
ment. The research aims of the studies that considered 
the temporal aspect in this way were the prescription 
of metformin for diabetes patients  [55], medication use 
for breast cancer patients  [7], changes in prescriptions 
for mental health  [27], the identification of care utiliza-
tion groups in multiple sclerosis [6] or heart failure [58], 
care seeking patterns in tuberculosis  [40], and prenatal 
treatment  [42]. One of the studies presented the most 
frequent utilization pathways  [58]. This visualization 
method made it possible to trace the individual path of 
the patients considered in those pathways and can be 
advantageous if information on the explicit care sequence 
of individuals is needed.

The stated aims for generating common subsequences 
were to select patients who experienced specific paths 
that were of interest to medical staff  [38], to find pat-
terns of medical orders  [37] or association rules for the 
utilization behaviour of diabetes patients  [29]. Markov 
models  [40] and pattern mining algorithms  [49] pro-
vide insights on patient flows in a similar way to Sankey 
diagrams.

In conclusion, identified trajectories were more likely 
to be visualized (28, patterns only 8) and patterns were 
more likely to be presented as a table (17, trajectories only 
5). As patterns can consist of a pair of two consecutive 
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events, there seems to be less utility in visualizing such 
a short sequence. The visualized (sub-)sequences can be 
divided into visualization types that allow the paths of 
individual patients to be tracked, and those that show the 
relative frequency of different transitions along the time 
axis.

Relations between stated objectives, methods used 
and presentation of results
The information extracted on the stated aim, the applied 
methods and the presentation of the results are now 
put in relation to each other to enable readers to clas-
sify their own research project and select the appropri-
ate methodology. Figure  2 presents two bubble charts 
to assist in this task. On the left side of the figure, the 
stated aim of the included articles (y-axis) is shown in 
relation to the method category used (x-axis). The total 
number of included studies following each aim is anno-
tated in the labels of the y-axis. The bubbles break down 
each objective into the methodologies applied, the size of 
the bubbles shows the proportion of times each method 
was used to achieve the respective goal, with the num-
ber inside the bubble giving the absolute number of stud-
ies. The bubble sizes serve to compare the frequency of 
methods used to achieve the same aim. The graph shows 
that studies seeking to propose a new method use all 
of the specified methods with similar frequency (5  -  9, 
19 % - 33 %). Further, it indicates that most articles which 
state to identify trajectories in the data sets apply clus-
tering algorithms (14, 50 %) to do so, with the next most 
common method being Markov models (7, 25 %). Look-
ing at the methods chosen in the studies that aim to find 
patterns in the data, the ordering of the methodologies is 

reversed, with pattern mining methods most frequently 
applied (13, 65 %), followed by Markov models (3, 15 %) 
and other methods (4, 20 %). In studies aiming to predict, 
clustering (4, 31 %) and pattern mining methods (4, 31 %) 
are applied with similar frequency, and Markov models 
found infrequently (1, 8 %).

Studies which focus on finding phenotypes in the data 
sets mostly apply clustering (4, 36 %) and pattern mining 
algorithms (4, 36  %), with Markov models again found 
infrequently (1, 9  %). Further details on the objectives 
and methods mentioned can be found in the respective 
sections above.

On the right hand side of the Fig.  2, the results pre-
sented in the study are related to the methodology 
employed. A distinction is made between studies that 
display trajectories (Trajectory), trajectories and patterns 
(T+P), and patterns (Pattern). These are further subdi-
vided into those that displayed visualized results (vis) as 
opposed to tabular results (tab). Within a parent result 
type (Trajectory, T+P, Pattern), the percentages repre-
sented by the bubble size sum to 100%. The graph shows 
that studies presenting a visualized trajectory mostly 
apply a clustering method (13, 39 %), followed by Markov 
models (6, 18 %) and pattern mining (5, 15 %). A tabular 
presentation of trajectories is rather seldom. Studies pre-
senting both trajectories and patterns (T+P) use pattern 
mining (3, 75 %) or clustering (1, 25 %). In studies visual-
izing patterns of care (Pattern, vis), the various methods 
were used with similar frequency. Whereas pattern min-
ing was used a little more often (4, 16 %). Pattern mining 
methods are most often applied to present common sub-
sequences in a tabular (11, 44 %) followed by clustering 
methods (3, 12 %) and other methods (3, 12 %).
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Fig. 2  Relation of stated aim, used method and presentation of result. The figure on the left shows the proportion per specified aim using 
a particular method in the study (size of the same color bubbles). The figure on the right shows the proportion per specified outcome 
using a particular method in the study. The size of the bubbles represents the proportion [in percent] within the specified aims (left graph) 
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Page 14 of 17Flothow et al. BMC Medical Research Methodology          (2023) 23:212 

Discussion
This scoping review summarizes the range of methods 
that are used to identify sequences in health data. The 
scoping review illustrates that the studies can be divided 
into studies that seek to identify patterns in data and 
studies that map trajectories. This distinction is also 
central to the choice of method, with a clear difference 
seen between the two groups. Clustering was the pre-
dominant method used for the identification of trajec-
tories. Clustering methods allow understanding to be 
gained on complete care pathways, and the researcher 
can choose whether to obtain results that explicitly show 
individual pathways or to obtain an overview of com-
monly used care streams without results at an individ-
ual-level. Clustering requires that all eligible health care 
events be defined in advance, which can be considered 
a limitation of the method. Various similarity measures 
have been applied as basis for clustering and there is no 
clear indication as to which measure should be used for 
a particular situation. For the identification of patterns, 
variants of sequential pattern recognition methods were 
most commonly used. In the present review, patterns are 
understood as frequent segments of the complete care 
sequence which allow for information about common 
combinations of care events. This can for example be 
helpful in finding undesirable care transitions. Variations 
of Markov models were also used in both cases. Regard-
less of the main method applied, clustering methods have 
also been used to preprocess the database or postprocess 
the results. Most studies used a combination of different 
techniques to prepare and analyze the data, meaning that 
distinctions between the methods are not always clear-
cut. Additionally, the studies explain the methodology 
in widely varying detail, and often lack a rationale for the 
choice of methodological details, such as the choice of 
similarity measure for clustering. The elaboration of the 
method types listed in this review and the assignment 
of studies were undertaken to the best of our knowledge 
and represent a central result of this review. We recom-
mend that authors should describe their methodology 
as transparently as possible. Future articles should aim 
to present the methods used as completely as possible 
and in a structured manner. This should include both the 
reasons for the chosen techniques and the limitations of 
the method (e.g. type of data set, sizes of data sets, com-
puting time and others). A full description of the dataset 
should also be provided. In addition to the very hetero-
geneous descriptions of the methodology used, the wide 
heterogeneity in the exact implementation of the meth-
ods is conspicuous and indicates that there is still a need 
for discussion and research in order to specify the best 
possible algorithmic details. Further research should 
apply the identified methods to comparable datasets, 

evaluate them in terms of their performance and against 
established quality criteria to create a quantitative com-
parison of methods. We recommend a methodological 
study that provides recommendations and evaluations 
of the methods found in this scoping review for future 
research.

Looking at previously published literature on reviews 
of the topic area of treatment processes in health data, 
it can be seen that there are clear limitations. Reviews 
either included only a very limited range of methods [11–
13] or cover an outdated time period without presenting 
the method used and its application [14]. Considering the 
number of published studies with such data analyses, it 
is noticable that the number of studies analyzing health 
data to identify care sequences has increased strongly, 
especially in the last five years. The present review con-
siders all algorithm-based methods published in studies 
between 2000 and 2021 that met the inclusion criteria. 
To achieve a clear literature search and minimize bias, we 
adhered to the suggested procedure of the JBI-method-
ology and the ScR checklist and defined clear inclusion 
criteria. These require studies to use health data, specify 
the method used and present results and led to the exclu-
sion of purely technical approaches and approaches 
that might be applicable to health data but currently are 
not. This can also be seen as a limitation but was made 
to ensure the suitability of the application to health data 
and to ensure a certain comparability of the methods. We 
break the methods of the included studies down to the 
basic method applied and provide readers with a struc-
tured overview. Since the use of different techniques and 
the varying level of detail in the method descriptions 
make it difficult to quickly understand the procedure 
and classify the content of the method, this provides sub-
stantial benefit for researchers. Classifying the identified 
methods in relation to the stated research objective and 
the resulting outcomes allows new researchers to make 
an informed decision when choosing methods. In sum-
mary, the analysis of individual health care data and the 
construction of health care pathways and subsequences 
holds great potential for understanding real-world care 
processes in order to uncover deficits and gaps in health 
care delivery. The knowledge obtained should be used 
to validate and discuss guidelines, and to inform recom-
mendations for the improvement of care processes the 
future optimization of health care delivery.

Conclusions
In conclusion, this scoping review presents the variety 
of methods applied to identify care sequences in health 
data. The stated target questions, the method used and 
the results obtained are set in relation to each other. The 
methods used are divided into those methods aiming at 
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extracting patterns and those aiming to identify full care 
trajectories. Patterns are mostly identified by sequential 
pattern recognition methods, whereas cluster methods 
are mostly used to extract trajectories of care. Using this 
scoping review, readers can inform themselves about the 
current state of the methodology and make an informed 
decision when choosing their own method.
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