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Abstract 

Autonomous-rail rapid transit (ART) is a new medium-capacity rapid transportation system with punctuality, comfort 
and convenience, but low-cost construction. Combined velocity planning is a critical approach to meet the require-
ments of energy-saving and punctuality. An ART velocity pre-planning and re-planning strategy based on the com-
bination of punctuality dynamic programming (PDP) and pseudospectral (PS) method is proposed in this paper. 
Firstly, the longitudinal dynamics model of ART is established by a multi-particle model. Secondly, the PDP algorithm 
with global optimal characteristics is adopted as the pre-planning strategy. A model for determining the number 
of collocation points of the real-time PS method is proposed to improve the energy-saving effect while ensuring 
computation efficiency. Then the enhanced PS method is utilized to design the velocity re-planning strategy. Finally, 
simulations are conducted in the typical scenario with sloping roads, traffic lights, and intrusion of the pedestrian. 
The simulation results indicate that the ART with the proposed velocity trajectory optimization strategy can meet 
the punctuality requirement, and obtain better economy efficiency compared with the punctuality green light opti-
mal speed advisory (PGLOSA).

Keywords  Autonomous-rail rapid tram (ART), Velocity trajectory planning, Dynamic programming, Pseudospectral 
method

1  Introduction
Urban commuters are confronted with the growing prob-
lem of traffic congestion [1]. Urban rail transit systems 
are very important for public transportation in large 
and medium-sized cities because of their advantages in 
transportation capacity, efficiency, punctuality, safety, 
and environmental friendliness [2, 3]. Due to the different 

factors such as population, economy, terrain, and traffic 
conditions in different cities, demands on the rail transit 
systems are also diverse. Thus, some innovative transpor-
tation products with new technologies and modes have 
emerged, such as autonomous-rail rapid transit (ART) [4, 
5].

Powered by electric motors, ART combines the fea-
tures of urban rail transit and urban surface public trans-
portation, which requires ART to meet the requirements 
of economy and punctuality simultaneously. After solv-
ing the problem of guaranteeing accurate tracking of a 
fixed line [6], various driving strategies can be adopted 
for ART to travel from the departure to the destination. 
In the operation of urban rail transit systems, the traction 
energy consumption of trains accounts for more than half 
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of the total energy consumption. And the rest of energy 
consumption is mostly caused by infrastructure, such as 
ventilation systems, lighting systems, drainage systems, 
elevator equipment, etc. [7]. Therefore, the energy-effi-
cient driving method can achieve a better energy-saving 
effect without changing the stations, lines, and operation 
diagram, which is an effective way to reduce the overall 
energy consumption and operation cost of the existing 
urban rail transit [8].

On the other hand, different from traditional rail tran-
sit, ART is used for surface public transportation, which 
is not subject to the physical constraints of the tradi-
tional rails and has a relatively open driving environ-
ment including traffic lights. Besides, the public traffic 
participant, such as pedestrians and general vehicles, 
may intrude into the virtual rail. To satisfy the demands 
of energy-saving and punctuality in such a situation, a 
real-time optimization algorithm is needed for veloc-
ity planning. To sum up, the velocity profile of the ART 
between adjacent stations should be planned to ensure 
the performances in terms of economy and punctuality, 
by considering the constraints of vehicle dynamics, road 
conditions, traffic lights, and collision avoidance with 
other traffic participants.

The task of velocity planning is to calculate a reasonable 
and safe speed distribution on the future path, according 
to the states of the ART, the expected path, and environ-
mental information. Some researches have been con-
ducted on velocity planning to achieve the economy and 
punctuality of vehicles and trains. Pontryagin’s maximum 
principle (PMP) was used to solve the problem of optimal 
train speed profile planning for different driving condi-
tions in Refs. [9, 10]. A real-time strategy for speed plan-
ning based on PMP and Lagrange multiplier technique 
was proposed in Ref. [11] to improve the performance of 
punctuality and energy efficiency of the high-speed train. 
However, the complex road environments for ART such 
as traffic lights, and other traffic participants must be 
considered in velocity planning, and the difficulty of solv-
ing the problem based on PMP will be greatly increased. 
Dynamic programming (DP) is a globally optimal algo-
rithm that is usually utilized to design energy-efficient 
driving strategies. The energy consumption and the 
arrival time of the train were taken as the optimization 
objectives to develop control strategies for the energy-
saving operation in Refs. [12, 13]. Haahr et al. [14] pro-
posed a DP algorithm to optimize the economy of trains, 
taking into account the road altitude variation, the veloc-
ity, and the time constraints. Hellström et al. [15] devel-
oped a DP-based forward-looking control strategy for 
heavy-duty diesel trucks by comprehensively consider-
ing the energy consumption and travel time. The energy-
driving strategy based on DP is proposed in Refs. [16, 17], 

considering the road slope for fuel vehicles and electric 
vehicles, respectively. Asadi et al. [18] predicted the opti-
mal speed trajectory to improve the driving economy of 
vehicles, considering the phase and time information of 
traffic lights. As a result, the vehicles passed within the 
green time, and the extra travel time and fuel consump-
tion are reduced. Although the global optimum can 
be obtained by DP, the solving efficiency will be greatly 
reduced in the phenomenon of “dimension disaster” 
when the problem becomes complex and the optimiza-
tion variables increase.

Nonlinear model predictive control (NMPC) was also 
applied to generate fuel-saving speed trajectories con-
sidering a short speed preview of the preceding vehicle 
[19]. However, NMPC is dissatisfactory in optimizing 
economy and comfort with its limitation of prediction 
horizon [20–22]. On the other hand, the pseudospectral 
(PS) method was also adopted in Ref. [23] to plan the 
optimal trajectory with consideration of the indicators 
such as running comfort, punctuality, and economy. Xiao 
et al. [24] proposed a speed optimization model combin-
ing energy management with operation control strategies 
for high-speed train systems and used the PS method for 
achieving energy-saving and efficient operation. Xu et al. 
[25] proposed a method to compute the optimal speed 
profiles for an eco-driving system based on PS, which has 
the advantages of high accuracy and fast convergence. In 
addition, in Refs. [26, 27], the economic driving strategy 
for vehicles at signalized intersections with traffic lights 
was designed based on the PS method, which improved 
the energy efficiency of vehicles. In these studies, the 
optimality of the solution is closely related to the distri-
bution of collocation points of the PS method. Hence, the 
same distribution of collocation points does not always 
appropriate for multiple traffic scenarios. In conclusion, 
none of the above methods can simultaneously satisfy the 
real-time and optimality of velocity trajectory planning. 
Therefore, there is an urgent need to study the real-time 
optimization algorithm of velocity planning to ensure 
that the driving objectives of ART such as safety, punctu-
ality, and economy can be achieved under complex driv-
ing conditions.

In this paper, a real-time optimization strategy for 
ART velocity trajectory planning is proposed to achieve 
a punctual and energy-saving cruise between two sta-
tions. The main contributions of this paper are as fol-
lows. Firstly, the global pre-planning velocity trajectory 
is derived with PDP considering the dynamics model 
of ART, real road information, punctuality constraints, 
and traffic lights. Secondly, a model for determining the 
number of collocation points is established to balance the 
energy-saving effect and computation efficiency for the 
proposed PS-based velocity planning method. Thirdly, 
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the enhanced PS-based real-time method is applied to 
re-plan the velocity trajectory of the remaining route 
when the operation of ART is intruded on by other traffic 
participants.

In this paper, the main contents of the longitudinal 
velocity planning of ART are as follows. In Section  2, 
the longitudinal dynamics model of ART is established. 
In Section 3, the PDP and PS-based strategy of velocity 
trajectory planning for ART is proposed. In addition, the 
model to determine the number of collocation points 
for the PS method is established. In Section 4, the PreS-
can/Trucksim/Simulink co-simulation environment is 
designed, and the simulation results are analyzed to dem-
onstrate the effectiveness of the proposed strategy. Sec-
tion 5 is the conclusion of this paper.

2 � Framework of Energy‑Saving and Punctuality 
Optimization Velocity Planning for ART​

2.1 � Framework of the Velocity Planning Strategy
The framework of the velocity planning strategy for ART 
is shown in Figure  1, including traffic information, the 
ART dynamics model, the velocity pre-planning module, 
and the velocity re-planning module. The traffic informa-
tion from the real road maps provides emergencies, road 
slope, and signal phase and timing (SPaT) for ART, which 
are considered constraints in velocity planning. The 
objective function of the optimization problem reflecting 

the energy consumption is determined by the dynamics 
model of ART. The PDP and PS methods are adopted for 
velocity pre-planning and re-planning, respectively.

Under normal situations, ART follows the velocity tra-
jectory pre-planned by PDP to improve punctuality and 
economic performance. Nevertheless, ART switches 
to follow the velocity trajectory re-planned by the PS 
method when the route of ART is intruded on by pedes-
trians, low-speed vehicles, or other traffic participants. 
Considering the signalized intersection, the whole jour-
ney is divided into several segments, and the velocity tra-
jectory is planned sequentially.

2.2 � Longitudinal Dynamics Model of ART​
The single-particle model [28–30] and the multi-particle 
train model [31, 32] can be used to model the dynam-
ics for train operation control. With the multi-particle 
model, the forces of each carriage can be analyzed sepa-
rately, and the slope change of the road can be considered 
[33, 34], thus the control accuracy can be improved.

In this paper, the multi-particle dynamics model is 
selected to compensate for the shortage of single-parti-
cle models in simple modeling and incomplete analysis. 
ART is considered a “particle chain”, and each carriage 
is treated as a particle. Then, the forces of each carriage 
can be analyzed separately, which makes the dynamics 
model more accurate. On the other hand, the gradient 

Figure 1  The framework of the velocity planning strategy for ART considering punctuality and economy
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resistance based on the multi-particle dynamics model 
changes gradually at different slope sections, therefore 
the planned velocity of the ART can be smoothed.

To establish a practical and computable dynamics 
model for the ART, it is necessary to make the following 
assumptions: The forces generated by the articulation are 
not considered, and the mass of each carriage is identi-
cal. To ensure the continuity of velocity, the longitudi-
nal acceleration of each carriage is regarded as identical. 
In addition, the lateral motion and the vertical vibra-
tion of ART are ignored during the longitudinal velocity 
planning.

Based on the assumptions, the multi-particle dynamics 
model of the ART is demonstrated as the schematic dia-
gram in Figure 2, where Ft is the driving force produced 
by the six identical motors. The resistance is composed 
of air resistance Fw, rolling resistance Ff,i and gradient 
resistance Fg,i. Gi and θi denote the gravity and slope 
angle of carriage i (i = 1, 2, 3), respectively. The interac-
tion force of adjacent carriages is equal, where F1,2 = F2,1 
and F2,3 = F3,2. According to the force analysis, the longi-
tudinal dynamics model of ART for velocity planning is 
shown as [35]:

where Cd denotes the air resistance coefficient; AF 
denotes the front area of the first carriage; v denotes the 
longitudinal velocity of ART; fr is the rolling resistance 
coefficient; M denotes the total mass of ART; g denotes 
gravitational acceleration; Tm denotes the torque of one 
motor; Rt denotes the radius of tire.

The change in battery power reflects the energy con-
sumption of each motor. The power model of each motor 
in driving and breaking condition is calculated by

(1)

M
dv

dt
=Ft − Fw −

3
∑

i=1

Ff,i −

3
∑

i=1

Fg,i

=
6Tm

Rt
−

1

2
ρCdAFv

2

−
M

3
gfr(cos θ1 + cos θ2 + cos θ3)

−
M

3
g(sin θ1 + sin θ2 + sin θ3),

where Pm denotes the power of motor; ωm denotes the 
rotational speed. ηm and ηe denote the output efficiency 
and generation efficiency of the motor, respectively. In 
some researches about the ecological driving of electric 
vehicles, the battery model is simplified by setting the 
electrochemical conversion efficiency as a constant or 
ignoring electrochemical reaction [36, 37]. Therefore, the 
battery power equals Pm, and the energy consumption 
can be obtained as

where ∆Q represents the electricity consumption.

3 � Velocity Trajectory Optimization Strategy 
Combined with Pre‑planning and Re‑planning 
Method

3.1 � Pre‑planning of the Global Optimal Velocity
DP is an optimization algorithm based on the Bellman 
optimization principle, which is an effective mathemati-
cal method to solve the optimal control problem (OCP). 
With DP, the complex multivariable optimization prob-
lems are solved in two steps. First, the optimal solution 
of each stage is obtained, and second, the algorithm of 
the recursive call is used to obtain the optimal solution 
for complex problems. DP divides the optimal solution 
into discrete stages and transforms the whole optimiza-
tion problem into N subproblems. Then, the state vari-
ables and the control decisions of each subproblem are 
described.

The longitudinal speed planning problem in this paper 
is an N-level decision-making process, in which the 
whole operation process of ART can be divided into N 
stages. Then the optimal control torque of each stage can 
be solved, so that the speed can be transferred continu-
ously between each stage. For each sub-stage, the elec-
tricity consumption and driving time of the initial state 
in the transfer process should be calculated accordingly. 
In summary, the optimal control variables are calculated 
by reverse solving, and then the optimal control set uk 
(k = 0, 1, …, N−1) and the state set vk are found by for-
ward optimization.

The electricity consumption and travel time of the train 
between adjacent stations are selected as objective func-
tions when constructing the optimal control problem 
of ART. In order to eliminate the magnitude difference 
between time and energy index, a weight coefficient α is 
set for the travel time. Therefore, the OCP of the system 
can be obtained as Eq. (4), where Tmin and Tmax represent 
the torque limits of the motor; vmin and vmax represent 

(2)Pm =

{

Tmωm

/

ηm Tm > 0,
Tmωmηe Tm < 0,

(3)�Q =

∫

Pm dt,

Figure 2  Force analysis of the ART​
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the limits of the cruising velocity; the state transition 
function f is derived from Eq. (1). tk is the travel time of 
stage k. jmax denotes the limitation of jerk. vnmax and vnmax 
denote the minimum and maximum velocity when ART 
arrives at the next station. tarrival denotes the arrival time. 
α denotes the weight coefficient of time in the objective 
function.

When the value of α is small, the weight of travel time 
in the objective function is small, resulting in longer 
travel time accordingly, and vice versa. The dichotomy 
method can be adopted to adjust the weight coefficient of 
time optimization to meet the requirement of punctual-
ity, and thus realizes the punctuality dynamic program-
ming (PDP). The procedures of the proposed PDP based 
on dichotomy method are summarized in Figure 3.

3.2 � Re‑planning of Velocity Based on PS Method
During the operation of ART, unexpected emergencies 
such as pedestrian intrusion and traffic jams are inevi-
table. Therefore, a real-time velocity planning method 
is needed to re-plan the longitudinal velocity trajectory. 
PDP is a global optimization algorithm, but it cannot be 

(4)











min
Tm(k)

(J ),

J =
N−1
�

k=0

�Q(k)+α
N−1
�

k=0

tk ,

s.t. v(k+1) = f (v(k),Tm(k)),

Tmin ≤ Tm(k) ≤ Tmax,

vmin ≤ v(k) ≤ vmax,
�

�j(k)
�

� ≤ jmax,

vnmin ≤ v(N ) ≤ vnmax,

tarrival =

N−1
�

k=0

tk =

N−1
�

k=0

2�s

v(k + 1)+ v(k)
.

adopted as a real-time strategy for re-planning because 
of the low computational efficiency and poor real-time 
performance.

Remark 1: If the ART cruise is not disturbed by emer-
gencies, ART will follow the pre-planning velocity all 
the time to achieve the most energy-saving cruise.

The OCP for velocity re-planning can be solved 
with the PS method, which belongs to a special kind 
of direct method. The PS method has the advantages 
of fast convergence, large radius of convergence, high 
precision of solution, and low sensitivity of initial value. 
Its numerical solution has been proved theoretically 
to satisfy optimality [38]. Based on the PS method, the 
optimal control model of the longitudinal velocity plan-
ning problem is reconstructed and transformed into 
nonlinear programming (NLP), which can be solved 
efficiently.

The objective function is designed by the energy 
consumption function. In addition, the constraints of 
OCP are set to meet the requirements of ART in safety 
and punctuality. The constrains include velocity range 
vmin ≤ vk ≤ vmax, torque range Tmin ≤ Tk ≤ Tmax, and the 
target cruising time tf = ttarget. To sum up, the OCP for 
velocity re-planning of ART is defined as follows:

where distance s(t) and velocity v(t) are state variables; 
t0 denotes the starting time; tf denotes the terminal time 
of OCP. The torque of the motor Tm(t) is taken as con-
trol variable. S0 represents the beginning position, and Sf 
represents the terminal position. v0 represents the initial 
velocity of ART.

Different types of PS methods have different advan-
tages. The OCP of ART contains non-free boundary 
conditions, such as the initial velocity, initial position, 
arrival time, and limits of the cruising velocity of ART. 
The Legendre PS method is adopted in this paper 
because of its better performance for solving the prob-
lem of ART with non-free boundary conditions, while 

(5)
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� tf

0
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
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RtM



Tm,



















v(t0) = v0,

s(t0) = S0,

s(tf) = Sf,

vnmin ≤ v(tf) ≤ vnmax,






S0 ≤ s(t) ≤ Sf,

vmin ≤ v(t) ≤ vmax,

Tmin ≤ Tm(t) ≤ Tmax,

Figure 3  Procedures of PDP algorithm
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the Gauss PS method and Radau PS method may not 
converge in these conditions [25].

The state and control variables are scattered on Leg-
endre Gauss Lobatto (LGL) collocation points, and 
approximated by Lagrange interpolating polynomials. 
The differential dynamic equation constraints are trans-
formed into algebraic constraints on the interpolating 
points. The integral part in the objective function is cal-
culated by the LGL integral. The detailed transformation 
process is described as follows.

3.2.1 � Approximation of State and Control Variables
τk (k = 0, 1, … N) denotes the LGL collocation point. It 
is the root of polynomial (1− τ 2)ṖN (τ ) as well. PN is the 
Legendre polynomial of order N, which is described as

The collocation points τk ∈ [−1, 1]. Therefore, the time 
domain tk needs to be transformed into

where tf equals to the target cruising time ttarget. Then the 
state variable x(τk) and control variable u(τk) are approxi-
mated as:

where Xi and Ui are the interpolating points of state vari-
ables and control variables, respectively. Li (i = 0, 1, …, N) 
denotes the Lagrange interpolating polynomial of order 
N, with the expression:

3.2.2 � Transformation of Differential Dynamic Equations
By differentiating the state variables in Eq. (8), the 
dynamic equations can be transformed into

Specifically, the dynamic equations are expressed as:

(6)PN (x) =
1

2NN !

dN (x2 − 1)N

dxN
.

(7)τk =
2tk − (tf + t0)

tf − t0
,

(8)x(τk) ≈ X(τk) =

N
∑

i=0

Li(τk)Xi,

(9)u(τk) ≈ U(τk) =

N
∑

i=0

Li(τk)Ui,

(10)Li(τ ) =

N
∏

j=0 j �=i

τ − τi

τi − τj
.

(11)ẋ(τk) =

N
∑

i=0

L̇i(τk)Xi =

N
∑

i=0

Di(τk)Xi.

where S, V, and T are the interpolating points of position, 
velocity and torque. Di(τk) is the differential matrix [39].

3.2.3 � Transformation of Objective Function
The integral part of objective function in the OCP can be 
approximated by the LGL integral, which is defined as

where ωk is the integral coefficient. It is expressed as

After transformation, the mathematical model of the 
NLP is obtained as:

where S, V, and T are regarded as the variables to be opti-
mized. For the N+1 collocation points obtained by the 
PS method, 2×(N+1) interpolation points for the state 
variables and (N+1) interpolation points for the control 
variables can be obtained discretely. Therefore, there are 
3×(N+1) parameters to be optimized in this NLP.

3.3 � Model to Determine the Number of Collocation Points
The number of collocation points of the PS method 
will affect the approximation accuracy of the discrete 

(12)
N
∑

i=0

Di(τk)Si −
tf − t0

2
Vk = 0,

(13)
N
∑

i=0

Di(τk)Vi −
tf − t0
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(

Tk
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)/

M = 0,
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2
.
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


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


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V (τ0) = V0,

S(τ0) = S0,

S(τN ) = Sf,

Vnmin ≤ VN ≤ Vnmax,






S0 ≤ Sk ≤ Sf,

Vmin ≤ Vk ≤ Vmax,

Tmin ≤ Tk ≤ Tmax,

k , i = 0, 1, . . . ,N ,
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model to the original model and thus affect the econ-
omy of re-planning velocity. However, with the number 
of collocation points increasing, the computation effi-
ciency will decline. Energy optimality and computa-
tion efficiency cannot be guaranteed at the same time. 
To find the optimal number, the pre-planning results 
of PDP are taken as an optimal reference to select the 
optimal number of collocation points for the re-plan-
ning method based on PS. Firstly, the PDP approach is 
adopted to plan the velocity based on the road inter-
cepted from the real road map. Secondly, the PS meth-
ods with different numbers of collocation points are 
taken to re-plan the velocity under the same condi-
tions, and the results are compared with those based on 
the PDP method.

To determine the appropriate number of collocation 
points, both the computation time of algorithms and 
the planning results are considered in the model. For the 
planning results, the root-mean-square error (RMSE) 
is used to describe the differences between the velocity 
trajectories based on the PS method and those based on 
PDP. By comparing the sums of the normalized value of 
the computation time and the RMSE for the different 
numbers of collocation points, the optimal number of 
collocation points can be found.

The RMSE is calculated by

where N is the number of sampling points, which equals 
to the number of discrete points based on PDP; vPS,k 
and vPDP,k are values sampled from the velocity curves 
planned by the PS and PDP methods, respectively.

For each collocation number ki in set K = {k1, k2, …, kn}, 
the computation time of PS method and RMSE are nor-
malized by

where ti is the computation time of algorithm with ki col-
location points, and ki ∈{20, 30, 40, …, 200}. tmax and tmin 
are the maximum and minimum values of computation 
time; Γi is the normalized value of ti. Ψi is the normalized 
value of Ei. Emax and Emin are the maximum and minimum 
values of RMSE. The final evaluation value is calculated 
by summing the normalized values of the computation 
time and the RMSE, and then the optimal number km of 
collocation points is chosen by Eqs. (20) and (21):

(17)E =

√

√

√

√

1

N

N
∑

k=1

(vPS,k − vPDP,k)2,

(18)Ŵi =
ti − tmin

tmax − tmin
,

(19)�i =
Ei − Emin

Emax − Emin
,

3.4 � Target Cruising Time at Signalized Intersection 
in Pre‑planning and Re‑planning Program

Due to the heavy load and longitudinal size of ART, the 
frequent start and stop when passing the signalized inter-
sections will not only increases the travel time, but also 
increases the energy consumption, which greatly affects 
the punctuality and economy of ART. Therefore, when 
passing the signalized intersections, ART should avoid 
stopping and waiting for red lights. In order to facilitate 
the solution of the problem, the assumptions are made: 1) 
The communication delay during the information inter-
action between the road equipment and the onboard 
equipment is ignored; 2) The ART can pass the signal-
ized intersections without being affected by other traffic 
participants.

Based on the assumptions above, the intersections 
can be regarded as destinations and the whole route is 
divided into several segments by the intersections. As 
long as the target cruising time of each segment is in the 
green light window, ART can pass the intersection with-
out stopping. In order to reduce the fluctuation of veloc-
ity, the average velocity of each segment is planned to be 
close to the average velocity of the whole route. Mean-
while, the target cruising time should stay away from the 
red-light window. As a result, the target cruising time is 
derived from the expected cruising time and red-light 
window. To find the appropriate target cruising time in 
each segment, a potential field-based model is designed 
to describe the effects of expected cruising time and red 
light window, and the time with the lowest potential is 
selected as the target cruising time.

The expected cruising time during Segment i is calcu-
lated by the length of the segment and the expected aver-
age velocity of the whole route:

where lseg,k is the length of segment k; vavg and ttotal are 
the expected average velocity and required arrival time of 
the whole route between two adjacent stations, respec-
tively. tseg,i is the expected cruising time during segment 
i. The target cruising time ttarget,i needs to approach the 
expected cruising time and stay away from the red light 
window. As shown in Figure  4, by comparing the sum-
mation of expected cruising time potential and red light 
potential, the time with the lowest potential is selected 

(20)e(ki) = �i + Ŵi,

(21)km = arg min e(ki).

(22)tseg,i =

i
∑

k=1

lseg,k

vavg
=

ttotal

Sf

i
∑

k=1

lseg,k ,
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as the target cruising time ttarget,i. When tseg,i is in the nth 
cycle of the traffic light, the potential field function is 
defined by a Gauss-type function, and the potential filed 
based model is given as:

where U is the potential of time. tr and tg are the time of 
red light and green light, respectively. ue and ur are the 
potentials generated by expected cruising time and red 
light window, respectively. σe and σr are the convergence 
coefficients of the potential ue and ur, respectively. ur is 
related to the starting time t0,i, which aims to avoid the 
too short target cruising time in re-planning program. 
The time interval is set to be the next cycle if ttarget,i equals 
to ntcycle.

4 � Simulation Results and Analysis
Simulations are carried out to verify the effect of the 
proposed velocity planning method in the co-simulation 
environment including PreScan, TruckSim, and MAT-
LAB/ Simulink. The driving environmental scenes of 
the vehicle are established in PreScan, in which the vir-
tual sensors (such as camera, radar, GPS, etc.) mounted 
on the vehicle send signals to Simulink in real-time. The 
perception information is processed in MATLAB/Sim-
ulink through the algorithms to obtain the environmental 
input for controller design [40]. The control output for 
the actuator is calculated by the control algorithm and 
sent to the vehicle dynamics system in TruckSim. The 
real-time motion states of the dynamics system are sent 
to PreScan for updating the virtual scene.

(23)

ttarget,i =

�

tseg,i , tseg,i ∈ [ntcycle − tg, ntcycle],

arg min U(t), tseg,i /∈ [ntcycle − tg, ntcycle],






















U(t) = ue(t)+ ur(t),

ue(t) = 1− exp((t − tseg,i)
2/2σ 2

e ),

ur(t) = exp((t − ntcycle + tg)
2/2σ 2

r /(1+ t0,i/tseg,i)
2),

t ∈ [ntcycle − tg, ntcycle],

The parameters of ART used in simulations are dem-
onstrated in Table  1. In this section, the proposed ART 
velocity trajectory optimization algorithm is verified 
by simulation in the scenario with traffic lights, varying 
sloping and invasion of the pedestrian.

4.1 � Selection of the Collocation Points Number
According to the road data of the operating ART, the 
average station spacing is no more than 2 km. For a 15 
km route collected from real traffic scenarios, which is 
shown in Figure  5, three representative road conditions 
of this route are analyzed. Road 1 is simplified from the 
mostly flat roads. Road 2 represents the less fluctuating 
roads, and Road 3 represents the most fluctuating roads. 
The results for collocation points derived from the three 
representative road conditions can be applied to the 
whole route.

The number of collocation points is set to be distrib-
uted in K = {20, 30, 40, …, 200}. The influences of collo-
cation points on the real-time performance and planning 
results of the PS method are shown in Figure 6.

It can be seen in Figure  6(a)–(c) that when the num-
ber of the collocation points increases, the similarity 
of the planned velocity curves with the two methods is 
improved, and the computation time of the program 
increases. Figure 6(d) shows that the appropriate number 
of collocation points for a distance of 2000 m is between 
60 and 100. To be concluded, the number of collocation 
points is chosen by the ratio of 80 points for a distance of 
2000 m. This conclusion is applied to the following simu-
lations in Section 4.

Figure 4  Selection of target cruising time at signalized inter- section 
in Segment i 

Table 1  The parameters of ART​

Parameter Value

Total Mass M (kg) 40000

Tire Radius Rt (m) 0.54

Frontal Area Af (m
2)

of the First Carriage
7.98

Air Resistance Coefficient Cd 0.28

Rolling Resistance Coefficient fr 0.015

Air Density ρ (kg/m3) 1.202

Figure 5  Road conditions with different slopes
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In order to verify the economy and punctuality of the 
proposed method, the velocity trajectories planned by 
the PDP method, the PS method, and the regular punc-
tuality velocity (RPV) planning are compared. The tar-
get velocity of RPV is calculated by the dichotomy in 
the velocity range [vmin, vmax]. The target cruising time 
ttarget is set as 290 s. The initial velocity and the terminal 
velocity of these three trajectories are 15 km/h. The tar-
get cruising time error terr in the dichotomy program is 
set as 0.5 s. The parameters of travel time, energy con-
sumption and planning time, are compared in Table 2. 
Figure 7 shows the velocity planning results in Road 3.

It can be seen from Figure 7 that the velocity curves 
obtained by the PS method and the PDP algorithm 

have similar trends. The PDP-based strategy can meet 
punctuality when α equals −3477. The velocity trajec-
tory planned by the PS can also meet the requirements 
of the punctual and safe arrival of ART. Compared with 
the RPV, the energy consumption of the ART with the 
PDP method and the PS method reduces by 11.56% 
and 11.39%, respectively. The PS method can provide 
an almost equivalent energy-saving effect for the ART 
compared with the PDP method. From the perspective 
of algorithmic computation time, the PDP algorithm 
takes 37.6 s for the whole process. The PS method takes 
only 0.23 s, saving quite a lot of computation time com-
pared with the PDP algorithm, which greatly improves 
planning efficiency. It is obvious that the real-time per-
formance of the PS method is better than the PDP.

4.2 � Co‑simulation in Complex Traffic Scenario with Multi 
Traffic Lights and Random Obstacles

Generally speaking, the number of signalized intersec-
tions is less than 2 between adjacent stations. Road 3 in 
Section 3 is chosen to establish the scenario in the simu-
lation. As shown in Figure 8, two traffic lights are located 
at 800 m and 1600 m, respectively, and the whole route is 
divided into 3 segments, denoted by Segment 1 to Seg-
ment 3. The timetable of the traffic light within a cycle 
is shown in Table 3. The altitude information and traffic 
light signals can be collected in advance.

(a) Real-time performance and planning results of Road 1

(b) Real-time performance and planning results of Road 2

(c) Real-time performance and planning results of Road 3

(d) Sum of normalized value of two evaluation indexes under 
different number of collocation points

t
t

t

Figure 6  Influence of collocation points

Table 2  Comparison of parameters of the velocity trajectories 
planned by different methods in Road 3

Strategy RPV PDP PS

Average velocity (km/h) 24.8 24.8 24.8

Arrival Time(s) 290.4 290.3 290.0

∆Q(kWh) 5.78 5.11 5.13

Energy saving rate (%) Benchmark 11.56 11.39

Computation Time (s) - 37.6 0.23

Figure 7  Velocity trajectories planned by different methods in Road 
3
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The velocity range is set within [5, 40] km/h. Consider-
ing the comfort of passengers and punctuality of ART, the 
terminal velocity interval, maximum jerk, and required 
arrival time are set as vter = [15, 20] km/h, jmax = 0.5 m/s3, 
and ttotal = 290 ± 5 s, respectively.

The virtual rail of ART is constructed on the exist-
ing transport network, and the rail might be invaded by 
pedestrians or other low-speed vehicles, which are con-
sidered obstacles [41]. These obstacles can make ART 
deviate from the pre-planned velocity trajectory based on 
PDP. To ensure the punctuality and economy of ART, the 
remaining routes are re-planned with the PS method. To 
simulate an emergency caused by the obstacles, a pedes-
trian is assumed to appear at 200 m.

During Segment 1 of the route, tseg,1 is 116 s, which is 
out of the green light window. In the pre-planning pro-
gram, ART starts the cruise at t0,1 =  0. ART can detect 
the pedestrian and take the braking strategy immedi-
ately when encountering the pedestrian at a distance of 
200 m. Then the remaining route is re-planned based 
on the PS method after the pedestrian leaves the virtual 
rail at 48.8 s. In the re-planning program, ART starts 
the cruise at t0,1 = 48.8 s. By calculating the total poten-
tial with Eq. (23), the target cruising time of Segment 1 
in the pre-planning program and re-planning program 
can be obtained as 135 s when t0,1 = 0, and 140 s when 
t0,1 = 48.8 s, respectively. The target cruising time of Seg-
ment 2 can be obtained as ttarget,2 = tseg,2 = 232 s, because 
tseg,2 is located in the green light window. The target 
cruising time of Segment 3 ttarget,3 = 290 s.

The proposed algorithm of velocity planning is veri-
fied in the co-simulation environment including PreScan, 
TruckSim, and Matlab/Simulink. In this Section, the sim-
ulation takes the traffic lights into consideration. To make 

the comparison more convincing, the variate, i.e. arrival 
time of different strategies should be the same. The com-
monly used speed planning method, i.e. green light opti-
mal speed advisory (GLOSA), can ensure that ART drives 
into the intersection on a green signal [42, 43]. However, 
punctuality cannot be guaranteed if GLOSA only is 
adopted. A punctuality GLOSA (PGLOSA) is designed 
as a comparison, where the target velocity is calculated 
in two steps. Step 1: the target velocity range [vtarget_min, 
vtarget_max] is obtained by GLOSA in Eq. (24). Step 2: the 
target velocity is calculated by the dichotomy in veloc-
ity range [vtarget_min, vtarget_max] to meet the punctuality 
requirement.

where L is the distance to the traffic light. The simulation 
results and comparisons are as follows.

Figure  9(a) shows that the ART reaches the first sig-
nalized intersection at 153.8 s in the red light window if 

(24)

vtarget_max = min{
L

ntcycle - tg
, vmax},vtarget_min =

L

ntcycle
,

s.t.
L

ntcycle
< vmax <

L

(n− 1)tcycle
,

Figure 8  Typical traffic scenario in co-simulation experiment

Table 3  The time table of the traffic light in a cycle

Light Color Time Window(s)

Red [0, 20]

Green [20, 50]

(a) Spatio-temporal trajectory without re-planning

(b) Spatio-temporal trajectory with re-planning based on 
PGLOSA

(c) Spatio-temporal trajectory with re-planning based on PS 
method

Figure 9  Comparisons of spatio-temporal trajectory
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ART continues to track the pre-planning velocity with-
out re-planning after the pedestrian leaves. On the other 
hand, in Figure 9(b)–(c), ART passes the first signalized 
intersection at 143.5 s and 144.5 s with the re-planning 
velocity trajectory based on PGLOSA and PS method, 
respectively, which are both in the green light windows.

As shown in Figure  10(a), the re-planning velocity 
based on the PS method varies with the change of slope. 
The comparison of the output torque of the two re-plan-
ning strategies is shown in Figure  10(b). It can be seen 
from the figure that the motor output torque of the PS 
method-based re-planning strategy is smoother than 
that of the PGLOSA-based re-planning strategy. Fur-
thermore, Figure 10(c) demonstrates that the energy con-
sumption of the PS method-based re-planning strategy 
is lower than the PGLOSA-based re-planning strategy, 
which is 6.77 kWh for the PS method and 7.46 kWh for 
the PGLOSA method.

Simulation results demonstrate that, after re-planning 
the velocity based on the PS method, the ART arrives at 
the next station on time because the ART does not stop 
and restart while passing through the intersection. As 

shown in Table 4, the average velocities of the ART with 
two re-planning strategies are 25.0 km/h and 24.5 km/h, 
and the corresponding arrival times are 290.9 s and 293.4 
s, respectively, both meeting the requirements of punctu-
ality. Moreover, the energy consumption of the PS-based 
velocity re-planning strategy has reduced by 9.19% com-
pared with the PGLOSA-based strategy. To better under-
stand how energy saving is achieved, the MAP-efficiency 
profile is given in Figure 11(a), where the yellow triangle 
symbols and blue cross symbols represent the working 
points when ART follows the target velocity re-planned 
by PS method and PGLOSA, respectively. The frequen-
cies of motor efficiency in different ranges during the 

(a) Comparison of re-planning velocity

(b) Comparison of torque

(c) Comparison of energy consumption
Figure 10  Comparison of two re-planning strategy

Table 4  Comparison of the co-simulation results

Cruising Strategy Re-planned by
PGLOSA

Re-planned by
PS

Average velocity(km/h) 25.0 24.5

Arrival time(s) 290.9 293.4

∆Q (kWh) 7.46 6.77

Energy saving rate (%) Benchmark 9.19

(a) MAP-efficiency profile

(b) Statistics of working efficiency
Figure 11  Distribution of motor working efficiency
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simulation are counted in Figure  11(b). The statistical 
histogram in Figure  11(b) suggests that the re-planning 
speed based on the PS method makes the motor work 
in the high-efficiency region as much as possible, which 
leads to better energy efficiency.

In conclusion, ART can consume less energy and reach 
the next station on time by combining the PDP and PS-
based velocity planning strategy.

5 � Conclusions
In this paper, the PDP algorithm and PS method are com-
bined to pre-plan and re-plan the velocity of ART consid-
ering its economy and punctuality. The main conclusions 
are summarized as follows.

(1)	 Compared with the velocity planning method based 
on PGLOSA, results of PDP-based planning show 
lower energy consumption but a higher compu-
tation burden. By applying PDP to determine the 
optimal number of the collocation points for the 
real-time PS method and optimize the energy-sav-
ing effect and computation efficiency, the enhanced 
PS method reaches a similar planning result com-
pared with PDP but shows far better real-time per-
formance.

(2)	 The effectiveness of the proposed strategy for plan-
ning velocity trajectory combined with these two 
algorithms is verified in a typical traffic scenario 
including sloping roads, SPaT and invasion of the 
pedestrian. The result shows that the economic effi-
ciency of ART is improved with a 9.19% reduction 
in energy consumption compared with PGLOSA 
and the punctuality is also adequate.

In summary, the proposed strategy has good applica-
tion prospects for public transport under typical traffic 
scenarios. For future work, the proposed velocity pre-
planning and re-planning strategies will be verified by 
real vehicle experiments on ART.
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