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Abstract 

Personalized voice triggering is a key technology in voice assistants and serves as the first step for users to activate the 
voice assistant. Personalized voice triggering involves keyword spotting (KWS) and speaker verification (SV). Conven-
tional approaches to this task include developing KWS and SV systems separately. This paper proposes a single system 
called the multi-task deep cross-attention network (MTCANet) that simultaneously performs KWS and SV, while effec-
tively utilizing information relevant to both tasks. The proposed framework integrates a KWS sub-network and an SV 
sub-network to enhance performance in challenging conditions such as noisy environments, short-duration speech, 
and model generalization. At the core of MTCANet are three modules: a novel deep cross-attention (DCA) module to 
integrate KWS and SV tasks, a multi-layer stacked shared encoder (SE) to reduce the impact of noise on the recogni-
tion rate, and soft attention (SA) modules to allow the model to focus on pertinent information in the middle layer 
while preventing gradient vanishing. Our proposed model demonstrates outstanding performance in the well-off test 
set, improving by 0.2%, 0.023, and 2.28% over the well-known SV model emphasized channel attention, propagation, 
and aggregation in time delay neural network (ECAPA-TDNN) and the advanced KWS model Convmixer in terms of 
equal error rate (EER), minimum detection cost function (minDCF), and accuracy (Acc), respectively.
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1  Introduction
In an ever-growing array of devices, such as mobile 
phones, smart homes, and automobiles, personal speech 
assistants facilitate user interaction with their devices 
through voice commands. Typically, to initiate a human-
computer voice interaction, users must pronounce a spe-
cific activation phrase, signaling the commencement of 
the interaction. Accurate detection of the trigger phrase 
is crucial, as human-computer voice interaction can 

only proceed if the phrase is correctly identified. Moreo-
ver, many personal speech assistants now incorporate 
speaker verification systems to thwart unauthorized 
activation attempts by malicious individuals. This neces-
sitates the device’s ability to confirm that the speaker’s 
voice print corresponds to the stored voice print in the 
device’s library. Consequently, activating a speech assis-
tant encompasses two phases: keyword spotting (KWS) 
to detect the prefixed keywords and speaker verification 
(SV) to conform to the speaker’s identity.

Keyword spotting is detecting specific words or 
phrases within continuous speech or text. Although it 
is a subfield of automatic speech recognition (ASR) and 
natural language processing (NLP), KWS is distinct from 
ASR and NLP. Its primary goal is to accurately and effi-
ciently recognize pre-set keywords, and it achieves this 
by minimizing the use of computational resources and 

*Correspondence:
Ruifeng Xu
xuruifeng@hit.edu.cn
1 Konka Group Co., Ltd, Shenzhen, China
2 School of Computer Science and Technology, Harbin Institute 
of Technology, Shenzhen, China
3 School of Electronics and Information Engineering, Harbin Institute 
of Technology, Shenzhen, China

http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s13636-023-00293-8&domain=pdf
http://orcid.org/0000-0002-4009-5679


Page 2 of 16Liang et al. EURASIP Journal on Audio, Speech, and Music Processing         (2023) 2023:28 

hyperparameters. As such, it can run on low-resource 
devices. Recently, deep neural network (DNN)-based 
methods have significantly improved over conventional 
methods in small-footprint KWS. For instance, Deep-
KWS [1] is noted for its simpler implementation, higher 
accuracy, and low computational cost. Depthwise sepa-
rable convolution [2] separates the channel and spa-
tial domains, reducing the number of the parameters 
in standard convolution without significantly degrad-
ing performance. This technique has been successfully 
applied to KWS [3]. Noise is a significant factor affecting 
KWS, and researchers are actively working to reduce its 
impact. Yu et al. [4] develop a long short-term memory 
(LSTM) [5] to improve the robustness of small-footprint 
Keyword Spotting tasks in noisy and far-field environ-
ments. Huang et al. [6] propose an adaptive noise cancela-
tion method based on the short-time Fourier transform 
(STFT) with deferred filter coefficients to retrieve key-
words from noisy signals. Ng et al. [7] proposed a light-
weight feature interactive convolutional model, called 
Convmixer, to handle the noisy far-field condition. They 
use curriculum-based multi-condition training to attain 
better noise robustness. To build upon their work, we 
have incorporated fast speech speed conditions into the 
model’s robustness tests and added a speaker verification 
model to detect KWS and SV simultaneously.

Speaker verification (SV) is the task of confirming 
whether the current speaker is indeed the valid user 
they claim to be, based on their unique voice charac-
teristics. If an unconfirmed identity is detected, it may 
suggest a fraudulent attempt, known as a spoofing 
attack, designed to deceive the SV system. Such attacks 
can involve tactics like impersonation, voice conver-
sion, text-to-speech synthesis, or replay attacks, result-
ing in “malicious speech.” In this context, the speech 
serves as the tool of deception, not necessarily imply-
ing a malicious speaker. To counter these threats, an 
anti-spoofing system is employed. Its role is to differ-
entiate between authentic and counterfeit voice inputs, 
detecting attempts at malicious speech. This ability is 
of vital importance in preventing unauthorized access, 
especially in security-sensitive applications of SV such 
as voice biometrics [8] or voice-controlled systems. 
SV models can be broadly classified into two catego-
ries: staged and end-to-end. A staged system typically 
comprises three modules: a speaker feature extraction 
module, speaker embedding, and a similarity score cal-
culator. The speaker feature extraction module converts 
the input speech signal into relevant features such as 
Mel-frequency cepstral coefficients (MFCCs) or other 
suitable representations that capture speaker-specific 
characteristics. The extracted features are then passed 
through a neural network or other machine learning 

models to generate a fixed-size vector called a speaker 
embedding, commonly using x-vectors [9], d-vectors 
[10], or deep embedded features [11–15]. This embed-
ding represents the unique characteristics of the speak-
er’s voice. The similarity score calculator measures the 
distance between the new embedded feature and the 
registered embedded feature in the device. A deci-
sion is made based on a predefined threshold to deter-
mine whether the two speech segments belong to the 
same speaker. Probabilistic linear discriminant analysis 
(PLDA) [16], cosine similarity [17], and distance met-
ric learning [18] are popular similarity score calculation 
techniques. Thresholds can be derived empirically from 
the development process or calculated using Bayesian 
decision theory [19, 20].

In contrast, end-to-end approaches aim to perform 
speaker verification in a single step using a unified 
model. It inputs raw or pre-processed speech signals and 
directly outputs a similarity score about the speaker’s 
identity. End-to-end models are usually based on deep 
neural networks, which are trained to directly optimize 
the speaker verification task. An example of such a sys-
tem is the b-vector system [21], which uses kernel-based 
binary classifiers with binary operation derived features 
for speaker verification. This system has demonstrated 
its effectiveness in capturing the unique characteris-
tics of individual speakers. Such end-to-end systems are 
becoming increasingly popular due to their ability to 
handle complex patterns and variations in speech, offer-
ing promising results in terms of both performance and 
computational efficiency.

The main difference between the staged and end-to-
end SV models lies in their respective loss functions. 
Early deep neural network-based SV models employed 
Softmax as the loss function, which maximizes the 
differences between different speakers in the train-
ing set. However, Softmax cannot effectively reduce 
intra-speaker variance, prompting the proposal of vari-
ants such as A-Softmax [22], AM-Softmax [23–26], and 
AAM-Softmax [27], which can constrain the embedding 
space to reduce intra-speaker variance. In contrast, end-
to-end SV systems generally use a loss function based on 
metric learning, which learns similarity directly from the 
training dataset. The metric-based learning loss func-
tion depends on the amount of data used to construct 
independent elements, which can be prototype-based, 
quadruples, triples, or pairwise losses, depending on the 
number of corpora used.

Recently, the ECAPA-TDNN [28] has achieved 
state-of-the-art performance in speaker verification. 
To build upon their work, we employ Soft Attention 
instead of residual connections, which helps prevent 
gradient vanishing and emphasizes important features. 
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Furthermore, we utilize a multi-task framework and 
integrate our improved KWS convmixer model to per-
form KWS and SV tasks jointly.

The acoustic information for KWS and SV are com-
plementary features with relatively little overlap. Those 
two tasks are usually processed separately and inde-
pendently to ensure robustness and accuracy. How-
ever, in an ideal scenario, both tasks can be performed 
simultaneously using the same input and outputting 
results, known as personalized voice triggers. A multi-
task learning framework can be used to achieve such 
an objective while improving both tasks’ performance. 
Sigtia et al. [29] propose a supervised multi-task learn-
ing framework to perform speech transcription and 
speaker spotting tasks simultaneously. The speech tran-
scription branch of the network is trained to minimize 
the connectionist temporal classification (CTC) loss 
for speech. In contrast, the speaker spotting branch is 
trained to assign the correct speaker labels to the input 
sequences. Yang et al. [30] apply multi-task learning to 
both tasks by incorporating user information into the 
keyword spotting (KWS) system. However, to the best 
of our knowledge, none of these previous works have 
created a dataset that contains solely a specific, pre-
defined keyword that serves both as a wake word and 
for speaker verification purposes. We created such a 
dataset; a detailed description of our dataset can be 
found in Section 4, “Experiment setup.”

The main contributions of this paper are as follows:

•	 We propose a shared encoder (SE) capable of effec-
tively extracting shared speech features across two 
tasks while reducing noise’s impact on model robust-
ness.

•	 We introduce a deep cross-attention (DCA) module 
that enables efficient information flow between the 
two tasks, further improving the model performance.

•	 We develop a soft attention (SA) module to replace 
the residual connection. This soft attention module 
can better filter important frequency features based 
on the context information at each frequency point, 
outperforming the residual connection in perfor-
mance.

The reset of this paper is structured as follows: Section 2 
presents related works in keyword spotting, speaker 
verification, attention mechanisms, and the multi-task 
learning framework. Section  3 offers a comprehensive 
description of the multi-task deep cross-attention net-
work model. Section 4 introduces the dataset and experi-
mental environment. We discuss ablation experiments 
and robustness tests in Section 5. Finally, we draw con-
clusions in Section 6.

2 � Related works
We review related studies on our proposed multi-task 
deep cross-attention networks, mainly focusing on key-
word spotting, speaker verification, attention mecha-
nism, and multi-task framework used in KWS and SV.

2.1 � Keyword spotting
Keyword spotting (KWS) identifies specific, prede-
fined spoken terms in the input utterance. A common 
approach for KWS is template-based methods, which 
create a template for each keyword and compare the 
incoming speech signal against these templates using 
similarity metrics, such as dynamic time warping 
(DTW). Another approach is model-based methods, 
which train a machine learning model, such as hid-
den Markov model (HMM), Gaussian mixture model 
(GMM), or a deep learning model, to recognize and 
classify the keywords. KWS systems have been used in 
many practical applications, especially for voice-acti-
vated devices. Therefore, designing KWS systems with 
small memory and computational footprint is essential 
for deployment on resource-constrained devices. Deep-
KWS trains a deep neural network (DNN) to directly 
predict the keyword(s) with a small footprint and low 
computation cost. Sainath et  al. [31] proposed CNN 
to replace DNN, which resulted in better performance 
because DNN does not consider speech’s local temporal 
and spectral correlation. To further reduce the memory 
footprint, a more recent work applied time delay neural 
network (TDNN), attention mechanism, and tempo-
ral convolutional network (TCN) [32–34] to KWS. Xu 
et  al. [3] proposed a model with a stack of depthwise 
separable convolution layers with residual connections, 
improving the performance and resulting in a smaller 
memory footprint.

Furthermore, the Convmixer model comprises three 
blocks: a pre-convolutional block, a convolutional mixer 
block, and a post-convolutional block. Convmixer uses 
deep separable convolutions with large convolutional 
kernels in the pre-and post-convolutional blocks to cap-
ture long-term contextual information with fewer model 
parameters. The convolution mixer introduces a novel 
module, the Convmixer block, to extract speech inter-
nal embedding features in both the time and frequency 
domains. The module employs a two-dimensional convo-
lution for frequency domain feature extraction to capture 
rich information from the frequency domain. Pointwise 
convolution then compresses the feature information 
from 3-D to 2-D. The time-frequency domain features 
are then extracted using depthwise separable convolution 
[2]. In time-domain feature extraction, depthwise separa-
ble convolution is used to extract time-domain features.
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2.2 � Speaker verification
In our work, we focus on a form of SV known as text-
dependent SV. This refers to scenarios where the lexical 
content of the utterances is fixed to a specific phrase. If 
the content is not fixed to a particular phrase, the task 
is termed as text-independent SV. Early statistical meth-
ods for speaker verification tasks utilized GMMs to 
create a probabilistic model of a speaker’s voice charac-
teristics by fitting a mixture of Gaussian distributions to 
the extracted features from the speech signal [35]. The 
GMM-UBM approach extends GMM by incorporating a 
universal background model (UBM), which captures the 
general characteristics of human speech, and each speak-
er’s model is adapted from the UBM. The most recent SV 
technique employs the i-vector [36] approach, extract-
ing a low-dimensional fixed-length representation for 
each speech segment [16]. With the rise of deep learning, 
high-level representations from the input speech signal 
are learned and utilized for speaker verification. Recent 
advancements in deep learning have led to the develop-
ment of embedding-based methods for speaker verifi-
cation, such as x-vectors and d-vectors. These methods 
involve training deep neural networks to extract speaker 
embeddings, which are then compared using probabil-
istic linear discriminant analysis (PLDA) to determine if 
the speech samples belong to the same speaker.

ECAPA-TDNN is a widely recognized and superior SV 
network architecture that improves upon the traditional 
time-delay neural network (TDNN) [37] using statistical 
pooling to map variable-length speech to fixed speaker 
embedding features. The initial frame layer is reorganized 
into one-dimensional Res2Net modules with influential 
jump connections, similar to SE-ResNet. Squeeze-and-
excitation [38] blocks are introduced in these modules to 
model the interdependence of channels, which extends 
the temporal context of the frame layer by rescaling the 
channels based on the global properties of the record-
ings. Additionally, to exploit complementary informa-
tion learned at different levels of complexity in different 
network layers, features are aggregated and propagated 
from different layers. Finally, the statistical pooling mod-
ule is improved to have channel-dependent frame atten-
tion, allowing the network to focus on different subsets of 
frames during the statistical estimation of each channel.

2.3 � Attention mechanism
Self-attention, multi-head attention, transformers [39], 
and other models of deep learning shine. The attention 
mechanism [33, 40] plays a key role in image processing, 
natural speech processing, and audio signal processing. 
This mechanism enables the model to focus on poten-
tial feature information. Although the attention mecha-
nism is proven very effective, it still needs to improve its 

algorithm complexity. When the complexity of the self-
attention model reaches O(n2) , especially when process-
ing sequential signals such as speech, the computation 
amount of the model will increase exponentially with 
the increase of sequence length. This makes computing 
devices take a lot of multiplication and addition, which 
can be fatal for low-power or portable devices. Many 
researchers have undertaken studies to decrease the algo-
rithmic complexity of the attention mechanism in mod-
els. Model structures such as Linformer [41], Performer 
[42], Nystromformer [43], and Flowformer [44, 45] have 
been developed to address this issue. These models signif-
icantly reduce the algorithmic complexity to linear time, 
or O(n), contributing to more efficient computations.

2.4 � Multi‑task framework
Multi-task learning is an approach inspired by human 
behavior, wherein multiple tasks are handled simultane-
ously. This method leverages the domain information in 
the training signals of related tasks as an inductive bias 
to enhance generalization [46]. This approach enables the 
model to extract features from associated tasks concur-
rently, allowing different tasks to share pertinent knowl-
edge during the learning process. Consequently, the 
correlation between tasks leads to improved performance 
on each task [47].

Recently, multi-task frameworks have been employed 
to integrate speech and speaker information to enhance 
the performance of speaker verification (SV) systems [48, 
49]. Studies have demonstrated that incorporating frame-
level phonetic information, learned through multi-task-
ing prior to the pooling layer, can facilitate the SV system 
in distinguishing speaker-specific information more 
effectively. Sigtia et al. [29] and Jung et al. [50] explored 
the joint optimization of keyword spotting (KWS) and 
SV within a single network. In the speaker-dependent 
voice trigger task, the SV system aims to verify the speak-
er’s identity in utterances containing prefixed keywords.

3 � Multi‑task deep cross‑attention networks 
(MTCANet)

In this section, we depict the architecture of the proposed 
MTCANet that performs KWS and SV tasks simultane-
ously. It contains three core modules: a deep cross-atten-
tion (DCA) module, a multi-layer stacked shared encoder 
(SE), and a soft attention (SA) module.

3.1 � Overall structure of multi‑task deep cross‑attention 
network

Based on Convmixer and ECAPA-TDNN, we have 
made several improvements to make the model appli-
cable to both SV and KWS tasks. The overall structure 
of the proposed MTCANet is shown in Fig. 1. The input 
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features of the model are 80-dimensional FBank fea-
tures, which are further extracted by a shared encoder 
to reduce the impact of noise [50, 51]. The shared 
encoder involves convolution operations that distill 
the most useful information from the FBank features 
while reducing the impact of unwanted noise. The 
noise reduction effect comes from the learning pro-
cess, in which the model is trained to focus on the parts 
of the input that are most useful for its tasks (such as 
keyword spotting or speaker verification). Because the 
noise is usually less informative than the speech signal, 
the model learns to downweight or ignore it, effectively 
reducing its impact. By “noise,” we refer to any irrele-
vant or unwanted data in the audio signal, such as back-
ground sounds, interference...etc. It helps enhancing 
the robustness of the model, making it more resistant 
to variations in the input data. The shared features are 
then fed into two branches to extract speaker embed-
ding features and perform keyword classification. We 
add a deep cross-attention module between the two 
tasks, which uses one branch as a query and the other 
as a key and value. This can effectively improve the 
utilization efficiency of intermediate embedded fea-
tures extracted by the two tasks. Finally, SV generates 
speaker feature vectors by attentive stat pooling and a 
fully connected layer. The KWS branch generates the 
probability of recognition through three post-process-
ing modules, a fully connected layer, and the Sigmoid 
activation function.

3.2 � Shared encoder (SE)
Shared encoders are widely used in language models and 
speech recognition [52, 53]. Shared encoders provide an 
effective way to handle multiple related tasks, enabling 
more robust and accurate models: (1) reusing the same 
parameters across different tasks leads to less compu-
tational and memory resources; (2) help to reduce the 
impact of noise by learning a common representation 
that emphasizes the relevant speech signals and down-
plays the noise; (3) shared encoders help maintain con-
sistency in the features extracted across different tasks, 
such multiple tasks are learned simultaneously; addition-
ally, it can efficiently learn rich representation of the input 
data that are useful across multiple tasks; (4) it can be 
pre-trained on one task and then fine-tuned on another, 
enabling transfer learning. Such speed up training time 
and improving performance. Inspired by this, we added 
a shared encoder to the speaker validation model and the 
keyword spotting model to further extract the generated 
FBank features, as shown in Fig.  2. The shared encoder 
consists of n stacked in separate blocks. Each block con-
sists of a separable convolution of convolution kernel k, 
pointwise convolution, batch normalization, and Swish 
activation function. Separable convolution can capture 
the features between the upper and lower frames at each 
frequency point and reduce the parameters and compu-
tation of the model. “Frequency Points” correspond to 
distinct frequencies in each frame. Here, the frame is typ-
ically defined as short segments of the audio signal. The 

Fig. 1  Model architecture of the proposed multi-task deep cross-attention network (MTCANet). In this instance, it uses the KWS branch as query 
and the speaker verification branch as key and value, effectively enhancing the utilization efficiency of intermediate embedded features extracted 
by the two tasks
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frequency points are obtained by transforming the raw 
audio signal into the frequency domain, where different 
frequencies correspond to different “points.” Separable 
convolution processes each frequency point separately, 
capturing the changes of that frequency over time 
(between the “upper and lower frames”, i.e., successive 
time windows). Subsequently, the pointwise convolution 
combines the information from all frequencies to cap-
ture the interactions between them, allows characteristic 
information to flow between frequency points. The num-
ber of separated convolution blocks stacked in this paper 
is 6, and the convolution kernel sizes are 3, 5, 7, 3, 5, 7.

3.3 � Keyword spotting branch
The structure of the keyword spotting network is shown 
in Fig.  1, which consists of four parts: pre-blocks, Con-
vMixer blocks, post-blocks, and deep cross attention 
blocks. Pre-blocks and post-processing blocks comprise 
depthwise separable convolution, batch normalization, 
and Swish. The convolution kernel sizes of the pre-blocks 
are 5,7,1, while the convolution kernel sizes of the post-
processed blocks are 17, 19, 1. The structure of the Conv-
mixer block is shown in Fig. 3.

Temporal-frequency coding module, temporal coding 
module and mixing module constitute the Convmixer 
block. The temporal-frequency coding module utilizing 
2-D convolution can be represented by the following 
formula:

where  ̺ represents the Swish activation function. 2-D 
convolution F1(·) extends the features of a single channel 
to multiple channels. The channel dimension effectively 
represents the rich information inherent in the time-
frequency domain. 2-D depthwise separable convolu-
tion F1(·) is used to extract the time-frequency features 
of each channel. Pointwise 2-D convolution F2(·) is used 
to compress the channel dimension into a single channel 
again. Subsequently, depthwise separable 1-D convolu-
tion f1(·) facilitates temporal domain feature extraction, 
as shown in the following formula:

The convolution across time-frequency and time-
domain spaces yields frequency- and time-enriched 
embeddings. Mixing layers are then incorporated to 
enable the flow of information throughout the global 
feature channel, as follows:

W1 and W2 represent the learnable weights associated 
with the linear layers of the temporal channel, which are 
shared across all frequency points (i). These weights are 

(1)
x1 =̺ ◦ F1(xin)

x2 =̺ ◦ (F1(x1))

x3 =̺ ◦ BatchNorm(F2(x2))

(2)x4 = ̺ ◦ BatchNorm(f 1(x3))

(3)
u∗,i =(x4)∗,i +W2 · δ W1 · LayerNorm(x4)∗,i

(x5)j,∗ =uj,∗ +W4 · δ W3 · LayerNorm(u)j,∗

Fig. 2  Shared encoder: a multi-layer stacked shared encoder is utilized across both tasks to reduce the impact of noise on the recognition rate
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adjusted during the training process to capture the tem-
poral dynamics of the input signal. On the other hand, W3 
and W4 denote the learnable weights of the linear layers 
within the frequency channels, which are shared across 
all temporal instances (j). These weights learn the unique 
characteristics of different frequencies within the input 
signal.

Finally we added soft attention from the previous out-
put and 2D features connected to the block output.

where f 2(·) and f1(·) represent depthwise separable 
1-D convolution and pointwise 1-D convolution in soft 
attention.

3.4 � Speaker verification branch
In the SV network, the output of the shared encoder is 
processed by three SE-Res2Blocks, as illustrated in Fig. 4. 
These consist of 1-D convolutions, ReLU activation func-
tions, and batch normalization. The Res2 Dilated Conv1D 
in each SE-Res2Block has a kernel size of 3 and a dila-
tion rate of 2, 3, and 4, respectively. In the Res2 Dilated 
Conv1D, since the input to each dilated convolution 

(4)xout = x3 + f1(f 2(xin))+ x5

contains the residuals of all the past convolution, it is 
called Res2. The above process can be represented by 
Eq.  5, where κ represents the ReLU activation function, 
f2(·) and f3(·) represent 1-D convolution, and f 3(·) rep-
resents Res2 dilated 1-D convolution.

The SE-blocks enable the calculation of attention 
weights based on the inter-channel correlation, which 
enhances important features and attenuates unimportant 
ones, as shown in Fig. 5. The SE-block can be expressed 
as Eq. 6.

First, the mean value of features is calculated using the 
adaptive average pooling layer p(·) , then the mean value is 
adjusted using 1-D convolution f4(·) and ReLU activation 
function. Then, the weight is generated by 1-D convolu-
tion f5(·) and Sigmoid activation function. The resulting 
weights are multiplied by the input of the SE-block, which 
further reinforces the important characteristic information. 

(5)
y1 =BatchNorm((κ ◦ f2(yin)))

y2 =BatchNorm(κ ◦ f 3(y1))

y3 =BatchNorm((κ ◦ f3(y2)))

(6)y4 = y3 × σ ◦ f5(κ ◦ f4(p(y3)))

Fig. 3  Keyword spotting branch: the structure diagram of Convmixer block. The convolution across both time-frequency and time-domain spaces 
yields frequency- and time-enriched embeddings. Soft attention from the previous output and 2D features connected to the block output
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Soft attention instead of residual connections are employed 
to prevent gradient vanishing and emphasize significant 
features. The output of the SE-Res2 block is the sum of SE 
block and soft attention as shown below:

(7)yout = y4 + f6(f 4(yin))

where f 4(·) and f6(·) represent depthwise separable 
1-D convolution and pointwise 1-D convolution in soft 
attention.

3.5 � Deep cross attention module (DCA)
To enable embedded information within the speech to 
be shared by SV and KWS branches, we add a deep cross 
attention (DCA) module between the two tasks. In clas-
sical attention algorithms, the Softmax [54, 55] activa-
tion function and the multiplication of matrices make 
attention inevitably introduce quadratic complexity. The 
squared complexity causes the computational cost to 
increase significantly as the speech duration grows. We 
developed DCA for two branches crossing attention as 
shown in Fig. 6.

To utilize the conservation property of the flow net-
work theory, we realize the conservation of sources out-
flow and sinks inflow through normalization.

where Î ∈ R
n×1 indicates the amount of information 

obtained by each sink after the competition when the 
amount of source outflow information is fixed. Ô ∈ R

m×1 
indicates the amount of the information supplied by each 
source when the amount of inflow information is fixed. 
Finally, the attention mechanism based on flow network 
theory can be expressed as:

(8)Î = φ(Q)

m∑

j=1

φ
(
Kj

)T

Oj
, Ô = φ(K )

n∑

i=1

φ(Qi)
T

Ii

Fig. 4  Speaker verification branch: the structure diagram of an SE-Res2Block

Fig. 5  The structure diagram of SE-Block
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where ⊙ indicates the element-wise multiplication. Q 
represents the current feature being considered. K repre-
sents all other features in the input. V is associated with 
each Key and gets summed up to produce the final out-
put based on the weight determined by the interaction 
of query and key. V̂ ∈ R

m×d represents the source after 
the competition, which is reweighted according to the 
inflow conservation. A ∈ R

m×d is the aggregated infor-
mation source, which is calculated by the associativity of 
matrix multiplication to reduce the computational com-
plexity. R ∈ R

n×d represents the results of this new atten-
tion mechanism. The whole process of the DCA based 
on flow network theory is shown in Fig.  6. The outflow 
of sources competes with each other as the amount of 
information supplied has been predetermined. Conserv-
ing the incoming flow of sinks, the source competes for 
non-trivial information aggregation; the sink thereby 
allocates and filters aggregated information from the 

(9)

Competition : V̂ =Softmax(Ô)⊙ V

Aggregation : A =
φ(Q)

I

(
φ(K )T V̂

)

Allocation : R =Sigmoid(Î)⊙ A

outflow of the source. In calculating the SV to KWS 
attention, the SV feature is used as Q, the low-frequency 
KWS feature is used as K and V, and vice versa. DCA 
effectively improves the efficiency of the use of informa-
tion between the two tasks and effectively improves the 
model’s performance.

3.6 � Multi‑task weighted loss function
Additive angular margin loss (AAM-Softmax) [27] was first 
used in face and speech recognition. This loss function can 
be used to increase further the intra-class compactness and 
inter-class differentiation of extracted features and edges, 
play a crucial role in discriminant embedded learning, and 
lead to significant performance improvements, as shown 
below:

where Z is defined as: es
�

cos

�

�yi ,i
+m

��

+
∑c

j=1,j≠i
es(cos (�j,i)) . The 

AAM-Softmax loss function is used for speaker verifica-
tion tasks. The KWS task uses the BCEWithLogitsLoss 
function, as shown below:

(10)L AAM-Softmax = −
1

N

N∑

i=1

log
e
s
(
cos

(
θyi ,i+m

))

Z

Fig. 6  Diagram of deep cross-attention module
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To balance the order of magnitude of the loss function, 
AAM-Softmax and BCEWithLogitsLoss are weighted, as 
shown in the following equation:

4 � Experiment setup
We evaluate our proposed MTCANet architecture on a 
meticulously curated set of datasets. In this section, we 
provide an overview of the datasets used in our study 
and describe the experimental setup employed for the 
evaluation.

4.1 � Text‑dependent corpora
For both KWS and SV tasks, we have created a custom 
dataset named Xi-aokangKWS, specially designed for 
wake word recognition and speaker recognition tasks. 
The dataset consists of 240,000 near- and far-field utter-
ances from 2025 participants, recorded in three different 
environmental setups with an SNR ranging from − 5 to 
15 dB at two speech speeds.

4.2 � Recording environment setup
The audio is recorded in a soundproof room with back-
ground noise levels of less than 45 dB and without rever-
beration. Only stationary background noise is present, 
and non-stationary noise is absent. Near-field speech 
is recorded using a single-channel microphone at a dis-
tance of 0.1m in a quiet environment. In comparison, far-
field speech is recorded at distances of 1 m, 3 m, and 5 
m using a multi-channel microphone in three simulated 
environments: quiet, TV noise, and TV noise plus ambi-
ent noise. TV noise is created by playing a documentary 
on the recording TV, while ambient noise includes key-
board typing, knocking, footsteps, talking, and drinking 
water. At the recording time, TV noise is set to different 
volumes. All audio is saved in the WAVE format with a 16 
kHz sample rate and 16-bit bit width. The recorded audio 
is of moderate volume and free from spectral distortion, 
amplitude truncation, and frame loss.

4.3 � Recording participants and recording approaches
A total of 2025 participants joined Xi-aoKangKWS data-
set creation. Two thousand are involved in near-field 
audio recording, while 500 participants are involved in 
far-field audio recording. The gender ratio is 50% male 
and 50% female. Age-wise, 20%, 60%, and 20% belonged 
to the age groups of 8 to 18, 18 to 45, and 46 to 60, respec-
tively. The geographic distribution of the recorders is bal-
anced, with half from Northern China and a half from 

(11)
LBCELogits = −�n

[

yn ⋅ log�
(

xn
)

+

(

1 − yn
)

⋅ log
(

1 − �
(

xn
))]

(12)L = αLBCELogits + LAAM−Softmax

Southern China. The recorders speak Mandarin without 
any discernible dialect. All information other than gender 
and age is kept confidential.

The target keyword for the recording is “Xiaokang Xia-
okang.” Ten similar-sounding confusing keywords, such 
as “Xiaoguang Xiaoguang” and “Xiaogang Xiaogang,” are 
also used. Near-field speech is recorded in a quiet setting, 
with each participant uttering the target keywords 15 
times at normal and fast speeds and the confusing key-
words twice at normal speed and once at fast speed. Far-
field speech is recorded in simulated environments. In 
both scenarios, participants read the target keyword ten 
times at microphone distances of 1 m, 3 m, and 5 m at 
normal and fast speech rates. In total, 120,000 near-field 
clips and 12,000 far-field clips are recorded.

The captured audio must have proper gaps between 
command words, consistent volume, and accurate pro-
nunciation without heavy accents to ensure recording 
quality. During the data annotation, annotators must 
verify that the target speech pronunciation is clear and 
complete, with minimal interference from background 
noise. Audio samples with issues like clipping, data loss, 
or non-human readings should be considered unusable 
and discarded.

Ultimately, 2025 participants took part in the record-
ing process, of which 1822 recorders’ data were used for 
the training, validation, and seen test sets. Data from 203 
participants were reserved for the unseen test set. The 
seen test set implies that the speaker is present in the 
training set, but the seen test set and the training set do 
not overlap. The unseen test set indicates that the speaker 
does not appear in the training set.

4.4 � Training details
The frame length is 20 ms and frame shift is 10 ms. The 
number of frames is 200, which is determined by the data 
set that we collect, and for speech clips that are less than 
200 frames we pad them. FBank has a dimension of 80. 
The Adam method is the optimizer, and all model hyper-
parameters are randomly initialized. The initial learning 
rate is 1 × 10−3 , and the learning rate decays exponen-
tially by 0.9. Training is stopped when the learning rate 
decreases to 5 × 10−5 . The weight α of the loss function 
is 2.

4.5 � Evaluation metrics
In speaker verification system, there are four cases of 
system recognition: true positive (TP), false negative 
(FN), false positive (FP), true negative (TN). The above 
four cases in turn indicate that the speaker is the target 
speaker and is identified, the speaker is the target speaker 
but is not identified, the speaker is not the target speaker 
but is identified, and the speaker is not the target speaker 
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and is not identified. Thus, the false acceptance rate 
(FAR) and false rejection rate (FRR) can be calculated, as 
shown in the following formula:

When the detection threshold becomes small, FRR 
will decrease and FAR will increase. When the detection 
threshold increases, the FRR will increase and the FAR 
will decrease. Equal error rate (EER) refers to the values 
of FAR and FRR when FAR and FRR are equal. The lower 
the EER, the better the speaker verification system.

The EER can reflect the performance of the system to a 
certain extent, but it cannot accurately represent the cost 
of system error recognition. Therefore, we use the mini-
mum decision cost function (minDCF) as an evaluation 
metric to represent the cost caused by error recognition. 
In the speaker verification system, two kinds of alarms 
will occur: one is that the test speech is designated to the 
speaker but the system does not recognize; the other is 
to test that the speech is not a designated speaker and 
the system recognizes that speaker. These two conditions 
are defined as false-reject (Miss) and false-accept (False-
Alarm) respectively. They have different influences on the 
detection cost. Different weights can be used to evaluate 
the detection cost of speaker recognition system in differ-
ent use environments. The detection cost function (DCF) 
is shown as follows:

where the parameters CMiss and CFA are the cost of Miss 
and cost of False-Alarm, respectively, PTarget is the a 

(13)
FAR =

FP

FP + TN

FRR =
FN

TP + FN

(14)DCF = CMiss ⋅ PTarget ⋅ FRR + CFA ⋅ (1 − PTarget ) ⋅ FAR

priori probability that the test segment speaker is the tar-
get speaker. In this paper, we use NIST 2016 [56] as a ref-
erence, with CMiss = CFA=1, PTarget=0.005. minDCF is the 
value that minimizes DCF in the process of changing the 
decision threshold. minDCF can better reflect the cost of 
misrecognition by speaker verification systems.

Accuracy (Acc) is a commonly used evaluation metric 
of keyword spotting model. It is obtained by dividing the 
number of correctly classified samples by the total num-
ber of samples. The calculation formula is as follows:

TP,TN,FP and FN are similar to those above, respec-
tively indicating that they are target keywords and recog-
nized; they are not target keywords and not recognized; 
they are not target keywords and recognized; they are 
target keywords and not recognized. The higher the Acc, 
the better the keyword spotting system

5 � Result and discussion
In this section, we conduct comprehensive experiments 
to assess the performance of the proposed MTCANet. 
We will delve into the experimental results and provide a 
detailed discussion.

5.1 � Ablation study
Table  1 presents the results of the ablation study, with 
the equal error rate (EER) and minimum decision cost 
function (minDCF) to assess the performance of the SV 
model and the accuracy rate to evaluate KWS model per-
formance. The term “seen” refers to cases where the pro-
sodic speaker was part of the training set, but the speech 

(15)Acc =
TP + TN

TP + TN + FP + FN

Table 1  The ablation study of the effect of different modules on the model performance

Model Seen Unseen

EER (%) minDCF Acc (%) EER (%) minDCF Acc (%)

Without noise Convmixer - - 96.25 - - 94.44

ECAPA-TDNN 0.17 0.009 - 1.88 0.149 -

Baseline 0.18 0.010 96.16 1.83 0.125 94.77

+SA 0.18 0.007 96.45 1.69 0.113 95.15

+SE 0.14 0.006 96.56 1.68 0.112 95.06

+DCA 0.11 0.006 98.37 1.55 0.110 96.57

With noise Convmixer - - 91.96 - - 90.36

ECAPA-TDNN 1.62 0.077 - 4.18 0.223 -

Baseline 1.64 0.078 92.08 4.16 0.214 90.61

+SA 1.59 0.079 92.21 4.10 0.209 90.91

+SE 1.58 0.069 92.89 4.07 0.208 91.11

+DCA 1.27 0.059 95.61 3.98 0.200 93.08
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segment was not; “not seen” denotes cases where the 
prosodic speaker was absent from the training set. Test 
segments encompassed both near-field and far-field sce-
narios and normal and fast speech rates. The baseline 
model involved directly combining ECAPA-TDNN and 
Convmixer. Building upon this, the soft attention (SA), 
shared encoder (SE), and deep cross-attention (DCA) 
modules were added in turn to verify the impact of the 
modules on performance. The training set loss after add-
ing different modules to the baseline is shown in Fig. 7. 
After adding SA and SE, the loss of the training set is 
slightly lower than the baseline model. The most obvi-
ous decrease in loss is DCA, which indicates that our 
proposed DCA has the most significant impact on loss. 
Loss does not intuitively reflect the performance of each 
module, and the results of objective evaluation metrics 
are described below.

From the results presented in Table  1, it can be 
observed that the performance of the baseline model 
across various environments is comparable to that of sep-
arately trained ECAPA-TDNN and Convmixer models. 
The SA module contributes to a notable improvement in 
model performance at the expense of 0.1 million model 
parameters, and altering the model structure proves to 
be more advantageous than incorporating a skip con-
nection. The SE module demonstrates the capability to 
pre-extract speech-related embeddings, effectively miti-
gating the impact of noise on the model. Consequently, 
performance enhancements in noisy conditions surpass 
those observed in noise-free environments. Furthermore, 
the DCA module emerges as a highly effective method 
for fusing the two models, exhibiting the most significant 
performance improvement among the tested modules. 

In noise-free unseen test sets, the DCA enhances EER, 
minDCF, and ACC by 0.13%, 1.79%, and 1.51%, respec-
tively. In noisy unseen test sets, those improvements 
amount to 0.09%, 3.85%, and 1.97% for EER, minDCF, 
and ACC, respectively. The DCA module successfully 
optimizes the utilization of SV and KWS features, sub-
stantiating its efficacy in model fusion for improved 
performance.

5.2 � Robustness experiment
This section evaluates the model performance under dif-
ferent environments to evaluate the robustness of the 
model.

5.2.1 � Performance of model under different SNR 
environments

As illustrated in Table 2, our evaluation considers musi-
cal and environmental noise, with signal-to-noise ratios 
(SNRs) ranging from − 5 dB to 15 dB. The test speech 
samples comprise both near-field and far-field speech 
recordings. In a low SNR environment of − 5 dB, the 
noise signal severely masks the speech signal, causing 
the equal error rate of the speaker recognition model to 
rise to 9.54% in unseen musical environments. However, 
considering the minDCF value of up to 0.453, the sys-
tem remains functional. The accuracy of keyword spot-
ting declines to 86.97%. Although it is lower than clean 
speech, the recognition accuracy remains acceptable. 
As the SNR increases to 0 dB, the EER and minDCF 
values decrease considerably while the ACC value sig-
nificantly increases. When the SNR reaches 10 dB, the 
noise impact diminishes substantially, and the perfor-
mance metrics become comparable to those obtained 

Fig. 7  Loss curve with the number of training epoch. On the basis of the baseline model, soft attention (SA), shared encoder (SE), and deep cross 
attention (DCA) are added successively
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without noise. In terms of noise categories, the influence 
of musical noise is found to be more pronounced than 
environmental noise.

5.2.2 � Performance of model under near‑and far‑field 
conditions

The results are presented in Table  3. For near-field 
speech, the distance between the sound source and the 
microphone is 0.1m; for far-field speech, the distance 
between the sound source and the microphone is 1 m, 
3 m, and 5 m. The test set with noise exhibits an SNR 
ranging from − 5 dB to 15 dB. The far and near field EER 
values for unseen speakers are comparable to minDCF 
in the noiseless test set, although Acc near field speech 
is higher. In the case of unknown speakers, the test set 
with noise reveals that near-field speech maintains a 
higher Acc and lower EER and minDCF, while far-field 
speech displays significantly higher EER and minDCF 
values than near-field speech. Additionally, Acc decreases 
as the distance increases. The superior performance of 
near-field speech may be attributed to the larger number 

of near-field speech samples in the constructed dataset. 
In conclusion, the distance between the sound source 
and the microphone has a tolerable impact on the model 
performance, and the performance of far-field speech 
remains relatively consistent within the 1 m to 5 m.

5.2.3 � Performance of model under different speech speed
The results are presented in Table  4, where we catego-
rize speech speed into normal and fast speed. The test 
set comprises both near-field and far-field speech, with 
the SNR range of noisy speech ranging from − 5 dB to 
15 dB. For unknown speakers in noise-free conditions, 
speech speed has minimal impact on speaker verification 
performance; however, fast speech lowers the accuracy of 
keyword recognition by 2.55%. In the case of unknown 
speakers in noisy environments, fast speech results in a 
0.93% increase in EER, a 0.024 increase in minDCF, and a 
2.36% decrease in overall Acc. Consequently, fast speech 
speed has a more pronounced effect on keyword detec-
tion, while its impact on speaker validation models is 
relatively smaller.

Table 2  Test the effect of noise on model performance

SNR Seen Unseen

EER (%) minDCF Acc (%) EER (%) minDCF Acc (%)

Noise − 5 dB 4.11 0.193 90.72 8.07 0.406 87.85

0 dB 1.34 0.947 94.70 4.92 0.266 91.95

5 dB 0.63 0.037 96.49 3.68 0.206 93.75

10 dB 0.27 0.019 97.45 2.81 0.175 94.65

15 dB 0.20 0.014 97.85 2.44 0.158 95.17

Music − 5 dB 5.13 0.251 89.83 9.54 0.453 86.97

0 dB 1.49 0.082 94.68 5.14 0.266 91.75

5 dB 0.53 0.032 96.68 3.55 0.201 94.03

10 dB 0.26 0.014 97.76 2.53 0.162 94.87

15 dB 0.17 0.007 98.04 2.24 0.143 95.35

Table 3  Test the effect of distance on model performance

Distance Seen Unseen

EER (%) minDCF Acc (%) EER (%) minDCF Acc (%)

Without noise 0.1 m 0.03 0.004 98.73 2.41 0.186 96.40

1 m 0.09 0.006 98.39 2.33 0.186 94.97

3 m 0.18 0.013 97.74 2.23 0.146 94.56

5 m 0.08 0.010 97.81 2.65 0.134 94.24

With noise 0.1 m 0.96 0.046 97.20 2.30 0.123 95.15

1 m 1.53 0.072 95.29 5.07 0.319 92.25

3 m 2.16 0.072 94.95 4.85 0.283 91.06

5 m 2.14 0.094 94.56 5.13 0.298 90.63
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6 � Conclusion
In conclusion, this paper presents a novel multi-tasking 
model that jointly addresses speaker verification (SV) 
and keyword spotting (KWS) tasks. By utilizing a shared 
encoder (SE) to extract FBank features, our approach effi-
ciently feeds the derived data into speaker verification 
and keyword spotting branches. We employ soft atten-
tion (SA) connections as an alternative to residual con-
nections, which maintain the model’s depth and amplify 
its focus on relevant features. Furthermore, we incor-
porate a deep cross-attention (DCA) module that effec-
tively fuses the two models with linear complexity. Our 
experimental results show that this model is better than 
the baseline model, with EER, minDCF, and Acc increas-
ing by 0.18%, 0.014, and 2.47% respectively, in the unseen 
noisy test set. Future research will concentrate on mini-
mizing the computational complexity and model param-
eters and exploring more efficient connection strategies.
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