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Abstract 

Analysis of couple interactions using speech processing techniques is an increasingly active multi-disciplinary field 
that poses challenges such as automatic relationship quality assessment and behavioral coding. Here, we focused 
on the prediction of individuals’ attachment style using interactions of recently married (1–15 months) couples. For 
low-level acoustic feature extraction, in addition to the frame-based acoustic features such as mel-frequency ceps-
tral coefficients (MFCCs) and pitch, we used the turn-based i-vector features that are the commonly used in speaker 
verification systems. Sentiments, positive and negative, of the dialog turns were also automatically generated from 
transcribed text and used as features. Feature and score fusion algorithms were used for low-level acoustic features 
and text features. Even though score and feature fusion algorithms performed similar, predictions with score fusion 
were more consistent when couples have known each other for a longer period of time.
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1  Introduction
Attachment theory first originating in the 1940s was 
developed to explain the role of early experiences in chil-
dren’s development [1]. The theory has later proven to be 
a rich framework to understand the adult close relation-
ships as well [2]. According to the theory, infants’ expe-
riences with their primary caregivers especially during 
stressful times contribute to the development of expecta-
tions about one’s worthiness and how others respond to 
one’s valid physical and emotional needs. In turn, the his-
tory of attachment experiences with primary caregivers 
develop into patterns about one’s needs, emotions, emo-
tion regulation mechanisms, and interpersonal behaviors 
[1]. Later in life, romantic partners take the place of main 

attachment figures for adults. As in the infant caregiver 
dyad, in romantic dyads too, the stressful moments help 
to classify various attachment styles of individuals (e.g., 
secure, insecure). Studies have shown attachment styles 
to be predictive of significant psychological and relational 
outcomes for adults such as emotional wellbeing [3] and 
relationship satisfaction [4]. More recently, attachment 
style and intimate relationship history, as well as strong 
feelings such as shame, fear, and anxiety, are proposed to 
impact one’s vocal characteristics [5]. We propose that 
the examination of voice features of romantic relation-
ship partners can prove to be helpful in classifying their 
attachment styles.

In this study, acoustic features of spoken language [6] 
as they are relatively less controllable compared to other 
nonverbal behaviors [7] will be explored as indicators of 
speakers’ attachment styles. Since [2] first proposed the 
extension of attachment theory to adult romantic rela-
tionships, several scales and interview techniques have 
been used to determine adult attachment styles. Even 
though scales are relatively easy to administer and score 
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compared to the labor-intensive data collection and rat-
ing of interview transcripts, social desirability bias is in 
question when self-report measures are used. So, another 
goal of this study is to test a measurement technique 
which uses interview data but is less labor intensive to 
rate.

Behavioral and social signal processing (BSS) is the 
study of human behavior, particularly in distressed situ-
ations, through the analysis of signals such as audio or 
video. Surveys of social signal processing literature are 
given in [8] and [9]. In [10], a survey of some of the recent 
work in the BSS field is done within the context of couple 
interactions during therapy.

Psychologists that use observational methods in their 
research often rely on standardized rating systems for 
assessment of behavioral codes that are relevant to char-
acterizing the domain and problem under considera-
tion (e.g., in couple therapy,blame patterns are typically 
coded). In the context of couple therapy analysis, inter-
actions are manually annotated by a psychologist which 
is an expensive and time-consuming process. In [11], 
manually coded behavior patterns, such as level of blame 
towards the other spouse, are predicted automatically 
using vocal interaction analysis.

Earlier study [12] have shown that, in couple therapy, 
approach style to problem solving is a strong indica-
tor of the relationship quality. In [13], acoustic features 
extracted during couple interaction are used to pre-
dict the outcome of couple therapy, i.e., whether there 
is any improvement in the couple’s relationship. Vocal 
entrainment, which is the process where the interlocu-
tors naturally and mutually adapt their voices during the 
interaction, is measured in [14] and then used for affect 
analysis in married couple interactions.

Lexical features can be used in addition to acoustic fea-
tures for interaction analysis. For example, spoken lan-
guage data is used to identify interactional style in [15]. 
In [16], speech recognition-based lexical features are 
used in addition to the acoustic features which improved 
the prediction accuracy of blame level. Similarly, in [17], 
transcriptions of couple interactions during therapy were 
found to contain significant information regarding the 
behavioral codes even when the transcription processes 
are noisy.

Even though the whole interaction session contains 
relevant data, there are salient events that are enough to 
predict the session-level behavioral codes [18]. Multiple 
instance learning is used in [19] to extract features from 
the salient events to predict the effective states in cou-
ple interactions. In [20], spoken language-based features 
are used with in a two-state dynamical behavioral model 
framework to analyze each turn locally before reaching a 
global decision.

In this study, we focused on predicting the attachment 
styles of recently married couples using acoustic fea-
tures. Our work is novel in two major aspects. In the first 
aspect, this is the first study to analyze vocal interactions, 
from a speech processing perspective, of distressed mar-
ried couples (the range of being married ranged between 
1 and 15 months). In the second aspect, this is the first 
study that uses acoustic features to predict adult attach-
ment style according to the questionnaire.

2 � Related work
2.1 � Adult attachment
Attachment refers to the coherent patterns of behavior 
that specify the quality of the emotional bond within 
close relationships [21]. Attachment theory proposes that 
infants’ early interactions with their caregivers generate 
certain internal working models of self and others in the 
form of expectations and beliefs that guide one’s percep-
tions, emotions, and behaviors in significant relationships 
[1]. Individual differences in these internal working mod-
els have been linked to different attachment styles [22]. 
Differences in attachment styles have been conceptual-
ized in line with two dimensions of attachment related 
anxiety and avoidance [23].

Attachment anxiety is characterized by fear of aban-
donment and rejection and excessive need for approval 
in line with the person’s negative representation of self as 
unworthy. In contrast, attachment avoidance is charac-
terized by discomfort with closeness and excessive self-
reliance in line with the person’s negative representation 
of others as untrustworthy [24]. Those individuals who 
hold positive representations of both self and others were 
referred to as securely attached. Securely attached indi-
viduals had a positive sense of self that is worthy of love, 
care, and attention while also felt safe with depending on 
others in times of need.

Utilizing the two dimensions of attachment anxiety and 
avoidance, in interaction with negative or positive views 
of self and others, Bartholomew [21] proposed four adult 
attachment styles: secure, preoccupied, dismissing, and 
fearful. According to this model, preoccupied individuals 
had a negative view of self but a positive view of others 
whereas individuals with dismissing style had a positive 
view of self but a negative view of others. Based on these 
dimensions, Bartholomew [21] also proposed a fearful 
attachment style that is characterized by negative views 
of both self and others. While both groups of preoccu-
pied and fearful tend to have strong dependency needs, 
the fearful group avoids closeness similar to the dismiss-
ing group. Thus, the fearful group tends to have both 
autonomy and intimacy difficulties [21]. A summary of 
these classifications can also be found in Table 1.
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2.2 � Measuring attachment
Many studies have been conducted since the 1980s to 
develop measures of adult attachment and its manifes-
tations in the couple’s relationship. One of these meas-
urement methods is questionnaires and the other is 
interview techniques. Both of these methods have certain 
limitations in understanding and interpreting attachment 
with an impact on both research and clinical assessment 
of attachment. Questionnaires are prone to self-report 
biases [25]. Furthermore, almost no concurrent validity 
has been found between questionnaires and interview-
based assessments of adult attachment, adding to the 
construct validity controversy.

In contrast to the questionnaires, interview methods 
are relatively more difficult, costly, and lengthy to admin-
ister and score. They add additional layers to the process, 
that is, the manual transcription and coding of the inter-
view. There is a training load required for both adminis-
tering and scoring the interviews. This limitation might 
decrease the replicability of attachment studies, adding 
to psychology’s current “replicability crisis.” A different 
method as the one suggested in this study, not focus-
ing on the content of the responses but focusing on the 
vocal characteristics of the responses may make it easier 
to interpret emotional arousal responses as attachment-
related implications. Because studies have shown that 
emotional arousal reactions are manifestations of attach-
ment security and so that can be uncovered by the com-
position of conversation [26, 27]. In order to understand 
and interpret emotional arousal reactions, it is necessary 
to focus on the way the message is conveyed, that is the 
sound characteristics of speech, and it is not sufficient to 
focus solely on the content of the message.

Since the internal working models as another attach-
ment related implication are especially activated by 
significant others, the impact of the activation of the 
attachment system may be observed in partners’ voice 
features such as jitter, shimmer, and their derivatives, 
which are some of the vocal features examined in this 
study [5]. When we focus only on the content of the nar-
rative, it is difficult to make sense of these internalized 
working models’ representations. Though the defen-
sive inhibition strategy can manage what is said, it can-
not manage how it is said [28], thus allowing prosody to 

provide a better understanding of emotion regulation 
strategies that individuals use when discussing their past 
[29]. This is because, as studies indicate, voice parameters 
are less manageable compared to other types of nonver-
bal behavior in a conversation [30].

2.3 � Studies of vocal characteristics and attachment
As the first examples, mother-infant studies have exem-
plified the importance of the vocal characteristics in pre-
dicting attachment security. Mother-infant studies have 
shown that vocal synchrony predicts attachment security 
later in life [31–37]. Kolacz’s [38] study on mother-infant 
communication and attachment has shown that the fre-
quency and acoustic characteristics of babies’ crying 
behaviors can be interpreted as the precursors of their 
developing neural systems in social interactions while the 
current period. The acoustic properties of these vocaliza-
tions were found to predict the infants’ social adjustment 
in later childhood.

Likewise, studies have also focused on the vocal fea-
tures of romantic partners in order to shed light on 
their attachment security. Synchronous vocal activities 
between romantic partners have been studied as indica-
tors of co-regulation, which is considered to be an impor-
tant element associated with attachment [37]. In relation 
to this, Sroufe [35] found that the security of attachment 
was associated with the emotional tone of adult roman-
tic relationships. For example, in an observational study 
measuring hostility in romantic relationships, research-
ers found the signs that partners carry from their attach-
ment stories. The manifestation of couples’ synchronized 
systems is parallel with infant-mother studies showing 
reciprocal associations of behavioral or physiological sys-
tems [37, 39, 40]. And the prosodic, non-verbal, synchro-
nicity in conversation provides important clues regarding 
the affective characteristics and adaptations of the inter-
acting partners. [41].

3 � Corpus description
3.1 � Participants and procedures
The data were collected from 103 newlywed heterosexual 
couples from Turkey. The couples were all in their first 
marriages and without children. Marriage length of the 
participants ranged between 1 and 15 months with an 

Table 1  Attachment styles and their descriptions

Attachment Types Descriptions

Secure Thinks himself/herself as lovable and others as accepting

Preoccupied Craves acceptance for himself/herself to gain self worth

Dismissing Feels negative towards others, has a high self-worth

Fearful Thinks himself/herself as unlovable and others as untrustworthy
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average length of 6.06 months (SD = 3.43). Participants’ 
ages ranged between 20 and 48 years with an average 
of 27.83 (SD = 3.80). On average, participants attended 
school for 16.36 years with a range between 8 and 26 
years.

Participants were recruited through flyers posted at 
different universities, municipalities, and institutions in 
a metropolitan city as well as posts on social media and 
various email groups. Individuals who were interested in 
the study were contacted by phone or email to give them 
further information about the study. If individuals agreed 
to participate in the study, they were sent an email with 
an ID number and a link to the online survey.

3.2 � Measures
3.2.1 � Attachment anxiety and avoidance
The two dimensions of attachment were measured by 
the Turkish version of Fraley, Waller, and Brennan’s [42] 
Experiences in Close Relationships-Revised Scale [43]. 
Half of the items on the 36-item scale measures attach-
ment avoidance referring to discomfort with closeness 
and depending on others, and the other half measures 
attachment anxiety referring to fear of rejection and 
abandonment. The attachment anxiety and avoidance 
subscales demonstrated adequate reliability with this 
sample. The attachment anxiety Cronbach’s alpha value 
for women was .88 and .86 for men. The attachment 
avoidance Cronbach’s alpha value for women was .89 and 
.87 for men.

3.2.2 � Audio‑visual data
The audio-visual data were collected in the Ozyegin Uni-
versity Relationship Research Lab which is equipped with 
private rooms with video cameras. The audio-visual data 
were collected via following the procedures of the Cou-
ples Interaction Coding System developed by Heavey, 
Gill, and Christensen [44]. CIRS is an observational cod-
ing scheme used to rate each spouse as they interact with 
their partner during a problem solving discussion. After 
arriving at the lab, according to the instructions of the 
CIRS, each spouse was asked to determine a topic that 
they thought was important in their relationship and 
that they had disagreements about. After each spouse 
independently determined their topic and approved of 
each other’s topics, the couple were asked to have two 

discussions where they talked about one spouse’s topic 
for 10 min and the others for another 10 min. Then, the 
couples were left alone in the room and the audio-video 
recording began. After the first 10 min, a research assis-
tant knocked on the door and asked the couple to switch 
to the next topic. When the final 10 min were over, the 
assistant knocked again on the door and informed the 
couple that the recording was over.

Total collected data is 2060 min of recordings. After the 
Bi-Gaussian Voice Activity Detector (VAD) [45] process, 
the final amount is 1948 min. However, we use 1507 min 
of recording of secure and fearful people’s conversations.

4 � System description
4.1 � Low‑level acoustic features
Both prosodic and spectral features were used. Prosodic 
features reflect vocal characteristics relating to various 
behavioral aspects [11, 14, 18], and spectral features are 
informative in various tasks related to emotion recogni-
tion [46, 47] and behavioral signal processing [11, 14].

Pitch, intensity, and energy and its delta and delta-
delta parameters were extracted as prosodic features. 
In addition, for voice features, jitter, shimmer, and their 
delta and delta-delta parameters were extracted. 15 Mel-
frequency Cepstral Coefficients (MFCCs), 8 Mel-Filter 
Banks (MFBs), 8 Line Spectral Frequencies (LSFs), and 
their delta and delta-delta parameters were extracted as 
spectral features. All these low-level acoustic features are 
extracted every 10 ms with a 25 ms Hamming window 
using OpenSMILE [48]. For extracting spectral features, 
the parameters used shown in Table  2 were used. For 
voice features, including shimmer and jitter, The INTER-
SPEECH 2010 Paralinguistics Challenge (IS10) [49] con-
fig file is used.

Next, for each problem discussion session, six statisti-
cal functions (Minimum, Maximum, Range (Maximum 
- Minimum), Mean, Median, and Standard Deviation) of 
all low-level acoustic features were computed. Those sta-
tistical functions were computed separately for each of 
the speakers (husband and wife) across the problem dis-
cussion session, generating a set of session-level features 
for each low-level acoustic feature. For predicting the 
attachment style of husband and wife, the same approach 
was used for both of the two interactions that the couple 
was engaged in.

Table 2  Configuration parameters of spectral features

Feature type Configuration parameters

MFCC Hamming window with 25 ms audio frames with 10 ms sample rate is used.

MFB The log of MFBs in the range between 20 and 6500 Hz.

LSP The LSP features are computed with linear prediction with order of 8.
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Note that sessions in the dataset are relatively long, 
around 10 min each, and turn-level computation of func-
tionals could be used for a more fine-grained analysis. 
However, attachment style is a personality trait that we 
expected to observe in all turns. Moreover, turn-level 
emotions and style changes are captured with the i-vec-
tor and sentiment features discussed below. Furthermore, 
session-level features, even though not fine-grained, were 
found to contain significant information [13] for captur-
ing the acoustic cues from each of the speakers individu-
ally. Thus, session-level functionals of low-level acoustic 
features are used here.

A summary of the low-level acoustic features and sta-
tistical functions that are used here are shown in Table 3.

4.2 � I‑vector features
I-vectors are commonly used in speaker verification sys-
tems. They are also useful for identifying changes in a 
person’s voice depending on the context. The reason we 
use them here is to detect changes in the voice character-
istics of couples during a conversation.

Compared to low-level acoustic features that are aggre-
gated using functionals over the entire session, i-vectors 
are extracted at the turn-level. Variances of turn-level 
i-vector features over the entire session are computed for 
each gender and concatenated to generate the session-
level features.

A brief description of the i-vector extraction algorithm 
is as follows. First, a Gaussian mixture model (GMM) 
is used to represent the acoustic feature space in most 
speaker verification systems. A universal background 
model (UBM) is first trained, and then speaker-specific 
models are obtained by adapting the UBM using a maxi-
mum a posteriori adaptation (MAP) approach.

The super vector of mean vectors in UBM is typically 
high dimensional. Factor analysis can be used to reduce 
the number of parameters to adapt to where the lower-
dimensional speaker and channel vectors are used for 
verification. More recently, a total variability space (TVS) 
approach [50] is proposed that combines the speaker and 

interaction variabilities that are represented in a single 
total variability space. In the TVS approach,

where ms is speaker and channel dependent supervector, 
m0 is speaker and channel independent mean supervec-
tor, T is a low rank rectangular matrix, and ws is called an 
identity vector (i-vector). The T matrix, which represents 
the total variability space, is typically trained using a 
database where multiple sessions are available for each 
speaker. ws is extracted for each turn of male and female 
speakers in a given session using a MAP approach [50]. 
The set of i-vectors from the male speaker can be repre-
sented with Wm = {w

(1)
m ,w

(2)
m , ...,w

(Nm)
m } where Nm is the 

number of turns when the male speaker speaks. Similarly, 
the set of i-vectors for the female speakers is 
Wf = {w

(1)

f ,w
(2)

f , ...,w
(Nm)

f } . Covariance matrices of i-vec-
tors for the male and female speakers, computed using 
Wf  and Wm , are f  and 

∑

m . The feature vector extracted 
from the male speaker is 

[

σ
(2)

f ,1 , σ
(2)

f ,2 , ..., σ
(2)

f ,d

]

 where σ 2
f ,i is 

the ith diagonal element of 
∑

f  . Similarly, the feature 
extracted from the male speaker is 

[

σ
(2)
m,1

, σ
(2)
m,2

, ..., σ
(2)

m,d

]

 . 
Turn-level i-vector extraction for male and female speak-
ers is shown in Fig. 1.

5 � Method
Baseline features that were used for predicting the attach-
ment style are shown in Table 3. 25-ms analysis window 
with a 10-ms frame rate was used for feature extraction. 
Silence segments were removed using VAD. Partition-
ing each interaction to turns (speaker diarization) was 
done manually. Overlapping segments were removed. 
Similarly, nonverbal segments, such as laughter, were 
removed.

5.1 � I‑vector extraction
We used MFCC, energy, and their first- and second-
order derivatives for training the UBM which consists 

(1)ms = m0 + Tws

Table 3  Low-level acoustic features and statistical functions

Feature type Feature names

Spectral Energy and its derivatives, intensity, pitch

15 MFCCs and their derivatives, 8 MFBs

and their derivatives, 8 LSFs and their derivatives

Jitter, shimmer, and their derivatives

Functionals Minimum, Maximum

Range (Maximum - Minimum)

Mean, Median, Standard Deviation
Fig. 1  Turn-level i-vector extraction and computation of covariance 
matrices of i-vectors for the male and female speakers
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of a 256-component GMM model using all the training 
data available.

Two gender-dependent T matrices were trained. 
I-vectors were extracted for each turn in the sessions. 
All of the training data was used for training the T 
matrix in Eq.  1, but some of the turns are left out of 
training. For extracting more accurate i-vectors, we 
did not include the turns with less than 2 s of speech 
in training. Moreover, to avoid having speaker-biased T 
matrices, we excluded some of the turns in some of the 
sessions such that all interaction sessions have the same 
number of turns during training.

For tuning the rank of the T matrix, T matrices with 
the rank of 50, 100, and 400 were generated. The rank 
of the T matrix was set to 100 since that performed the 
best.

5.2 � Sentiment analysis
Automatic sentiment analysis can be used to detect 
polarity (positive, negative, and neutral) and emotions 
(angry, happy, sad, etc.) within text. Because couple 
interaction-sessions are targeted around unresolved 
conflict points, conversations are typically intense and 
emotional. Thus, analysis of how the emotions change 
throughout the interaction can add significant value to 
detection of relationship parameters. In Table  4, there 
are example sentences, from our dataset, tagged as pos-
itive and negative emotions.

Here, the Google sentiment API was used to generate 
sentiment analysis scores. Transcripts of the Turkish 
couple interactions were manually generated and trans-
lated to English. Google sentiment analysis engine [51] 
was used to extract the score and the magnitude of the 
emotion from translated text.

Sentiment of each turn was computed independently. 
The score of each turn was represented with a num-
ber between − 1.0 and 1.0 where −1 indicates nega-
tive and + 1 indicates positive sentiment. Magnitude is 
the strength of an emotion present in text with a range 
between 0.0 and +inf. Thus, two sentiment features 
are extracted for each turn. Functionals of those two 

features are then computed to generate the session-
level sentiment features. Functionals shown in Table 3 
are used.

5.3 � Feature selection
Compared to the training data, dimensionality of the 
extracted features is high. Thus, we performed fea-
ture selection to choose a subset of the original fea-
tures that provide the maximum discriminatory 
information.

We investigated Mutual Information Maximization 
(MIM), Joint Mutual Information (JMI), and minimum 
Redundancy Maximum Relevance (mRMR) as the fea-
ture selection algorithms. For feature selection, MIM 
uses mutual information to calculate relevance to each 
feature to class label [52]. mRMR selects the most rel-
evant features for classification while minimizing redun-
dancy within the selected set [53]. JMI was proposed for 
selecting features by jointly computing their redundancy 
and complementary effects [52]. For feature selection, 
the FEAST Toolbox was used [54]. Feature selection was 
done separately for males and females.

5.4 � Attachment styles
We divided our data set into four attachment styles, fol-
lowing [42], which are secure, fearful, dismissive, and 
preoccupied. Those attachment styles are described in 
Table 1 [24].

Our sample consisted of 206 individuals of which 60 
had secure, 39 had dismissive, 58 had fearful, and 49 
had preoccupied attachment styles. According to Fra-
ley [55], attachment styles can be categorized based on 
group median scores of attachment anxiety and attach-
ment avoidance. Anxiety and avoidance scores that are 
both below the group median indicates secure attach-
ment style. Similarly, fearful attachment is indicated by 
anxiety and avoidance scores that are both lower than 
the group median. Anxiety score that is above the thresh-
old together with avoidance score is below the threshold 
indicates preoccupied attachment style. Finally, anxiety 
score that is below the threshold together with avoid-
ance score is above the threshold indicates dismissive 

Table 4  Some conversation examples’ scores and magnitude values computed using Google Cloud Natural Language Analyzing 
Sentiment API

Sentence Magnitude Score

I mean, I love your family, you know we do not have any troubles when they come and stay 0.7 0.7

The problem with your answer is that it does not take this sarcasm and it only takes serious side of it and 
responds with extreme seriousness

0.7 -0.7

I am not interested. It is so boring 1.5 -0.7
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attachment style. The statistic of attachment anxiety and 
attachment avoidance score is shown in Table 5.

Because we have limited data, we focused on dis-
criminating between fearful and secure styles since 
those are the two most extreme cases in the spectrum 
and, hence, distinguishing among these two styles 
requires less data than dismissive and preoccupied 
styles. Therefore, two conversations from 118 people, 
with fearful and secure attachment styles, were used 
for analysis.

A summary of the method used in this paper to pre-
dict the attachment style of spouse is represented in 
Fig.  2. Classifiers that were used here are described in 
Fig. 2.

5.5 � Classification algorithms
A range of classifiers was used to find the highest accu-
racy for the classification of attachment styles. All classi-
fiers and were implemented and tested using Scikit-Learn 
library [56]. The performance was evaluated with F-1, 
recall, and precision scores. Description of the classifiers 
are given as follows.

5.5.1 � Decision trees
Decision trees are often used when the training data is 
limited [57]. Here, five different decision tree classifiers 
were used: vanilla decision tree, random forest, gradi-
ent boosting tree, AdaBoost decision tree, and extra tree 
classifiers.

5.5.2 � Random forests
Random forests are a combination of decision trees 
generated by using a sample of data to obtain low-bias 
trees [58]. Instead of a single decision tree, an ensemble 
of decision trees is trained where each tree is trained 
with a random subset of the training data and a ran-
dom subset of all features. Majority voting is used to 
combine the decisions of the trees for final classifica-
tion decision.

5.5.3 � Gradient boosting
The working principle of the gradient boosted decision 
trees is to iteratively create multiple weak trees each of 
which attempts to reduce the errors of the previous tree 
[59].Thus, instead of training multiple parallel trees inde-
pendently as in the random forest case, the trees are 
generated one at a time in a dependent manner with the 
gradient boosting approach. Each tree is created based on 
previous tree’s residual values. The variable that is tuned 
in this algorithm is the target values. Gradient-descent 
optimization is used to update the target values for the 
next tree using the gradient of the loss function (cross-
entropy in our case) with respect to the target values [60].

5.5.4 � XGBoost
XGBoost which also called extreme gradient boost is a 
different implementation of gradient boosting method 
with more accurate and faster predictions [61]. It typi-
cally outperforms all other decision tree-based tech-
niques in machine learning tasks. Besides several 
hardware optimizations for parallelizing and speeding-up 
the computations, it allows regularization (both L1 and 
L2) to avoid overfitting. Moreover, its learning algorithm 
is depth-first, i.e., it first creates the full tree and prunes 
backwards to the specified max-depth parameter. The 
gradient boosting algorithm, however, is greedy and it 
only stops splitting the nodes based on a threshold on the 
split gain.

5.5.5 � Extra tree
Extra tree classifiers have many independent binary deci-
sion trees [62]. As opposed to random forests, all train-
ing samples are used for splitting the nodes of each tree. 
A random subset of the features are selected for each 
tree. Then, among those subset of features, at each node, 
a random feature is selected for splitting the node. The 
algorithm has performance similar to random forest but 
has a lower variance because of randomization steps in 
the algorithm.

5.5.6 � Adaboost
Adaboost is similar to gradient boosting in the sense that 
it creates multiple weak decision trees sequentially to get 

Table 5  Range, mean, median, and standard deviation of 
attachment anxiety and attachment avoidance scores

Attachment style Range Median Mean STDev

Attachment anxiety 1–6.23 2.44 2.61 0.87

Attachment avoidance 1–6 1.61 1.85 0.77

Fig. 2  Overview of the proposed automatic attachment style 
classification algorithm



Page 8 of 19Koçak et al. EURASIP Journal on Audio, Speech, and Music Processing         (2023) 2023:26 

a strong ensemble learning algorithm [63]. Each weak 
learner updates weights of the training samples based 
on the mistakes of the previously trained decision tree. 
Thus, the algorithm tries to put more effort into eliminat-
ing the errors that were done by the previous trees in the 
ensemble.

5.5.7 � SVM
Another classification method support vector machine 
(SVM) was used to classify the problem. SVM classi-
fier creates a hyperplane to divide data into two classes. 
It is a maximum margin classifier, which means it tries 
to minimize the distance of the closest data points to 
the hyperplane for both classes [64]. SVM is one of the 
best off-the-shelf classifiers when the amount of data is 
limited.

5.5.8 � Convolutional networks
ConvNets architectures are useful for extracting high-
level features from input data. They use a number of fil-
ters on input data, and generate output, namely feature 
map, using convolution. At the end of the convolution 
operation, the resultant feature maps are collected and 
a final output is generated. Then, the output is passed 
through a nonlinear activation function. After the convo-
lution layer, max-pooling is used to reduce the number 
of parameters, preventing overfitting and accelerating 
the training process. After the convolutional and pool-
ing layer, a fully connected layer is used to generate the 
final outcome. Regularization techniques such as batch 
normalization and dropout can also be used to avoid 
overfitting.

The neural network architecture used here is shown in 
Fig. 3. The simplified network had the input layer, a con-
volution layer with RELU activation function, a dropout 
layer, and a fully connected layer with the sigmoid func-
tion. Pytorch library was used for training, and Adam 
optimizer was used. There were 32 nodes in each layer.

Note that the network requires a sequence of features 
as input as opposed to the algorithms discussed above 
that require a single session-level feature vector. Thus, for 
the CNN network, instead of aggregating acoustic fea-
tures over the entire session using functionals, we split 
each session to fixed 10-s-long chunks. Low-level acous-
tic features extracted from those chunks are then used as 
input to the network that generates a score for the chunk. 
Then, scores generated for all chunks are averaged to 
compute the final score. For feature fusion, the network 
is conditioned with the sentiment and i-vector features 
when they are available.

5.5.9 � Sparsely connected and disjointly trained DNN
The amount of data is not sufficient for training com-
plex neural networks. To circumvent the problem, the 
approach in [65] was used. The proposed approach fol-
lows a two-stage training process. The first stage requires 
training a classifier network on each feature subset inde-
pendently. Knowledge-based feature subsets were used. 
Each subset had a significantly lower feature dimension 
compared to original feature set, which significantly 
reduced overfitting. In the second training stage, param-
eters of each independent network were frozen, and a 
randomly initialized fusion layer was trained. The fusion 
layer connects hidden layers of the networks trained in 
the first stage. The system in [65] allows reduction of the 
total number of parameters via sparseness and disjoint 
training while allowing full connectivity.

Adam optimizer is used together with binary cross-
entropy loss. Five training epochs were used together 
with a fixed learning rate of 1e−3.

5.5.10 � Hyperparameter tuning for tree‑based algorithms
In this study, we optimized hyperparameters of tree-
based methods using the leave-one-out cross validation 
approach. For each tree-based classifier, we optimized 

Fig. 3  Neural network architecture
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hyperparameters for best classification results and 
reported average performance of all folds.

Two different leave-one-out strategies were used for 
the conversation- and individual-based approaches. For 
the conversation-based approach, one conversation is left 
out for each fold. For the individual-based approach, one 
individual was left out for each fold.

Note that we did not use a separate development 
set during cross-validation. Thus, the cross-validation 
approach used here is not nested, which means our 
results could potentially be slightly optimistic.

Hyperparameters that were tuned were learning rate, 
impurity criterion, estimator number, and the depth of 
the built trees. The learning rate controls the model’s 
changes in regard to previous mistakes. Smaller learning 
size helps the model to learn better but raises the com-
puting cost [66]. Both Gini and entropy are used for cal-
culating the impurity of a node, which is used to split the 
node. Estimator number is the number of weak classifica-
tion trees built by Adaboost, gradient boost, extra tree, 
and XGBoost classifiers. Controlled tree depth can raise 
the performance of the model but it could cause overfit-
ting [67].

5.6 � Score fusion and feature fusion
In some of our experiments, we used feature level fusion 
and score level fusion. The aim of feature fusion is to get 
discriminative information by combining multiple input 
patterns to make more accurate predictions. Score level 
fusion approaches are divided into two subcategories. 
The first one is non-trainable which is used to output 
scores of classifiers and merge the scores, and the sec-
ond one is trainable which uses scores as input features 
and creates a new pattern classification problem [68]. In 
[69], score level fusion is used with SVM to boost system 
performance.

The overview of the score fusion algorithm is as follows, 
each couple has two  10 min of conversations. Female and 
male features were extracted separately for each conver-
sation. Then, the low-level acoustic features and i-vectors 
were used as inputs to the classifiers. Two scores are pre-
dicted for each person using the two conversations and 
those scores are averaged to predict whether a person has 
secure or fearful attachment style.

The overview of the feature fusion algorithm is that 
each person’s low-level features and i-vector features 
extracted for each conversation. Then, those extracted 
features were fused to make a prediction of the attach-
ment style.

For testing the feature selection algorithms, five dif-
ferent feature dimensions were used: 5, 10, 15, 30, and 
50. For each test setup, performance of only the best 

performing feature size is reported for each feature selec-
tion algorithm.

Even though different classifiers seemed to have differ-
ent performance results, comparison of classifiers was 
crucial to understand whether those differences were 
significant or not. Here, we used McNemar’s Test [70] to 
analyze the statistical difference between classifiers.

6 � Results
To predict attachment styles, we conducted two different 
sets of experiments. In the first set, a conversation-based 
approach was used where only the conversation with the 
topic picked by the target spouse was used. The second 
conversation was not used. Features extracted from both 
spouses for that conversation were fused to predict the 
spouse’s attachment style. The rationale for this approach 
was that the spouses affect each other and the entangle-
ment of emotions during conversation could be captured 
if both spouses’ features are fused even though we were 
predicting the attachment style of only one of them.

In the second set of experiments, an individual-based 
approach was used where both conversations of a spouse 
are used for prediction. Features for each spouse were 
extracted separately for each conversation. Score fusion 
and feature fusion methods were then used for prediction 
to fuse information from each conversation.

The leave-one-out method was used for assess the 
performance. Accuracy, precision, recall, and F1 scores 
were used as the performance metrics. Calculation of 
precision, recall, and F1 scores are shown in Eqs.  2, 3, 
and 4where TP is true positives, FN is false negatives, and 
FP is false positives.

6.1 � Performance of the conversation‑based approach
Table  6 shows the accuracy, precision, recall, and F1 
scores of the classifiers using the low-level and i-vector 
features with three different feature selection algorithms. 
SVM and vanilla decision tree algorithms performed 
worse than the other algorithms. Extra tree and XGboost 
algorithms performed the best. Difference between dif-
ferent feature selection algorithms were not significant in 
Table 6.

(2)recall =
TP

TP + FN

(3)precision =
TP

TP + FP

(4)F1 = 2 ∗
precision ∗ recall

precision+ recall
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The extra tree classifier performed the best for all three 
feature sets in Table 6. Extra tree model had an accuracy 
of 84% with fusion of low-level and i-vector fusion with 
JMI feature selection. Additionally, mRMR feature selec-
tion with extra tree model performed with higher preci-
sion and recall scores of 87%.

Receiver operating characteristic (ROC) curve of 
the classifiers in Table  6 are shown in Figs.  4 and 5. 
The results are inline with the observations above. 
XGboost and extra tree algorithm have the largest area 
under curve (AUC). The other multiple randomized 
tree algorithms also performed close to those two 
algorithms.

To check statistical difference between classifiers, 
we used the McNemar’s significant test. We have 
found that the extra tree algorithm, when low-level 
and i-vector features are used, is significantly better 
than SVM and the decision tree model with p-value 
below 0.05.

Performance of classifiers using the low-level and sen-
timent features with three different feature selection 
algorithms are shown in the last column of Table 6. Senti-
ment features with low-level acoustic features performed 
slightly worse than the low-level and i-vector features 
as shown in Table  6. Similarly, adding sentiment fea-
tures degraded results compared to using low-level fea-
tures only. Even though the sentiment features slightly 

degraded the performance, difference is insignificant in 
most cases (Figs. 4 and 5).

Through further manual analysis of our sentiment 
features, we found out that the sentiment features were 
sometimes wrong. Some of the errors were due to auto-
matic prediction engine, some of them had to do with 
sarcastic speech, and some of the errors were due to 
mistakes while translating Turkish text to English. Thus, 
even though we have anecdotal evidences that sentiment 
features can be useful for the task, automatic detection 
errors diminished their impact in our tests.

Another aspect of attachment style detection is the 
gender-dependent performance of the classifiers. For 
example, Leaper and Robnett showed that women are 
more likely than men to use tentative speech forms [71]. 
Hence, besides pooling male and female features, we also 
experimented with them separately. Results are shown in 
Table 7. Performance of the classifiers for the two genders 
were not consistently and significantly different. Using a 
combination of features from both genders consistently 
outperformed each gender even though the differences 
were not statistically significant.

6.2 � Performance of the individual‑based approach
Table  8 shows multiple classification methods’ accu-
racy, precision, recall, and F1 scores using feature fusion 
method with low-level acoustic and i-vector features. 

Fig. 4  ROC curves of the classifiers in Table 6 with low-level features and i-vector. For each classifier, output of the best performing feature selection 
algorithm is reported
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SVM, vanilla decision tree, and neural network algo-
rithms performed worse than the other classifiers. Ada-
boost, extra tree, and gradient boosting decision tree 
algorithms performed the best with F1 scores of 84% 
with i-vector and low-level features together. Addition-
ally, Adaboost model showed a high accuracy of 85% with 
only low-level acoustic features. XGBoost and random 
forest algorithms performed close to them with F1 scores 
of 82% and 80%, respectively. Performance differences 
between those five algorithms were not significant.

In Fig. 6, ROC curves of feature fusion is shown for all 
classifiers. AUC in Fig. 6 is inline with results in Table 8. 
AUC for gradient boosting and Adaboost are highest and 
AUC for decision tree and SVM are lowest.

Table  8 shows the accuracy of the score fusion algo-
rithm with the low-level and i-vector features. Adaboost 
get the highest accuracy by 81%. However, there was no 
significant difference between the algorithms that are 
based on multiple randomized trees.

In Fig. 7, ROC curves of classifiers are shown for score 
fusion. Although Adaboost gets the highest accuracy in 
Table  8, gradient boosting and XGBoost classifiers have 
the largest area under curve.

Even though feature fusion performed slightly better 
in terms of accuracy, no significant difference was found 
between score fusion and feature fusion when best per-
forming classifiers were compared.

7 � Discussion
Our goal in this work was to show the effectiveness of 
low-level acoustic features, i-vector features, and sen-
timent scores for classification of attachment style of 
adults in couple interactions. In conversation-based pre-
diction, we see that fusion of sentiment scores and low-
level acoustic features did not boost the accuracy. At least 
part of the reason why sentiment scores did not increase 
the accuracy scores is the occasional mismatch between 
the original and translated text. The conversations were 
conducted in Turkish, the native language of the spouses. 
During translation of text to English, meaning of some of 
the sentences were lost, which caused mismatch. Those 
errors, together with the errors that normally occur in 
the automatic sentiment detection engine, reduced the 
accuracy of the scores.

Even though sentiment scores did not improve the 
accuracy when fused with other features, how much 
information they contain is also an important ques-
tion. To assess that, experiments were conducted using 
only the sentiment features. The results are presented 
in Table  9. Indeed, performance is far below what was 
obtained with the acoustic features, which explains why 
sentiment features did not help improve the performance 
of the acoustic features.

Additionally, i-vectors did not improve the per-
formance. In both conversation-based approach and 

Fig. 5  ROC curves of the classifiers in Table 6 with low-level acoustic features and sentiment. For each classifier, output of the best performing 
feature selection algorithm is reported
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individual-based approach, we see that fusion of i-vector 
and acoustic features’ F1 scores are similar to low-level 
acoustic features. To assess the information in i-vectors, 
we conducted experiments with i-vector features. The 
results are shown in Table 10. Even though i-vector fea-
tures were not as successful as the low-level acoustic fea-
tures, the difference between F1 scores of best systems is 
not large. Therefore, we concluded that the reason why 
i-vector features, which are extracted using MFCC fea-
tures, did not increase the performance is because the 
information contained within them was already available 
in the low-level features.

7.1 � Difference between classifiers
We explored state-of-the-art classification algorithms for 
detecting secure and fearful attachment styles. We found 
that attachment styles of couples could be predicted to 
some extent with decision trees that use randomized 
multiple trees. SVM, neural network, and vanilla deci-
sion tree algorithms performed significantly worse using 
McNemar’s significance tests.

Even though neural networks achieve state of the art 
results in many tasks, they did not perform as good in 
our experiments because of the limited amounts of data 
that we have. We used data normalization, data shuffling, 
and dropout regularization to mitigate the issue. We also 
preferred a relatively lower complexity network in the 
tests to reduce the risk of overfitting. Those methods 
improved the performance of neural network classifier. 
However, it still could not perform significantly better 
than SVM and vanilla decision tree algorithms.

SD-DNN method was explored for overcome the issue 
of limited data. This approach reduces the total number 
of parameters which avoids risk of overfitting. F1 scores 
improved with SD-DNN method.

7.2 � Self‑reported baseline measures
Even though our model achieves good performance, the 
classifies failed in assessment of some people’s attachment 
styles in a quite confident way. In other words, prediction 
was wrong and the classifiers were confident about their 
mistakes. To further analyze the root-causes of those, we 
manually analyzed those particular recordings.

Table 7  Accuracy, precision, recall and F1 scores with i-vectors and low-level features are shown for the investigated classifiers and 
feature selection algorithms. Female and male features are used together and separately

Algorithm Gender Accuracy Precision Recall F1 score

SVM mRMR(30) Male 0.68 0.66 0.72 0.69

JMI (50) Female 0.66 0.67 0.63 0.65

mRMR (15) Both 0.75 0.76 0.72 0.74

Decision tree mRMR(10) Male 0.69 0.68 0.68 0.68

JMI(15) Female 0.68 0.69 0.65 0.67

MIM (5) Both 0.68 0.68 0.67 0.68

Random forest JMI(10) Male  0.77  0.79  0.72  0.75
JMI(10)  Female  0.77  0.79  0.72  0.75
JMI (10) Both 0.77 0.8 0.72 0.76

AdaBoost JMI(10) Male 0.72 0.71 0.70 0.71

JMI(30) Female 0.74 0.73 0.75 0.74

MIM (30) Both 0.79 0.79 0.77 0.78

Gradient boosting JMI(10) Male 0.74 0.75 0.7 0.73

JMI(15) Female 0.75 0.76 0.72 0.74

JMI (10) Both 0.76 0.76 0.76 0.76

Extra tree JMI(5) Male 0.77 0.83 0.69 0.75
JMI(15) Female 0.77 0.76 0.77 0.77
JMI (50) Both 0.79 0.79 0.77 0.78

XGBoost JMI(10) Male 0.76 0.75 0.77 0.76

mRMR(15) Female 0.76 0.77 0.74 0.75

JMI (10) Both 0.84 0.76 0.79 0.78
Artificial neural network mRMR(50) Male 0.68 0.67 0.69 0.68

JMI(50) Female 0.71 0.71 0.69 0.7

MIM (30) Both 0.78 0.76 0.79 0.78
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Note that our models use self-reported measures of 
attachment avoidance and attachment anxiety to make 
predictions with speech features. Thus, one explanation 
for some of those confidently wrong predictions may be 
the social desirability aspect of the self-reported measures. 
Social desirability refers to the participants’ tendency to 
respond to questionnaire items with a concern for looking 
good rather than accurate [72]. Thus, the participants with 

mismatch between automatic prediction and self-assess-
ment may have reported themselves in a socially desirable 
fashion while responding to the items of the self-report 
questionnaire. On the other hand, they might have acted 
differently during their problem discussion with their part-
ner once their attachment system was activated in real-time 
as reflected in their voice features. That was found to be 
one of the contributors of the errors in our manual analysis.

Fig. 6  ROC curves of the classifiers in Table 8 with low-level acoustic and i-vector feature fusion. For each classifier, output of the best performing 
feature selection algorithm is reported

Fig. 7  ROC curves of the classifiers in Table 8 with low-level acoustic and i-vector score fusion. For each classifier, output of the best performing 
feature selection algorithm is reported
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7.3 � Prediction difference between conversations
In the score fusion approach, we tested whether a per-
son’s own conversation topic or his/her spouse’s topic is 
more informative for the attachment style of that per-
son. To that end, subjects were divided into four groups: 
secure females, secure males, fearful females, and fearful 
males. Figure 8 shows the means and variances of predic-
tions for each group when its their own topics and their 
spouse’s topic. We used t-test to measure the statistical 
difference for each group. Even though there are some 
differences between secure males and between fearful 
males, the p-value of those differences were larger than 
0.05, and the differences were not significant. Also, we 
tested if there is a significant difference between predic-
tions based on between one’s self topic and their spouses’ 
topic. Using the t-test, the difference was not significant.

To understand why some people were predicted as 
secure in one conversation and fearful in other, we con-
ducted 2 different experiments. In the first experiment, 
we compared the wrongly predicted couples’ anxi-
ety and avoidance scores measured at 3 different times 
over 2.5 years. When we did Student’s t-test, there was 
no significant difference. Thus, people were consistent 
with their attachment style over the years, which is also 
reported in the literature [73]. In the second experi-
ment, we compared subjects who were predicted cor-
rectly in one conversations and predicted false in the 
second conversation. We tested the effect of how many 
months they have known each other before marriage 
and for how many months they were married. Using 
an unpaired t-test, we found that those two variables 
had a significant effect on the outcome. Thus, we con-
cluded that people who know each other longer before 
marriage can be predicted more consistently in terms of 
attachment style.

8 � Conclusions
In this study, we focused on attachment style predic-
tion using interactions of recently married distressed 
couples. In addition to usual frame-level acoustic fea-
tures such as MFCCs and pitch, and their functionals, 
we used i-vectors and sentiment-based features. Experi-
mental results showed that i-vectors and sentiment fea-
tures did not further improve the performance when 
fused with the low-level features. Similarly, difference 
between score and feature fusion algorithms was not 
significant.

There was no significant difference between genders. 
In fact, pooling all genders together performed better, 
which can, however, potentially be related to having more 

Table 9  Accuracy, precision, recall, and F1 scores of the 
classifiers with sentiment features are shown. Experiments were 
done using the conversation-based approach

Sentiment features

Accuracy Precision Recall F1 score

SVM 0.55 0.55 0.49 0.52

Decision tree 0.65 0.64 0.67 0.65

Random forest 0.6 0.6 0.6 0.6

AdaBoost 0.58 0.58 0.59 0.58

Gradient boosting 0.6 0.6 0.56 0.58

Extra tree 0.61 0.6 0.63 0.62

XGBoost 0.57 0.56 0.55 0.56

Table 10  Accuracy, precision, recall, and F1 scores of the 
classifiers with i-vector features are shown using MIM, mRMR, 
and JMI feature selection algorithms. For each feature selection 
algorithm, results for only the best performing feature sizes are 
shown. Experiments were done using the conversation-based 
approach. Systems with best F1 score are shown in bold

I-vector features

Feature type Accuracy Precision Recall F1 score

SVM MIM (30) 0.64 0.66 0.57 0.61

mRMR (10) 0.62 0.62 0.58 0.6

JMI (15) 0.72 0.75 0.65 0.7

Decision tree MIM (15) 0.76 0.79 0.7 0.74

mRMR (5) 0.74 0.75 0.72 0.74

JMI (50) 0.65 0.65 0.62 0.64

Random 
forest

MIM (30) 0.76 0.75 0.76 0.76

mRMR (15) 0.74 0.74 0.72 0.73

JMI (50) 0.77 0.77 0.76 0.76

AdaBoost MIM (15) 0.77 0.77 0.76 0.76

mRMR (30) 0.7 0.69 0.72 0.7

JMI (15) 0.79 0.77 0.81 0.79

Gradient 
boosting

MIM (15) 0.79 0.77 0.81 0.79

mRMR (15) 0.73 0.72 0.72 0.72

JMI (15) 0.81 0.82 0.79 0.8
Extra tree MIM (30) 0.79 0.77 0.81 0.79

mRMR (15) 0.76 0.75 0.77 0.76

JMI (30) 0.8 0.8 0.77 0.79

XGBoost MIM (10) 0.73 0.72 0.74 0.73

mRMR (10) 0.73 0.73 0.7 0.72

JMI (15) 0.76 0.78 0.72 0.75
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data in the pool. Moreover, we found that people’s attach-
ment styles do not change over the 2.5 years which is 
consistent with the relationship literature in the psychol-
ogy field. Also, people who know each other longer could 
be predicted more accurately in different conversations 
apart from who picks the topic.
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