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Abstract
Nonlinear 3D MHD simulations of shattered-pellet injection (SPI) in JET show prototypical
SPI-driven disruptions using the M3D-C1 and NIMROD extended-MHD codes. Initially,
radiation-driven thermal quenches are accelerated by MHD activity as the pellet crosses rational
surfaces, leading to a radiation spike, global stochasticization of the magnetic field, and a
complete thermal quench. Eventually, current quenches, preceded by a current spike are seen as
the Ohmic heating becomes equal to the radiative cooling. The results are qualitatively similar
for both a single monolithic pellet, pencil-beam model, and a realistic shatter to represent the
SPI plume. A scan in viscosity from 500 to 2000m2 s−1 for MHD simulations finds that
reducing viscosity increases MHD activity and decreases thermal quench time slightly. A
realistic cloud of fragments modeling shows that mixed-D–Ne pellet travels deeper into the
plasma core before the thermal quench. At the slow pellet speeds, the pellet is found to be
moving slowly enough inward that even the 5% neon in the mixed pellet is enough to effectively
radiate the thermal energy available. Radiation toroidal peaking is predicted to be at levels
consistent with experimental observations and reduced as the pellet travels deeper into the
plasma. These simulations lay the ground work for more-sophisticated validative and predictive
modeling of SPI in JET using both M3D-C1 and NIMROD.
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1. Introduction

Due to the large stored magnetic and thermal energy, ITER [1]
will need to mitigate the effects of a disruption, which cause a
rapid loss of the stored energy due to a plasma instability. The
primary candidate for an ITER disruption mitigation system
(DMS) is shattered pellet injection (SPI). SPI launches a pellet
of high atomic number Z (e.g. neon, argon, etc) material, often
mixed with a hydrogen species, to radiate the plasma energy,
distributing the energy onto the entire first wall, rather than just
the divertor. Before entering the plasma, the pellet is shattered
to protect the inner wall which could be damaged by an intact
pellet, and simultaneously improves assimilation of particles
by generating a high surface area spray of pellet fragments.

Experiments on the largest tokamak JET have been per-
formed to assess the effectiveness of SPI disruption mitiga-
tion. These experiments scanned the amount of neon content
in an SPI disruptionwith a variety of deuterium–neonmixtures
[2], finding that cooling times and current quench duration are
reduced as the impurity content is increased. While synthetic
diagnostics were needed to estimate the total levels of radiation
due to limited bolometry coverage, they concluded that tor-
oidal peaking factor (TPF = the radiation at the injection loc-
ation divided by the toroidal mean) had an average value 1.6–
1.9 before the current quench and 2.0–2.6 at peak radiation.

Sophisticated modeling is required to assess the efficacy
of the ITER DMS, and validation against present-day exper-
iments is necessary to provide confidence in the predictive
capabilities of the models. The physics of DMS with SPI
involves ablation and radiation physics in addition to conven-
tional plasma dynamics. Tomodel these effects, this work uses
the MHD codes M3D-C1 [3, 4] and NIMROD [5, 6] that have
been coupled to a pellet ablation and ionization and radiation
subroutines from KPRAD [7]. Benchmarking these codes is
critical in improving the models. Modeling with both M3D-
C1 and NIMROD allows for verification that the models have
been coupled consistently together. The first benchmarking
exercise involved a 2D axisymmetric simulation which injec-
ted a core impurity source at a constant rate and showed nearly
identical results between the two codes [8]. This coupling
of MHD to the SPI model has been validated showing good
agreement with DIII-D experiments [9]. However, validation
with experiments varying major radius and stored energy is
needed to ensure accurate SPI predictions for ITER motivat-
ing testing of the modeling on JET. While these JET experi-
ments have a large plasma volume of 75m3 and stored thermal
energy 3–4MJ, it is still a large extrapolation towards the ITER
baseline scenario which has a projected plasma volume of
830m3 and stored thermal energy 350MJ. A similar coupling
has also been performed between an SPI model and a reduced
MHD model with the JOREK code [10], which found fairly
quiet disruptions on JET until the pellet reached the q= 1 sur-
face, where q is the plasma safety factor. Later work using
JOREK showed that the simulation of a JET L-mode exhib-
ited a strong toroidal asymmetry in the radiation power density
peak [11].

The structure of the paper is as follows. Section 2 shows
the setup of MHD simulations for SPI on JET, and compares
the differences between NIMROD and M3D-C1 implementa-
tions. Initial SPI disruption simulations using a monolithic and
pencil beam representation find typical SPI disruptions to have
amodest sensitivity to viscosity, and are discussed in section 3.
In section 4, SPI simulations with a realistic plume representa-
tion are performed for pure-Ne pellet and mixed-D–Ne pellet,
and with the finding that the mixed-D–Ne pellet travels deeper
into the core before the end of the thermal quench. Addition-
ally, the thermal quench times become similar between the two
pellets at lower velocities, and radiation toroidal peaking is
reduced as the pellet travels deeper into the plasma. Conclu-
sions are given in section 5.

2. Simulation setup

In this work, we use impurity-modified single-fluid nonlinear
3D resistive MHD equations coupled to ionization and radi-
ation subroutines fromKPRAD [7] and a pellet ablationmodel
[12]. The density continuity equation ismodified to include the
source (S) from the ablated pellet. Then the MHD momentum
equation and Ohm’s law are the standard MHD equations but
are modified indirectly by the ablated pellet which influences
the resistivity, and the mass density which is summed over the
charged electrons, charge ions, and neutrals. The NIMROD
[6, 9] and M3D-C1 [4] implementations differ in the discret-
ization and temperature equations. NIMROD is discretized
with finite elements in the poloidal plane and Fourier decom-
posed in the toroidal direction, whereas M3D-C1 uses finite
elements with C1 continuity in all dimensions. To calculate
the temperatures, NIMROD advances a single energy equation
summed over all charged species which assumes instant
thermalization:

ntot

(
∂T
∂t

+V ·∇T+ΓT∇·V
)

= (Γ− 1)
[
ηJ2 −∇ · q+Prad +Qion

]
−T

(
∂ntot
∂t

+V ·∇ntot
)
, (1)

where the temperature T is the same for all species (Te = TD =
TNe = T). The subscripts e,D, and Ne correspond to electrons,
deuterium, and neon, respectively. Here ntot = ne+ nD+ nNe
is density summed over all species including neutrals. The
variable Prad is the radiation power density calculated by
KPRAD, V is the single fluid velocity for charged, neutral,
and electrons, Γ = 5/3 is the adiabatic index, q is the heat
flux (which includes anisotropic parallel and perpendicular
thermal conduction). The heat source Qion includes ioniza-
tion and recombination which are sources and sinks for charge
states calculated by KPRAD.
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M3D-C1 uses a two-temperature model with the electron
energy equation:

ne

[
∂Te
∂t

+V ·∇Te+ΓTe∇·V
]

= (Γ− 1)
[
ηJ2 −∇ · qe+Qei +Prad +Qion

]
−Te

(
∂ne
∂t

+V ·∇ne
)
, (2)

and the ion energy equation:

ni

[
∂Ti
∂t

+V ·∇Ti +ΓTi∇·V
]

= (Γ− 1)

[
−∇ · qi −Qei +Π : V+

1
2
ω̄V2

]
−Ti

(
∂ni
∂t

+V ·∇ni
)
. (3)

Here ni = nD+ nNe is the summed ion density, Qei is the
electron–ion exchange energy, Π is the stress tensor, and the
1
2 ω̄V

2 term accounts for the net loss of kinetic energy caused
by the slowing of the fluid velocity as new particles are added.
In absence of strong parallel flows which are not observed in
this work, the viscous heat is small. So the largest difference
between the two models is two temperatures versus one. With
the two-temperature model, the radiated energy from the neon
is subtracted from the electron temperature equation, with the
ions cooled by collisional exchange. This could potentially
slow the time of the thermal quench compared to the instantan-
eous thermalization of NIMROD. However, Te gets very cold
in the presence of a strong radiative source, which significantly
increases the electron–ion collision frequency and Qei. Thus,
the difference in models is unlikely to have a large effect.

Note that while two MHD codes are used, this paper is not
meant to be a detailed benchmark that requires careful setup,
and thus simulation parameters between the two codes will
vary. While this makes it more difficult to assess differences,
similarities between the codes can be considered more robust
as the result does not depend on the specific simulation setup.

We treat the shatter pellet fragmentation with multiple
levels of fidelity. At the simplest level, the shatter is ignored
and the pellet is treated as one single monolithic sphere. As the
next level of complexity, the pellet can be treated as a pencil
beam of pellet fragments where the fragments enter the plasma
in a straight line trajectory with a fixed delay between frag-
ments. For the highest level of complexity, a fracture threshold
shattering model is used to create realistic SPI plumes based
on the size, speed, and composition of the pellet, as well as the
geometry of the SPI system [13]. In this paper, a simplified
version of this model is used with a uniform pellet radius, cal-
culated such that the full shattered cloud have the same total
ablation rate at fixed density and temperature. This simplific-
ation allows for a reduced number of fragments to represent
the plume. Trajectories of the shattered pellet launched from
JET barrel B are shown in figure 1, where each pellet fragment
is deposited as a neutral density in the form of a Gaussian on
the poloidal plane and a VonMises distribution toroidally.. All
pellet trajectories in this paper are injected from JET barrel B.

Figure 1. Trajectories of the realistic shattered plume calculated
using the fractured threshold model for the pure-Ne (blue) and
mixed-D–Ne pellet (magenta) onto the JET equilibrium poloidal
flux contours.

Kinetic EFIT equilibrium reconstructions have been gener-
ated based on target Scenario 1 high thermal energy JET dis-
charge: 95707, which has a plasma current of Ip = 2.4MA.
Simulations in this paper will use two equilibria from this dis-
charge at t= 50.875 s with Eth = 3.2MJ and t= 50.544 s with
Eth = 3.4MJ. The pressure (p) and safety factor (q) of the equi-
libria are shown in figure 2 with the q= 2 surface being at
ρ= 0.75 and q= 1.5 at ρ≈ 0.62 for both equilibria. The elec-
tron density has an H-mode density profile with pedestal of
0.55× 1020m−3 and an on-axis density of 0.72× 1020m−3.
The poloidal flux contours of the t= 50.544 s equilibrium are
shown in figure 1. Note that, while not shown, the contours of
t= 50.875 s equilibrium are nearly identical to the t= 50.544 s
equilibrium.

3. Analysis with single and pencil beam

In this section, initial SPI simulations are performed using
the single monolithic pellet, pencil beam, and more real-
istic plume representations, showing that simulation para-
meters such as viscosity and the plume distribution do not
qualitatively change the simulation results. The first 3D non-
linear MHD simulation shows typical characteristics of an
SPI disruption. This simulation injects a single monolithic
pure-Ne fragment with velocity vf = 150m s−1 and radius
rf = 4.05mm, viscosity of ν= 1000m2 s−1, and is performed
using the M3D-C1 code. Figure 3 shows time-traces of the
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Figure 2. The plasma pressure (p) and safety factor (q) are plotted
for kinetic equilibrium t= 50.875 s with Eth = 3.2MJ (dashed) and
t= 50.544 s with Eth = 3.4MJ (solid).

thermal stored energy (Eth), plasma current (Ip), injected num-
ber of electrons (∆Ne), radiated plus ionization power (Prad +
Pion), and Ohmic power (POhm) for the simulation. Addition-
ally, figure 3 shows a time trace of the magnetic energy har-
monics for toroidal mode numbers n= 1–8. As the pellet
enters into the plasma, the neon atoms ablate, become ionized,
and begin to radiate energy. At t= 2.1ms, the pellet crosses
the q= 2 rational surface. There is no significant MHD event
until just before t= 4ms, shown by the peak in perturbed n= 1
magnetic energy. This MHD event precedes a spike in Prad,
and a rapid loss in Eth. The plume traveling beyond the key
rational surfaces may be due to the delay between when the
plume reaches the surface and the temperature collapse, as
observed in [14]. As the pellet travels farther into the plasma
with ρpellet = 0.42, the remaining thermal energy is terminated
by a secondary MHD event at t= 5.5ms. After the thermal
quench, the Ohmic heating becomes equal to the radiative
cooling and a predicted slight spike in Ip is observed, which is
consistent with Ip spikes that are commonly observed in SPI
disruption experiments on JET.

Like M3D-C1, NIMROD 3D nonlinear MHD simulations
injecting a pure-Ne pellet also show a typical SPI disrup-
tion. The simulation setup was similar to the M3D-C1 sim-
ulation with a faster velocity and slightly larger fragment
with vf = 200m s−1 and rf = 4.3mm, and using the lower
thermal energy (3.2MJ) equilibrium. A numerical viscosity
of ν= 2000m2 s−1 is used. The simulated thermal energy for
the monolithic pellet representation is shown with the blue
line in figure 4. Note that the realistic plume pellet in figure 4
was injected at a slower velocity vf = 150m s−1 compared to
the single fragment and pencil beam fragment simulations. In
order to compare simulations with pellets of different plume
distributions and pellet velocities, traces of the plume front
are shown in the bottom panel of figure 4 as estimated by the
ablation averaged pellet location mapped onto the equilibrium
radial coordinate:

ρabl =

∑n
i Gi ρi∑n
i Gi

, (4)

Figure 3. Time-traces of Eth, Ip, and ∆Ne (top), loss energies
Prad +Pion, POhm and ρpellet (middle), and magnetic energy toroidal
harmonics for M3D-C1 SPI simulation with monolithic pellet
injected at 150m s−1 into JET target discharge 95707 at
t= 50.544 s.

where Gi is the pellet fragment ablation rate, and i and n are
the individual and total pellet fragments. This simulation is
qualitatively similar to the M3D-C1 simulation which has a
slow initial reduction of thermal energy, followed by two dis-
tinct MHD events causing a complete thermal collapse. This
simulation has a faster thermal quench than the single frag-
ment M3D-C1 simulation with a thermal quench time of 3ms,
due to the faster fragment velocity. The incoming pellet frag-
ment finds a temperature balance between the fragment trav-
eling deeper into the hot core and the fragment locally cooling
the plasma from the radiation, as seen in the middle panel of
figure 4. Additionally, the acceleration of the thermal quench
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Figure 4. NIMROD simulated Eth (top), Te seen by the pellet
(middle), and ρabl (bottom) as a function of time into JET target
discharge 95707 at t= 50.875 s for three plume representations:
single (blue), pencil beam (green), realistic plume (orange).

can be clearly observed by examining the temperature that the
pellet experiences. At t= 2ms, the local Te of the pellet rap-
idly drops, suggesting that the plasma is moving away from
the pellet.

Also shown in figure 4 are NIMROD simulations of SPI
injection using the pencil beam and realistic plume represent-
ations, finding that increasing the number of fragments and
spreading out the fragments causes the thermal quench to be
completed at a larger ρabl. For the pencil beam, the shatter is
broken into 50 fragments spread over 10 cm. As multiple frag-
ments are injected into the plasma, each fragment experiences
its own ablation from the background plasma temperature, as
shown in the middle panel of figure 4. Each fragment bal-
ances at a colder temperature than the single fragment sim-
ulation with more atoms entering into the simulation, and
thermal quench occurring at a larger ρabl = 0.63. However,
some of this difference could be due to the farther inward
starting position of the monolithic pellet. All three complex-
ity levels qualitatively exhibit the same effect of the ablation
halting before the end of the thermal quench due to the MHD
instability and the plasma kinking away from the pellet. Even
though the thermal quench occurs at a larger ρabl for the pen-
cil beam simulation, the thermal quench ends at t = 2.8ms for
both simulations. Like the pencil beam simulation, the real-
istic plume travels a shorter distance into the core before the
completion of the thermal quench. As the realistic plume pel-
let was injected at a slower velocity which would allow MHD

Figure 5. NIMROD simulated thermal plasma energy (Eth) and
radiation (Prad) for SPI injection simulation into JET target
discharge 95707 at t= 50.875 s using a 10 cm pencil beam pellet
representation at three viscosities: 2000m2 s−1 (orange),
1000m2 s−1 (blue), 500m2 s−1 (green).

instabilities more time to grow and disrupt the plasma, it is
difficult to determine whether the earlier termination is due
to the change in the plume representation or the slower pellet
velocity.

The previous simulations used a viscosity ν= 1000–
2000m2 s−1 which was chosen to suppress numerical instabil-
ities. Reducing ν is found to moderately change the thermal
quench process by increasing the MHD activity, which
increases peak radiation power and decreases thermal quench
time. NIMROD SPI simulations with the pencil beam rep-
resentation are performed scanning three viscosities to assess
the importance of this numerical parameter, and is shown
in figure 5. Early in time (0–1ms), Prad and the reduction
of Eth are similar between all the simulations. As noted in
figure 3, the peaks in radiated power correlate with the peaks
in MHD amplitude which deposit heat flux into the impur-
ity radiation zone. As the pellet travels deeper into the core
and Prad increases at t= 1.5ms, the simulations begin to differ
with the ν= 500m2 s−1 simulation having the highest level
of radiation and MHD activity. By t= 1.8ms, the radiation
power from the ν= 1000m2 s−1 and ν= 2000m2 s−1 sim-
ulations catches up to the ν= 1000m2 s−1 simulation with
Prad = 2GW. At t= 2.1ms, the radiation levels begin to dif-
fer again as the 500m2 s−1 simulation’s radiation begins to
peak. Note that these SPI simulations are numerically expens-
ive towards the end of the thermal quench, especially at lower
viscosities. Thus the lower-viscosity simulations in figure 5
were not carried out to the end of the thermal quench. Extrapol-
ating out to the end of the thermal quench, the 500m2 s−1 sim-
ulation would have a complete thermal quench around tTQ ≈
2.6ms. The larger viscosities have slower thermal quenches
with an extrapolated tTQ ≈ 2.8ms for ν= 1000m2 s−1, and
an observed tTQ = 2.9ms for ν= 2000m2 s−1. While qual-
itatively similar, the thermal quench time is reduced from
approximately t= 2.9–2.6ms as the viscosity is reduced from
ν= 2000–500m2 s−1. The lower-viscosity simulations also
have stronger radiation peaks.
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Table 1. Pellet parameters for realistic SPI plume simulations.

Pure-Ne Mixed-D–Ne

# of fragments 30 85
rf (mm) 1.71 1.21
Ne atoms (1020) 99.6 18.5
D atoms (1020) 0 351.5
XR 46.6 47.4

4. Simulation with realistic SPI plume

Simulations using both M3D-C1 and NIMRODmodels indic-
ate that a mixed-D–Ne pellet penetrates deeper into the core
than a pure-Ne pellet before the thermal quench is completed.
This is due to both the material composition and the higher
speed of the mixed pellet. Two types of pellets were simulated
using a realistic shattered fragment representation, as illus-
trated in figure 1. Details of the two pellet parameters have
been added to table 1. The first type is a pure-Ne pellet broken
into 30 identical fragments with a radius of 1.71mm and velo-
city of 150m s−1. The second type is a mixed-D–Ne pellet
consisting of 5% neon and 95% deuterium by molar mass. To
be consistent with JET experiments, the mixed-D–Ne pellet is
injected vf = 300m s−1. Due to the composition and the faster
speed, the pellet is shattered into 85 identical fragments with a
radius of rf = 1.21mm.Both of these pellets have enough neon
to rapidly thermal quench the plasma if the neon gets to the
core with the pure-Ne pellet having 99.6× 1020 neon atoms
and the mixed-D-Ne pellet having 18.5× 1020 neon atoms.
This is compared to the total number of electrons in the initial
equilibrium: 46.4× 1020. All fragments in these plumes have
the same size and velocity in order to reduce the needed num-
ber of simulated fragments, which was determined by analyz-
ing the shattering of the pellet with a fracture-threshold model
from Gebhart et al [13]. This gives clouds of fragments with a
distribution of sizes. A weighted average was then taken such
that the cloud with distributed sizes had the same total ablation
rate as the given clouds with uniform fragment size, subject to
constant background plasma density and temperature. Based
on figure 4, the simplification of the plume is not likely to
significantly change the predicted thermal quench. Note that
a substantial fraction could be converted to a prefrontal gas
which this work does not account for. This prefrontal gas could
potentially cool the plasma ahead of the shattered pellet trig-
gering MHD modes and accelerating the thermal quench. To
estimate the amount of gas that would be made in the shat-
tering process, the ratio of normal impact kinetic energy to
threshold kinetic energy (Xr) is shown in table 1. Estimating
figure 5 of Gebhart et al the fraction of the pellet that is turned
into gas is between 5% and 20%.

Similar JET discharges have been identified with a pure-
Ne SPI injection discharge 94579 and a mixed-D-Ne SPI
discharge 94575. Figure 6 is the reconstructed Prad and the
reconstructed (TPF = Prad(ϕ = 0)/Prad(n= 0)). The TPF is
reconstructed using Emis3D [15], assuming that radiation is
peaked at the injector location, and falls off as an asymmet-
ric Gaussian. Note that these Emis3D results have significant

Figure 6. Emis3D reconstructed Prad (blue) and the reconstructed
TPF (green) are plotted for pure-Ne SPI injection discharge 94579
(top) and mixed-D–Ne SPI discharge 94575 (bottom).

uncertainties, as they draw from a limited radiation structure
pool of helical flux tube shapes. To help quantify the uncer-
tainty, error bars of fit have been included in figure 6, which
are estimated by considering the distribution of predicted radi-
ation structures within the fitting pool. The fitted peak radi-
ation is Prad ≈ 1GW at t= 4.5ms for the pure-Ne discharge,
and Prad ≈ 1GW at t= 9ms for the mixed-D–Ne discharge,
where t= 0 is determined by the time of first observed light
from the pellet. The TPF is estimated to be reduced as the pure-
Ne pellet travels deeper into the plasma from TPF≈ 1.6 at
t= 1.3 ms to TPF≈ 1. near the end of the thermal quench. The
TPF of themixed-D–Ne pellet is estimated to be TPF≈ 1.6 for
the majority of the thermal quench.

Traces of M3D-C1 simulations of these plume repres-
entations are shown in figure 7, with the slower pure-Ne
plume in blue and the faster mixed-D–Ne plume in magenta.
Both plumes show similar thermal quench times (figure 7(a):
∼tTQ = 3.5ms for mixed-D–Ne versus tTQ = 3.75ms for pure
Ne) and near-identical onset of a radiation spike at tTQ ∼
2.7ms (figure 7(b)). This is inconsistent with what was
observed experimentally, where the mixed-D–Ne pellet had
a significantly longer thermal quench. While it is essential to
incorporate this effect for a more realistic simulation, adding
a pre-pellet injection gas would only accelerate the thermal
quench time. Therefore, it is not likely to be the primary cause
of the discrepancy between simulations and experiments. One
possible explanation for this discrepancy is the MHD simula-
tions with the broad toroidal peaking compared to the exper-
imental cloud width. This broad toroidal peaking reduces the
radial shift of the ablated cloud due to the∇B-drift effect [16,
17]. This effect could move the neon away from the hot plasma
and delay the thermal quench. This drift has been observed to
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Figure 7. Traces of Eth (top (a), (d)), Prad +Pion (middle (b), (e)), and δNe (bottom (c), (f )) for M3D-C1 realistic SPI plume simulations
into JET target discharge 95707. Quantities on the left are plotted versus time and quantities on the right are plotted versus pellet front. Pure
Ne at 150m s−1 is shown in blue and at 300m s−1 in cyan. Mixed-D–Ne at 150m s−1 is shown in red and at 300m s−1 in magenta. The
slow neon (blue) and fast mixed (magenta) plumes are most similar to JET SPI experimental parameters. N.B., the slow, mixed plume
simulation terminated early due to a numerical instability.

be small for small neon mixture pellets due to neon radiating
cooling the local pressure bump of the plasmoid [18]. How-
ever, in these SPI MHD simulations with a large amount of
neon, the Te drops to a very low temperature (∼10 eV) behind
the pellet [9]. So the plasmoid could drift into a very cold low-
pressure region of the plasma. Thus, even with the pressure in
the plasmoid rapidly dropping due to radiation, the plasmoid
could potentially still be drifting significantly and improve
simulation-experimental comparisons.

One sees very different dynamics in the two thermal
quenches when the same quantities are plotted versus penet-
ration depth, as can be seen in figures 7(d) and (e). Here we

define ρabl by mapping the average shard location, weighted
by each shard’s ablation rate, to the normalized toroidal ρ of
the initial equilibrium6. While the pure-Ne plume only travels
to ρabl =∼ 0.72 before the radiation spike begins, the mixed
plume travels ∼0.53. This corresponds to the pure-Ne plume

6 Note that during and especially after the MHD crash, the ablation-averaging
of the shard locations gets noisy due to the displacement of the plasma, the
stochasticization of field lines, and the radial redistribution of thermal energy
from the core. Ablation has largely stopped at this point, however, as indicated
by the leveling off of the electron count in figure 7( f ), so the shards themselves
are no longer significantly impacting the plasma.
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Figure 8. Toroidal harmonics (n= 1 solid, n= 2 dashed, and n= 3
dotted) of the magnetic energy versus time from M3D-C1
simulations of shattered plumes injected into JET target discharge
95707 at t= 50.544 s. Pure Ne at 150m s−1 is shown in blue and at
300m s−1 in cyan. Mixed-D–Ne at 150m s−1 is shown in red and at
300m s−1 in magenta.

reaching just inside the q= 2 surface before the onset of MHD
instability, while the mixed plume penetrates all the way to
the q= 5/4 surface before exciting significant MHD activ-
ity. As seen in figure 8, while both modes excite multiple tor-
oidal harmonics in the magnetic energy and are dominated by
n= 1 activity, there is a proportionally larger n= 2 compon-
ent in the mixed-pellet MHD crash, indicating greater mode
coupling when the plume reaches lower q surfaces. Finally,
figures 7(c) and (f ) show the change in the total number of
electrons in these simulations, with the mixed pellet increas-
ing the density much more quickly due to increased ablation
and ionization. This is due to a combination of the signific-
antly higher ablation rate for deuterium pellets, the increased
surface area with more shards, and a higher incident temper-
ature for the mixed plume due to its deeper penetration.

In order to separate the effects of pellet speed and pellet
composition, additional M3D-C1 simulations with the speeds
of the plumes swapped were performed. These are also plotted
in figure 7, with a pure-Ne plume at 300m s−1 in cyan and a
mixed-D–Ne plume at 150m s−1 in red. At the slower speed,
the quench dynamics for the two compositions are nearly
identical. Each plume penetrates just inside the q= 2 sur-
face before the onset of macroscopic MHD instability. While
the slow, mixed simulation terminated early due to numer-
ical instability from lack of resolution with the current pro-
file becoming grid to grid just before the termination, one
can see the beginnings of the radiation spike (figure 7(e)) and
MHD instability (figure 8) in that simulation. At the higher
speeds, the dynamics are very different between the two com-
positions. The pure-Ne pellet is unable to penetrate as deeply
as the mixed-D–Ne pellet, though still somewhat farther than
the slow pellets, approaching the q= 3/2 surface before the
onset of MHD instability. This deeper penetration does lead
to increased mode coupling between the n= 1 and n= 2, as
seen in figure 8. There are likely two causes for the earlier
onset of MHD instability with the fast neon pellet compared

to the fast mixed pellet. The first is the significantly higher
radiation with the fast neon pellet, due to the larger quantity
of deposited neon, leading to increased pressure gradients. At
the slower speeds, this seems not to matter; the pellet is mov-
ing slowly enough inward that even the 5% neon in the mixed
pellet is enough to effectively radiate the thermal energy avail-
able. The second effect is the higher effective charge number
in the plasma with the fast pure-Ne plume compared to the fast
mixed-D–Ne plume, which would increase the resistivity and
allow for more rapid current diffusion. This could also acceler-
ate the time scale to MHD instability. We can conclude, there-
fore, that there is a competition of time scales between the rate
of radiative dissipation and the movement speed of the pellet.
At low speeds, the radiative dissipation dominates and the pel-
let composition has little effect on quench dynamics. At high
speeds, however, pellets with a smaller fraction of radiative
material can penetrate much deeper into the plasma, greatly
altering the quench dynamics.

NIMROD simulations of the same realistic plumes (i.e. the
slow Ne plume and the fast mixed-D–Ne plume) were also
performed and found similar predictions in both reductions of
stored energy and radiation to that of M3D-C1. The blue and
magenta curves in figure 9 show the predicted traces versus
time and pellet front for SPI with pure-Ne and mixed-D–Ne
pellets, respectively. These curves are equivalent simulations
to the M3D-C1 simulation blue and magenta curves of the
right column of figure 7. NIMROD predicts a slightly slower
thermal quench time/distance with Eth reduced by 85% at a
front of ρabl = 0.6 compared to M3D-C1 which had a com-
pleted thermal quench at ρabl = 0.68. Additionally, with the
slower thermal quench, the NIMROD simulation has a peak
radiation level of 3.5GW for the pure-Ne pellet, which is
slightly lower than M3D-C1 peak radiation of 4.4GW. The
mixed-D–Ne pellet simulations are terminated before the com-
pletion of the thermal quench due to a numerical instability.
Nevertheless, the mixed-D–Ne simulation before the numer-
ical instability is qualitatively similar to the M3D-C1 result,
finding that the pellet travels much deeper into the plasma
compared to the pure-Ne pellet, traveling 0.6 m before the
thermal energy is reduced to 2.4MJ.

NIMROD simulations find increasing the amount of
ablated material reduces the thermal quench time of both the
mixed-D–Ne pellet and the pure-Ne pellet. The purple and
orange curves in figure 9 show NIMROD simulations with
the ablated material increased by a factor of ten. The number
of electrons added to the simulation from the pellet is shown
in the bottom panel of figure 9. While the ablation rate was
increased by a factor of ten, the amount of free electrons enter-
ing the simulation only increased by a factor of 2.07 for the
pure-Ne pellet, and by a factor of 5.38 for the mixed-D–Ne
pellet when pellet fragments are at ρabl = 0.75. This is due to
the ablated atoms cooling the plasma leading to lower ablation
rates and lower fraction of the ablated atoms being ionized.
NIMRODpredicts a thermal quench t= 3.5ms for the pure-Ne
pellet with artificial 10× material compared to t= 4ms with
1× material. Along with the faster thermal quench time, the
peak radiation increased to Prad = 6.8GW. The mixed-D–Ne
pellet simulation also has a faster thermal quench time with
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Figure 9. Trace of Eth (top (a), (d)), Prad +Pion (middle (b), (e)), and δNe (bottom (c), (f )) for NIMROD realistic SPI plume simulations
into JET target discharge 95707. Quantities on the left are plotted versus time and quantities on the right are plotted versus pellet front.
Simulation with 1× material using t= 50.544 s equilibria are in blue for pure-Ne and magenta for mixed-D–Ne pellet. Simulation with 10×
material using t= 50.875 s equilibria are in purple for pure-Ne and orange for mixed-D–Ne pellet.

the increased ablation rate with Eth being reduced by 2/3 at
t= 2.1ms up until this simulation is terminated early by a
numerical instability.

The TPF = Prad(ϕ = 0)/Prad(n= 0) is predicted to be at
levels consistent with experimental observations when the
radiated power is above Prad = 0.25GW, and is reduced as the
pellet penetrates deeper into the plasma, as shown in the top
panel of figure 10. NIMROD simulations deposits the plume
toroidal with a Von Mises distribution with a TPF = 3.63. At
the start of the simulations, the simulated TPF is at a level near
the deposited SPI plume. This is because the radiating density
has not had any time to relax. As the pellet penetrates deeper,
the TPF drops to TPF = 2 at t= 1.5ms, and drops further

to TPF = 1.7 at t= 3.5 ms. This reduction in TPF is due to
the radiating density having more time to relax. Additionally,
when the rate of ablation is increased by a factor of ten, the
TPF is decreased shifting it closer to the experimental fit with
TPF= 1.6. Like the pure-Ne pellet simulations, the mixed-D–
Ne pellet simulations also have a TPF that is at a level near the
deposited SPI plume of TPF ≈ 3.65, and a quick reduction of
the TPF as time increases. The bottom panel of figure 10 shows
the NIMROD simulated TPF versus time for the pure-Ne. At
t= 1.25, the simulations predict a similar TPF to the experi-
mentally fitted TPF= 1.6. Interestingly, the radiation becomes
nearly symmetric for the artificial 10× material mixed-D–Ne
pellet simulation between t= 1.5–2ms. This is due to the large
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Figure 10. Timetraces of radiation peaking. Pure-Ne simulations
are on top with 1× material in blue, artificial 10× material in
purple, and experimentally modeled TPF are shown in black.
Mixed-D–Ne simulations are on the bottom with 1× material in
magenta, artificial 10× material in orange, and experimentally
modeled TPF are shown in black.

density source deposition being redistributed at the q= 3 sur-
face and the plasma moving away from the pellet, similar to
the middle panel of figure 4.

5. Conclusions

Nonlinear 3D MHD simulations using both NIMROD and
M3D-C1 show typical SPI disruptions for JET laying the
ground work for more-sophisticated validative and predict-
ive modeling of SPI in JET. Switching from a single mono-
lithic to pencil beam to realistic fragment representationsmod-
estly affects the thermal quench time. Likewise, a scan in
viscosity shows a modest change in the simulations where
reducing viscosity increases MHD activity and decreases the
thermal quench time by approximately 10%. Realistic cloud of
fragments modeling shows that a mixed-D–Ne pellet travels
deeper into the core before thermal quench than a pure-Ne
pellet. At the slower pellet fragment speed of 150m s−1, the
pellet is found to be moving slowly enough inward that even
the 5% neon in the mixed pellet is enough to effectively
radiate the thermal energy available, leading to the pure-Ne
and mixed-D–Ne pellet having nearly identical reduction of
thermal energy before the onset of MHD activity. Radiation
toroidal peaking is reduced as the pellet travels deeper into
the plasma, but can have a secondary peak near the end of the
thermal quench with the radiation toroidal peaking predicted
to be at levels consistent with experimental observations (TBF
= 1.6–2.4) when the radiated power is above 1GW.
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