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Abstract
In this paper, the Chinese Fusion Engineering Testing Reactor (CFETR) power conversion
system, with a supercritical CO2 (SCO2) Brayton cycle, is designed, analyzed and optimized.
Considering the pulse operation of the reactor, a heat storage loop with high temperature molten
salt and low temperature concrete is introduced. Based on the parameters of the first cooling
loop, the CFETR power conversion loop is designed and studied. A new SCO2 Brayton cycle
for the CFETR dual heat sources, blanket and divertor, is developed and optimized using a
genetic algorithm. Compared to other simple and recompression cycles, it is shown that the new
SCO2 Brayton cycle combines maximum thermal efficiency with simplicity. Exergy analyses
are carried out and show that the exergy destruction rates of turbine and heat exchangers
between different loops are the largest due to the large turbine power and the large temperature
difference. The exergoeconomic analyses show that the fusion reactor accounts for the main
cost, which is the key to the economy of fusion power generation. The following sensitivity
analyses show that the hot molten salt temperature has a major influence on the system
performance. Finally, several multi-criteria optimization algorithms are introduced to
simultaneously optimize the three fitness functions, the cycle thermal efficiency, the system
exergy efficiency and the total system product unit cost. It is found that the maximum thermal
efficiency, the maximum exergy efficiency and the lowest total system product unit cost can be
obtained almost simultaneously for the new CFETR power conversion system, and this optimal
operation scheme is presented.

Keywords: supercritical CO2 Brayton cycle, CFETR, exergy, exergoeconomic,
multi-criteria optimization
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1. Introduction

In the face of the increasingly severe energy crisis, the devel-
opment and utilization of alternative energy has become
a new research hot spot. As a sustainable clean energy,
fusion energy has great development potential, with advant-
ages including both inherent safety and low environmental
impact [1]. International Tokamak Experimental Reactor
(ITER), which provides the basis for fusion power genera-
tion, is under construction internationally. Developed on the
basis of ITER, Chinese Fusion Engineering Testing Reactor
(CFETR) is designed to achieve 200–1000 MW fusion power
production [2].

Since the SCO2 Brayton cycle has the advantages of a small
volume of components, high efficiency under a medium or
high temperature heat source, and environmental friendliness,
its application in nuclear energy has been widely explored in
recent years. Alali andAl-Shboul [3] applied the Brayton cycle
in high-temperature gas-cooled reactor studies with air, nitro-
gen, SCO2 and helium as working media. The results show
that the helium cycle has the highest power efficiency and the
SCO2 cycle has the highest cogeneration efficiency. Ishiyama
et al [4] compared the efficiency of the steam Rankine cycle,
He Brayton cycle and SCO2 Brayton cycle based on a proto-
type fusion reactor. It is found that the SCO2 cycle is more
efficient than the steam Rankine cycle and has advantages in
both system volume and permeated tritium separation. Based
on EU DEMO, Stepanek et al [5] studied the comparison of
several feasible arrangements of the steam Rankine cycle, the
He Brayton cycle and the SCO2 Brayton cycle at different heat
source temperatures, showing that the SCO2 cycle is com-
petitive in scale complexity, cost and operational flexibility.
Linares et al [6] compared the thermodynamic characteristics
of the He and SCO2 Brayton cycles coupled with other cycles
based on the fusion reactor, which shows that the SCO2-H2O
combined cycle has a high efficiency of 46.7%. Bustos Dupre
[7] has developed a concept power plant based on a minimal
modular reactor and the SCO2 Brayton cycle as a sustainable
alternative energy solution for Antarctica. Meanwhile, further
detailed thermodynamic and optimization studies on the SCO2

Brayton cycle have been carried out. Kong et al [8] proposed a
lead based reactor with the SCO2 Brayton power cycle, and its
thermodynamic behavior is compared with conventional sys-
tems. Wu et al [9] developed a thermodynamic analysis solver
for efficiency analysis of the SCO2 Brayton simple cycle and
recompression cycle in a 100 MW lead-cooled small modu-
lar reactor and explored its potential use in dry-cold envir-
onments. Syblik et al [10] compared the efficiency, power
output and other physical parameters of two kinds of SCO2

Brayton cycle. A new computational software for optimizing
the cycle was presented and an optimized design of maximiz-
ing the power of the fusion plant DEMO was given. Linares
et al [11–13] conducted a lot of layout and thermodynamic
research on the SCO2 cycle with multiple heat sources used in
EU DEMO, exploring the optimization scheme. In our previ-
ous study [14], the applicability and advantages of the SCO2

Brayton cycle under dual heat sources of CFETR have been
proved.

In addition to thermodynamic analysis, exergy economic
analysis is also an effective way to study the irreversibility
and economy of systems and individual components. Zahedi
et al [15] aimed at a new configuration including four cycles,
analyzing the thermodynamic and economic models of differ-
ent parts and optimizing the cycle in order to reduce costs
and improve exergy efficiency. Wang et al [16] proposed
a new power conversion system consisting of gas turbine
cycle, supercritical carbon dioxide (SCO2) Brayton cycle,
organic Rankine cycle and absorption refrigeration cycle, and
optimized the performance with exergoeconomic methods.
Al-Rashed et al [17] proposed an innovative gas turbine-SCO2

cycle, made a comprehensive exergoeconomic analysis and
performedmulti-criteria optimization tomaximize exergy effi-
ciency and minimize power costs. Guelpa et al [18] developed
an economic analysis method independent of cost functions to
optimize the SCO2 Brayton cycle for solar applications. Liu
et al [19] identified the improvement potential of each import-
ant component in the SCO2 Brayton cycle based on advanced
economic methods. Du et al [20] studied the economic char-
acteristics of the SCO2 Brayton cycle in its full life cycle, and
explored the influence ofmultistage compression and the num-
ber of optimal compression stages based on the gas-cooled fast
reactor. Luo et al [21] established a thermodynamic simulation
platform to study the thermodynamic and exergy economic
behaviors of six SCO2 Brayton cycles in the fourth generation
nuclear reactors, and to optimize the economics of the SCO2

Brayton cycle. Currently, there are few systematic exergoe-
conomic analyses of the SCO2 Brayton cycle for the fusion
energy.

In this paper, based on the CFETR dual heat sources,
high temperature blanket and low temperature divertor, sev-
eral SCO2 Brayton cycles are designed, analyzed and optim-
ized in detail, and finally a new one is proposed. The paper
is organized as follows. In section 2, several SCO2 Brayton
cycles with dual heat sources are designed. The thermody-
namic and exergoeconomic models for the power conversion
system are established. In section 3.1, the optimized cycles are
compared and the new simple Brayton cycle wins out in terms
of cycle efficiency. In sections 3.2 and 3.3, the exergy analyses,
the exergoeconomic analyses and the sensitivity analyses for
the new SCO2 Brayton cycle are performed. In section 3.4,
themulti-criteria optimizations are carried out to show optimal
variables and fitness functions. In the final section, conclusions
are presented.

2. Methodology

A typical schematic diagram of the CFETR power conversion
system is shown in figure 1, whichmainly comprises the fusion
reactor, first cooling loop (FCL), heat storage loop (HSL),
power conversion loop (PCL) and sink loop (SL). There are
two different heat sources, high-temperature blanket (BNK,
300 ◦C–500 ◦C, 70% of total heat) and low-temperature diver-
tor (DIV, 140 ◦C–200 ◦C, 30% of total heat) [2] in the FCL.
Since CFETR will be in a long-pulse operation with a duty
cycle of 0.3–0.5 [22], the HSL is needed to achieve continuous
steady-state power generation. The molten salt is chosen for
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Figure 1. Typical schematic diagram of CFETR power conversion system.

Table 1. Basic parameters.

Heat from BNK 700 MWa Heat from DIV 300 MWa

FCL pressure of BNK 8 MPab FCL pressure of DIV 4.2 MPac,d

BNK temperature 300 ◦C/500 ◦Cb DIV temperature 140 ◦C/200 ◦Cc,d

Molten salt 60%NaNO3–40%KNO3
e Duty cycle 0.3–0.5a,f

a [2].
b [26].
c [27].
d [28].
e [23].
f [22].

the heat storage of BNK due to its maturity in solar power
generation. However, it is not suitable for DIV heat storage
due to the high melting point, 230 ◦C [23]. Concrete with
water or thermal oil may be suitable for medium temperature
heat storage. It has benefits such as low cost, easy construc-
tion, good mechanical properties, being non-toxic and non-
flammable, and has the testing basis and practical applications
[24, 25]. Detailed information on FCLs and HSLs are shown
in table 1. The PCL of CFETR can choose different SCO2

Brayton cycles, which is very important to the cost of the
whole power conversion system. As an example, a simple
Brayton cycle with dual heat sources is shown in figure 1.
More detailed design and analyses of different SCO2 Brayton
cycles for the PCL of CFETR are provided in the later sections
of the paper. In addition, the meanings of abbreviations and
symbols are shown in table A1.

2.1. SCO2 Brayton cycle configurations

In view of the special dual heat sources of the fusion reactor,
several SCO2 Brayton cycle configurations with different heat
source arrangements are designed in this paper, as shown in

figures 2(a)–( f ). SCO2 Brayton cycles mainly consist of the
heat exchanger between the molten salt storage loop and the
SCO2 Brayton cycle HX-HTS, the heat exchanger between the
concrete storage loop and the SCO2 Brayton cycle HX-LTS,
the heat exchanger between the SCO2 Brayton cycle and the
sink loop PC, the high/low temperature recuperator HTR/LTR,
the compressor MC (main compressor), the auxiliary com-
pressor AC, the turbine T, the separator SEP and the mixer
MIX.

There are two main types of SCO2 Brayton cycle, the
simple cycle and the recompression cycle. In previous research
[29, 30], the recompression cycle is usually more efficient and
economical than the simple cycle for the single heat source.
Figure 2(a) shows a simple cycle configuration with only
the blanket heat source, and figure 2(b) shows a recompres-
sion cycle configuration with only the blanket heat source.
To improve the thermal efficiency, the low temperature diver-
tor heat source needs to be added reasonably. Since the spe-
cific heat capacity of SCO2 on the high-pressure side of the
recuperator is much higher than that on the low-pressure side,
the flow split method, with a fraction of the high-pressure
CO2 entering the LTR, is adopted. And thus, the temperature
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Figure 2. SCO2 Brayton cycle configurations: (a) simple cycle with single heat source, (b) recompression cycle with single heat source,
(c) simple cycle with dual heat sources, (d) recompression cycle with dual heat sources 1, (e) recompression cycle with dual heat sources 2
and ( f ) recompression cycle with dual heat sources 3.

difference of the recuperator on the high-pressure side can be
reduced and the heat recovery increases, which is the main
reason for improving the heat efficiency of the recompression
cycle. Based on this idea, we add the divertor heat source to
the high pressure SCO2 side, and design the simple or recom-
pression cycles for the CFETR dual heat sources as shown in
figures 2(c)–( f ).

Figure 2(c) is based on the simple Brayton cycle, where
the DIV heat source is arranged in parallel with the LTR.
Figures 2(d)–( f ) are based on the recompression Brayton
cycles. In figure 2(d), the DIV heat source is used to replace
the low-temperature recuperator. In figure 2(e), the DIV heat
source, AC and LTR are connected in parallel. In figure 2( f ),
the DIV is connected in series before the AC, the outflow of
which enters the main stream after the HTR. To better perform
the cycle thermodynamic analysis, figure 3 gives the T–s dia-
gram corresponding to figures 2(c) and (e).

2.2. Thermodynamics analysis

In this section, the energy and exergy models of each compon-
ent are established. For a single component, the energy balance
equation is:

∑
in

qin · hin +
∑

Q=
∑
out

qout · hout +
∑

W (1)

where qin/qout is the mass flow rate, hin/hout denotes the
enthalpy of the component at inlet and outlet, Q is the input
heat flow and W is the output work.

The expression of turbine work can be obtained from the
above general expression:

WT = (hT,in (pT,in,TT,in)− hT,out (pT,out,TT,out)) · qT · εT. (2)
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Figure 3. T–s diagram: (a) simple Brayton cycle with dual heat sources, (b) recompression Brayton cycle with dual heat sources 2.

Figure 4. Energy conversion diagram in the fusion system.

The work consumption terms in the system, namely the
work of the compressor and the pump, are expressed as:

Wc = (hc,out (pc,out,Tc,out)− hc,in (pc,in,Tc,in)) · qc/εc (3)

Wp = (hp,out (pp,out,Tp,out)− hp,in (pp,in,Tp,in)) · qp/εp. (4)

Figure 4 shows the energy conversion diagram in the fusion
system, in whichWcy is the network of the PCL,Wcy =WT −
Wc,Wgross is the generating capacity of the generator,Wgross =
κele ∗Wcy, andWe is the net electricity power after subtracting
the pump work of the first loop, HSL and SL (the electricity
consumed by the system itself):

We = κele ∗ (WT −Wc)−WpBNK −WpDIV −WpL −WpH

−WpCOOL. (5)

The detailed equations for these kinds of work are shown in
table A2. The ratios of the above work to the total heat of the
system are respectively defined as the PCL thermal efficiency
ηcy, the gross efficiency ηgross and the electrical efficiency ηe.
However, considering the CFETR long pulse with the duration
working time parameter 0.3–0.5 [22], one 2 h periodic plasma
pulse consists of 50min flattop burning and 70min dwell times
[22]. The three efficiency calculation equations are defined as:
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ηcy =
12 ∗ (WT −Wc)

5 ∗ (QBNK +QDIV)
(6) ηgross =

12 ∗ ((WT −Wc) ·κele)

5 ∗ (QBNK +QDIV)
(7)

ηe =
12 ∗ ((WT −Wc) ·κele −WpCOOL −WpL −WpH)− 5 ∗ (WpBNK +WpDIV)

5 ∗ (QBNK +QDIV)
. (8)

In the absence of the effects of nuclear, electrical, and chem-
ical reaction, as well as magnetic and surface tension, only the
changes in the physical exergy of the working medium are
considered [31]. Ignoring kinetic and potential exergies, the
physical exergy of the working media is expressed as:

e= (h− h0)−T0 (s− s0) . (9)

For each component, the exergy balance is expressed as:∑
in

qin · ein +
∑
j

Eq,j =
∑
out

qout · eout +
∑

W+Ed (10)

where Ed denotes the exergy destruction rate in the control
volume. Eq,j denotes the maximum amount of work that can
be converted from the heat δQq,j under ambient conditions,
and is calculated as follows:

Eq,j =

ˆ
δQq,j

(
1− T0

Tq,j

)
. (11)

The system exergy efficiency is calculated as:

ηex =
12 ∗ ((WT −Wc) ·κele −WpCOOL −WpL −WpH)− 5 ∗ (WpBNK +WpDIV)

5 ∗ (Eqbnk +Eqdiv)
. (12)

2.3. Exergoeconomic analysis

For each component in the system, the exergoeconomic model
is established based on the specific exergy costing (SPECO)
method [32]. Exergoeconomic models are used to define and
calculate the unit cost of the product flow by revealing the cost
formation process. The general cost balance equation for each
component in the system is expressed as:∑

Cout,k+
∑

Cw,k =
∑

Cin,k+
∑

Cq,k+Zk (13)

where Cin,k and Cout,k denote the cost rates associated with the
inlet and outlet exergy streams respectively ($ h−1), and Cw,k

and Cq,k denote the cost rates associated with the component
output power and the input energy ($ h−1) respectively. The
term Zk is the cost rate associated with the capital investment,
operation and maintenance expenses for the kth component
($ h−1). Moreover, accounting for inflation, Zk has been cor-
rected to a reference year (2021) value as follows:

Zk =
CEPCI2021
CEPCIbase

× CRF× (1+ϕ)

τ
×PECk (14)

CRF=
i(1+ i)n

(1+ i)n− 1
(15)

where CEPCI is the chemical engineering plant cost
index, CRF is the capital recovery factor, ϕ = 0.06 is the

maintenance factor, τ = 8000 h is the annual operating hours,
i = 10% is the interest rate, n = 20 is the number of operation
years [21, 33, 34], and PEC is the purchased-equipment cost.
The detailed cost functions for the exergoeconomic analysis
are presented in table 2.

Once the cost rate for each flow in the system is obtained,
fuel and product-related cost rates can be defined for each
component based on the fuel-product-loss principle [31] for
further component-based analyses. The specific costs of fuel
and product for each component of the system can be defined
by the following equations:

cF,k = CF,k/EF,k (16)

cP,k = CP,k/EP,k. (17)

For the component analyses, the exergy destruction (Cd,k

($ h−1)), the relative cost difference (rk), and the exergoeco-
nomic factor (fk) of the kth component are defined as:

Cd,k = cF,k ·Ed,k (18)

rk = (cP,k− cF,k)/cF,k (19)

fk = Zk/(Zk+Cd,k) . (20)
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Table 2. The capital investment cost function of system components.

Component Capital investment cost function ($) Year (CEPCI)

BNKa,b 941.6 M$ 1990
DIVa,b 235.4 M$ 1990
Fuelc 6 $ (MWh)−1 1988

Turbined 479.34q
0.93−ηT

ln
(

pin
pout

)
(1+ exp(0.036Tin − 54.4)) 1996

Compressord 71.1q
0.9−ηc

· poutpin
ln
(
pout
pin

)
1996

HTR, LTR, HX-LTS, HX-BNKe 2681 ∗A0.59
k 1986

PC, ICe 2143 ∗A0.514
k 1986

Pumpe 1120 ∗W0.8
p

HOT TANKf 50% · 24 ·Q · 284
Tsalt1−Tsalt2

COLD TANKf 50% · 6.696 · 107 ·
(

284
Tsalt1−Tsalt2

· Q
2.79·103

)0.8

a [35].
b [36].
c [37].
d [21].
e [33].
f [34].

For the exergoeconomic performance evaluation of the
overall system, the total system product unit cost (cptot) is cal-
culated as:

cptot =
5
12

·
∑NK

k=1Zk+Cfuel∑NP
i=1EP,i

(21)

where Cfuel is the fuel cost of the system ($ h−1), EP,i is the
output exergy of each component; the detailed calculations can
be seen in table A4 . NK is the number of all components in
the system and NP is the number of work components.

2.4. Optimization algorithm

In this study, the CFETR power conversion system is optim-
ized by the brute force (BF) algorithm [38] and the genetic
algorithm (GA) [39]. The BF algorithm is one of the simplest
and most direct methods, which requires a lot of computation,
but can guarantee the acquisition of global variables. With the
BF algorithm, the parameter interval is first sliced, and then
parameters are permutated and combined to calculate all the
fitness functions. The fitness function is compared one by one,
until the best value is found. GA is a random global search
method based on the Darwinian survival of the fittest prin-
ciple, which randomly generates the initial population, defines
the fitness function, and then improves it by repeated applica-
tion of mutation cross inversion and selection operator [39]. In
the process of searching evolution, only the fitness function is
used as the basis of genetic operation to evaluate the merits of
individuals or solutions. The GA has been applied to optimize
various power conversion cycles [40–42]. At present, hot mol-
ten salt temperature TH1, split ratio of PCL,MC outlet pressure
pH and MC inlet pressure pL are selected as optimization vari-
ables. Fitness functions are the PCL thermal efficiency, the
system exergy efficiency and the total system product unit cost.
Then the optimization problem can be expressed as follows:

Maximum ηcy (TH1,sep,pH,pL)
Maximum ηex (TH1,sep,pH,pL)
Minimum cptot (TH1,sep,pH,pL)
Subjected to: 

355⩽ TH1 ⩽ 485(◦C)

0.1⩽ sep⩽ 0.9

15⩽ pH ⩽ 30(MPa)

7.38⩽ pL ⩽ 12(MPa) .

(22)

Considering the material processing restrictions [30, 43],
the optimization parameter ranges are changed partly:

355⩽ TH1 ⩽ 485(◦C)

0.1⩽ sep⩽ 0.9

15⩽ pH ⩽ 23.3(MPa)

7.69⩽ pL ⩽ 12(MPa)

. (23)

Based on the GA, the multi-criteria optimizations, Pareto
front [41] and method of weighting [44], are used to show
the optimal results of the three fitness functions. The Pareto
front is to obtain the set of all optimal solutions under mul-
tiple fitness functions. The method of weighting is developed
by introducing a new fitness function by weighting coeffi-
cients before multiple fitness functions. In method of weight-
ing, the three fitness functions are first normalized according
to equation (24). Then the multi-criteria function is defined as
equation (25) assumed that the three fitness functions have the
same importance. A detailed introduction can be referred to
[41, 45]. The basic parameters of the GA are shown in table 3.

X̄=
X−Xmin

Xmax −Xmin
(24)

f =
1
3
∗ η̄cy +

1
3
∗ η̄ex +

1
3
∗ (1− cptot) . (25)

7



Nucl. Fusion 63 (2023) 046026 P. Zhao et al

Table 3. Parameters of GA for the present study [17, 42, 46].

Population size 1600
Crossover probability 0.8
Mutation probability 0.2
Elite count 20
Stop generation 500

2.5. Validation of modeling and optimization methods

The detailed thermodynamic and exergoeconomic models of
the whole CFETR power conversion system are programmed
with Python. The detailed exergy and exergoeconomic equi-
librium equations are as shown in table A5. The minimum
temperature difference between cold and hot fluids in the heat
exchanger between different loops is set as 15 ◦C [34]. The
minimum temperature difference for the printed circuit heat
exchanger (PCHE) is set as 5 ◦C [13]. According to the [11,
47], it is assumed that the pressure drops of blanket and diver-
tor are 0.5 and 0.25 MPa, and the pressure drops of the heat
exchangers in HSL, in PCL and in SL are 0.06, 0.04 and
0.2 MPa, respectively. The isentropic efficiency is set as 0.92
and 0.88 for turbine and compressor [13]. The isentropic effi-
ciency of pump/compressor is assumed to be 0.85, 0.82 and
0.85 respectively based on the working medium water, helium
and molten salt [13, 23]. The generator efficiency is assumed
to be 97% [23].

Themain program is used to solve the thermophysical prop-
erties of each product flow in the system according to the key
input variables. Then the cost balance equations of each loop
are solved simultaneously. Finally, the efficiency and the cost
per unit of electricity are calculated. According to the min-
imum heat transfer temperature difference requirements, the
following constraints should be satisfied: HX-LTS inlet tem-
perature<110 ◦C, outlet temperature<170 ◦C, and HX-HTS
inlet temperature <270 ◦C and >230 ◦C, outlet temperature
<470 ◦C. The program logic and constraints are detailed in
the figure 5. In the simulation, the thermal properties of SCO2,
water and helium are obtained using REFPROP, and the mol-
ten salt of the heat storage system is 60%NaNO3–40%KNO3,
with its main thermal properties based on [48].

To validate the accuracy of our models, the efficiency of
both the simple and recompression Brayton cycles are com-
pared to those in [13, 23]. The detailed results are shown in
table A3, which is basically consistent with the literature [13,
23].

The BF algorithm is implemented by calling library func-
tions scipy.optimize [49], and GA is implemented by Geatpy
[50] in python. The results are verified by comparison to the
published data in [42]. The validation results are shown in the
table 4, and the optimization results are in good agreement
with the literature [42].

3. Results and discussion

In this section, the most suitable SCO2 Brayton cycle config-
uration for dual heat sources is firstly obtained by analyzing
the optimized thermal efficiency. Then, the exergy analysis,

exergoeconomic analysis, and sensitivity analyses for the new
SCO2 Brayton cycle are carried out. The effect of the key vari-
ables on the cycle thermal efficiency, system exergy efficiency
and total system product unit cost is studied. Finally, the meth-
ods of multi-criteria optimization are explored and the appro-
priate optimization scheme is proposed.

3.1. SCO2 Brayton cycle configuration analysis

For the six cycles in figure 2, the optimizations based on
thermal efficiency ηcy by GA are carried out. The thermal effi-
ciency here is calculated by equation (6). The optimal effi-
ciency and corresponding variables are given in table 5. It can
be seen that when only the BNK is considered, the recom-
pression cycle does have advantage to the simple cycle. But
for the dual heat sources, the simple cycle in figure 2(c) has
the best performance. The use of the DIV heat source and
the recompressor can both solve the problem of imbalance
between the cold and hot side of heat exchanger caused by the
drastic change of SCO2 properties. For dual heat sources, the
recompression arrangements make the DIV heat source under-
utilized, so the efficiency is lower than that of the simple cycle.
The cycle efficiency of figures 2(d) and ( f ) is even lower than
that of figure 2(e), which may be caused by the waste of regen-
erative heat.

To sum up, the dual heat source Brayton cycle in figure 2(c)
is the best choice for the CFETR power conversion sys-
tem due to its simplicity and high thermal efficiency. In
sections 3.2–3.4, this new SCO2 Brayton cycle with dual heat
sources will be further studied and optimized by thermody-
namic, exergy and exergoeconomic analyses.

3.2. Thermodynamic, exergy and exergoeconomic analyses

For the new SCO2 Brayton cycle with dual heat sources
for CFETR, corresponding to the maximum cycle efficiency,
detailed fitness functions and variables are shown in table 6.
It can be seen that the optimal hot molten salt temperature is
around 438.2 ◦C, the split ratio is 0.64, the MC outlet pressure
is about 24.5 MPa, the MC inlet pressure is 7.9 MPa, the max-
imum cycle thermal efficiency is 37.4%, the system exergy
efficiency is 59.8%, and the total system product unit cost is
49.64 $ GJ−1.

The temperature, pressure, mass flow rate, enthalpy,
entropy, exergy and cost of each product flow for the new
cycle at maximum efficiency are listed in table 7. The exergy
and cost for individual components are listed in table 8. The
main data in table 7 are collated and plotted for the following
analyses.

Figure 6(a) is the histogram of the exergy destruction
rate and the exergy destruction ratio of each component. The
exergy destruction in the fusion reactor is the largest, account-
ing for nearly 33% of the entire system, for that there is a large
difference between the cooling medium inlet temperature and
BNK/DIV temperature. Secondly, the exergy destruction rates
in the heat exchangers between the first loop and second loop
are also very large. As shown in table 7, the temperature of
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Figure 5. Scheme of main program.

the HSL is determined by the PCL, and the maximum tem-
perature difference between the HSL and the FCL can reach
more than 50 ◦C. In the PCL, the exergy destruction of the tur-
bine is large, and further improvement of the turbine efficiency

can reduce the exergy destruction. Since the PCHE recuper-
ators have very good heat transfer performance, they have
less exergy destruction than heat exchangers between loops.
Figure 6(b) shows the pie chart of the exergy destruction of

9
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Table 4. Comparison of the optimization results between the present study and [42].

TH (◦C) TL (◦C) eHTR (%) eLTR (%)

SR PR Efficiency (%)

Ref. Val. Ref. Val. Ref. Val.

700 45 97 88 0.7 0.7 2.67 2.67 52.2 52.18

Table 5. Comparison of optimal Brayton cycle efficiency.

Cycle Source Figure 2 HT (◦C) HP (MPa) LP (MPa) SEP SEP1 Efficiency

Simple BNK (a) 485.0 30.0 9.3 — — 29.6%
Recompression BNK (b) 452.2 29.9 8.3 0.69 — 32.1%
Simple BNK + DIV (c) 438.2 24.5 7.9 0.64 — 37.4%
Recompression BNK + DIV (d) 436.1 28.4 7.7 0.76 — 32.7%
Recompression BNK + DIV (e) 454.8 26.1 7.8 0.92 0.74 34.8%
Recompression BNK + DIV ( f ) 431.2 29.7 8.0 0.75 — 31.7%

Table 6. Optimization results for the CFETR power conversion system.

Optimization results

Cycle TH1 (◦C) Sep pH (MPa) pL (MPa) TL6 (
◦C) TH2 (◦C) ηgross ηex cptot ($ GJ−1)

Simple (BNK + DIV) 438.2 0.64 24.5 7.9 184.6 285.0 37.4% 59.8% 49.64

Table 7. Thermodynamic properties of the CFETR power conversion system.

Stream P (MPa) T (◦C) Q (kg s−1) H (kJ kg−1) S (kJ /(kg·K) −1) E (MW−1) C ($ h−1)

H1 0.1 438.2 3198.8 625.3 1.4 540.5 131 968.2
H2 0.1 285.0 3198.8 384.4 1.1 344.8 84 189.2
H3 0.1 285.0 1370.9 384.4 1.1 827.5 84 673.8
H4 0.1 285.0 1370.9 384.4 1.1 827.5 84 673.8
H5 0.1 438.2 1370.9 625.3 1.4 1297.1 131 403.4
L1 3.0 80.1 672.7 337.3 1.1 20.0 3658.8
L2 3.0 184.6 672.7 784.3 2.2 0.1 15 321.1
L3 2.9 80.1 288.3 337.3 1.1 8.3 2881.1
L4 2.9 80.1 384.4 337.3 1.1 0.0 777.7
L5 3.0 184.6 384.4 784.3 2.2 0.1 8755.0
L6 3.0 184.6 288.3 784.3 2.2 44.1 6566.1
1 7.9 32.0 1658.1 300.6 1.3 334.6 490 098.4
2 24.5 65.1 1658.1 327.1 1.3 374.1 491 574.6
3 24.5 65.1 1003.6 327.1 1.3 240.3 315 715.6
4 24.5 65.1 564.5 327.1 1.3 133.8 175 859.0
5 24.4 173.2 1003.6 543.8 1.9 298.8 405 556.8
6 24.4 169.6 564.5 538.1 1.9 165.2 188 325.8
7 24.4 171.9 1658.1 541.7 1.9 464.0 593 882.6
8 24.4 270.0 1658.1 680.6 2.2 559.0 741 348.5
9 24.3 423.2 1658.1 874.2 2.5 729.7 789 174.2
10 8.0 300.9 1658.1 753.8 2.5 521.2 763 436.5
11 8.0 178.2 1658.1 614.9 2.2 420.6 616 044.1
12 7.9 69.4 1658.1 475.8 1.9 359.3 526 276.5
C1 0.2 15.0 1764.9 63.2 0.2 0.2 6.8
C2 0.1 54.4 1764.9 227.8 0.8 18.2 36 201.5
C3 0.1 15.0 1764.9 63.1 0.2 0.0 1.2

each loop in the system, where the reactor, HSLs and PCL
all have relatively large exergy destruction. There are a few
components in the SL and FCLs, and the heat transfer tem-
perature difference between the SL and the PCL is small, so
the SL and the FCLs have relatively low exergy destruction
rates.

Figure 7(a) shows the fixed investment and maintenance
costs and their ratios for different components. The costs
are mainly from the reactor and the first loop. As shown in
figure 7(b), the cost of the reactor accounts for 85.79% of the
system. The fusion device is the key to the price of fusion
power generation. The cost of the HSL is comparable to that
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Table 8. Exergy and economic results of the CFETR system.

Component Ed (MW) Cd ($ h
−1) Zk ($ h

−1) fk rk

CFETR 27.521 583.0 36 048.2 1.98 1.40
PBNK 12.680 1651.6 236.9 0.13 0.58
PDIV 0.054 4.2 3.5 0.45 0.24
HX-BNK 19.943 2111.4 78.4 0.04 0.05
Hot tank 0.000 0.0 564.8 1.00 0.59
Cold tank 0.000 0.0 484.6 1.00 0.00
HX-DIV 18.137 1871.6 45.0 0.02 0.73
CS 0.000 17 416.0 1552.5 0.08 0.00
PL 0.003 0.1 0.4 0.74 1.00
HX-HTS 4.609 1256.2 46.8 0.04 0.03
HX-LTS 4.809 1651.8 26.8 0.02 0.13
T 8.781 1084.1 2474.4 0.70 0.13
C 4.510 121.6 289.7 0.70 0.28
HTR 5.651 8277.4 73.5 0.01 0.06
LTR 2.760 4042.7 73.6 0.02 0.05
PC 6.644 9732.1 16.6 0.00 0.27
Pcool 0.031 0.5 2.2 0.81 0.49

Figure 6. Exergy destruction rates and destruction ratios for different components of the CFETR power conversion system with new SCO2

Brayton cycle.

of the PCL. In the HSL, the heat storage tank is the largest
investment, accounting for about 6% of the total system cost.
The turbine is the largest cost item in the PCL, accounting for
nearly 6% of the total system cost, followed by the compressor
for 0.7%. The SL, which includes only the heat exchanger and
pump, has the smallest cost, less than 0.1% of the total system
cost (cooling towers are not included).

3.3. Sensitivity analyses

In order to verify the system optimization results and to bet-
ter understand the influence of system parameters, the sensit-
ivity analyses on the performance of the CFETR power con-
version system are studied. The key variables include the hot
molten salt temperature TH1, the flow split ratio, the MC outlet

pressure pH and the MC inlet pressure pL. The system per-
formance includes the PCL thermal efficiency ηcy, the system
exergy efficiency ηex and the total system product unit cost
cptot. When analyzing the effect of any variable, other vari-
ables remain constant. The optimization variables are selec-
ted in the interval shown in equation (22), and some cases are
abandoned because they do not meet the limitation of the heat
source parameters shown in table 1.

Figure 8 depicts the sensitivity analyses of the simple SCO2

Brayton cycle. Figure 8(a) shows the function of cycle thermal
efficiency, system exergy efficiency and total system product
unit cost with the molten salt temperature TH1. The differ-
ence between the hot molten salt and the turbine inlet tem-
perature is assumed to maintain 15 ◦C. With the increase
of hot molten salt temperature from 410 ◦C to 465 ◦C, the
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Figure 7. Fixed investment and maintenance costs for different components of CFETR power conversion system with new SCO2 Brayton
cycle.

Figure 8. Sensitivity analyses of simple SCO2 Brayton cycle system.

cycle thermal efficiency becomes greater due to the increase
of the heat recovery in PCL, the system exergy efficiency
increases and the total system product unit cost decreases.
Figure 8(b) reflects the variation of fitness functions with
the flow split ratios. As is shown, the split ratios can vary
only within a certain range. The larger the split ratio, the
stronger the heat recovery capacity. The maximum split ratio
corresponds to the maximum efficiency and the lowest cost.

Figure 8(c) shows the effect of the MC outlet pressure. As
the pressure increases, the turbine power increases and the
net power increases. Therefore, the thermal efficiency and the
exergy efficiency increase, and the cost decreases. Figure 8(d)
shows the effect of the MC inlet pressure. The maximum
thermal efficiency is reached at around 7.8 MPa. The higher
the pressure, the lower the efficiency and the higher the
cost.
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Figure 9. Function of fitness functions.

Table 9. Optimal operating parameters obtained by multi-criteria optimization of weighting.

Cycle TH1 (◦C) Sep pH (MPa) pL (MPa) TL6 (
◦C) TH2 (◦C) ηgross ηex cptot ($ GJ−1)

Simple (BNK + DIV) 438.3 0.64 24.4 7.9 184.9 285.0 37.4% 59.8% 49.64

Table 10. Optimal operating parameters obtained by multi-criteria optimization of weighting under parameter limitations.

Cycle TH1 (◦C) Sep pH (MPa) pL (MPa) TL6 (
◦C) TH2 (◦C) ηgross ηex cptot/$/GJ

Simple (BNK + DIV) 436.3 0.64 23.3 7.7 182.4 285.0 37.0% 59.2% 50.19

In the sensitivity analyses, the hot molten salt temperature
has the greatest effect on the system power generation per-
formance, the split ratio and MC inlet pressure are also crit-
ical, while the influence of MC outlet pressure is relatively
small. Meanwhile, the optimal variable values obtained from
the sensitivity analyses verify the previous results in table 6.

3.4. Multi-criteria optimization

The exergy, exergoeconomic and sensitivity analyses of the
CFETR power conversion system with the new SCO2 Brayton
cycle have been performed, respectively. As mentioned above,
there are multiple important variables such as hot molten salt
temperature, flow split ratio of PCL, MC outlet pressure, MC
inlet pressure, as well as multiple optimization fitness func-
tions such as PCL thermal efficiency, the system exergy effi-
ciency, the total system product unit cost in the present power
system. Therefore, multi-criteria optimization is studied in this
section, and the results based on different algorithms can be
mutually validated.

With the BF algorithm, the variables are taken within the
interval of equation (22), and multiple values of the four vari-
ables are arbitrarily arranged and combined. The scatter dia-
grams of the relationship between PCL thermal efficiency and
system exergy efficiency, and the relationship between system
exergy efficiency and total system product unit cost, are shown
in figure 9. The trend obtained for the new power conversion
system shows that PCL thermal efficiency changes synchron-
ously with the system exergy efficiency, indicating that the
internal consumption of the power plant has little impact on
power generating. The total system product unit cost decreases

with the increase in the system exergy efficiency. In addition,
we also used the multi-criteria GA for the three fitness func-
tions’ optimization to obtain the Pareto front, and the results
focus on one point as detailed in figure A1, which also shows
that the maximum efficiency and the minimum cost can be
obtained simultaneously.

Finally, the approximate optimization of the method of
weighting is used to obtain the fitness functions for compar-
ison. Table 9 summarizes the corresponding variables and fit-
ness functions when the above multi-criteria function f in
equation (25) is maximized. The optimal variables and the
optimal fitness functions are consistent with table 6. Con-
sidering the restrictions of material processing shown in
equation (23), the optimization parameter range is narrowed,
and the obtained optimal results are shown in table 10.

4. Conclusion

In this paper, several SCO2 Brayton cycle configurations with
different arrangements of dual heat sources, BNK and DIV,
were studied. A new SCO2 Brayton cycle for the CFETR
power conversion system was developed. Comprehensive
research has been carried out relating to the newCFETRpower
generation system from the perspective of thermodynamics,
exergy efficiency and exergoeconomics. And several multi-
criteria optimization methods were also adopted to obtain the
optimal operation variable scheme. The main conclusions are
as follows:

(1) The simple SCO2 Brayton cycle with flow split is most
suitable for the CFETRBNK/DIV dual heat sources power
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conversion system due to its high thermal efficiency and
simplicity.

(2) The exergy destruction of the system occurs mainly in the
fusion reactor, interloop heat exchangers and turbine. And
the investment and maintenance costs are mainly from the
reactor, heat storage tank and turbine.

(3) The sensitivity analyses show that the hot molten salt tem-
perature has the greatest impact on the system exergy effi-
ciency. Increasing the hot molten salt temperature can
effectively reduce the total system product unit cost.

(4) The system optimal operation variables are obtained by
both the Pareto front and the method of weighting. The
optimal PCL thermal efficiency, system exergy efficiency
and total system product unit cost are 37.0 %, 59.2 % and
50.2 % GJ−1, respectively.
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Figure A1. Distribution of Pareto front.

Appendix

The Pareto front for multi-criteria optimization is shown in
figure A1. The Pareto front presents the optimal solution under
the three fitness functions. The optimal solution shows a differ-
ence of only five decimal places, so they can be considered the
same. Therefore, the Pareto front degenerates to one point, so
the maximum cycle thermal efficiency, the maximum system
exergy efficiency and the lowest total system product unit cost
can be achieved simultaneously under the optimal variables.
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Table A1. Nomenclature.

SCO2 Supercritical carbon dioxide q Mass flow rate (kg s−1)
PCL Power conversion loop e Exergy per unit mass flow (kJ kg−1)
CFETR Chinese fusion engineering testing

reactor
c Cost rate per unit mass flow ($ kg−1)

BNK Blanket cp Product unit cost ($ GJ−1)
DIV Divertor cp Isobaric specific heat capacity (J (kg·K) −1)
ITER International tokamak experimental

reactor
sep Split ratio

DEMO DEMOnstration power plant n Anticipated life time
FCL First cooling loop i Interest rate
GA Genetic algorithm r Relative cost difference
HX-HTS Heat exchanger between molten salt

storage loop and PCL
f Exergoeconomic factor

HX-LTS Heat exchanger between concrete
storage loop and PCL

Simple Simple SCO2 Brayton cycle

HX-BNK Heat exchanger between molten salt
storage loop and FCL

∆p Pressure drop

HX-BNK Heat exchanger between concrete
storage loop and FCL

τ Annual operating hours

PC Pre-cooler ε Component isentropic efficiency
MC Main compressor ρ Local density of the fluid (kg m−3)
AC Auxiliary compressor η Cycle efficiency
LTR Low temperature recuperator ϕ Maintenance factor
HTR High temperature recuperator κ Generator efficiency
T Turbine
P Pump Subscript
PCHE Printed circuit heat exchanger F Fuel
PEC Capital cost ($) P Product
CEPCI Chemical engineering plant cost index H Molten salt storage loop
CRF Capital recovery factor L Concrete storage loop
SPECO Specific exergy costing D/DIV First cooling loop of DIV
GTC Gas turbine cycle B/BNK First cooling loop of BNK
ORC Organic Rankine cycle C/COOL Sink loop
ARC Absorption refrigeration cycle T Turbine
HSL Heat storage loop d Destruction
SL Sink loop q Heat
IC Inter-cooling compressor 0 Ambient temperature
SEP Separator salt Molten salt heat storage loop
MIX Mixture fuel Fuel into system
W Power (kW) c Compressor
Q Heat from heat source (kW) in Inlet
T Temperature (◦C) out Outlet
E Exergy (kW) cy Power conversion cycle
C Cost rate ($ h−1) gross Electric
Zk Cost rate associated with capital

investment, operation and
maintenance expenses for the kth
component ($ h−1)

e Net thermodynamic (efficiency)

A Heat exchanger area (m2) ex Exergy
H Enthalpy (kW kg−1) r Reheat SCO2 Brayton cycle
s Entropy (kW (kgK)−1) c Two-stage SCO2 Brayton Cycle with

intermediate cooling
p Pressure tot Whole system
pH Highest pressure in PCL max Maximum value
pL Lowest pressure in PCL min Minimum value
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Table A2. Detailed calculation equations for work of turbomachinery and pump power of each loop.

Component Work

Turbine q10(h9-h10)εT
Compressor q1(h2-h1)εc
pBNK qB1(hB1-hB3)εp
pDIV qD1(hD1-hD3)εp
pL qL1(hL1-hL3)εp
psink qC1(hC1-hC3)εp

Table A3. Simple Brayton cycle and recompression Brayton cycle calculation model validation.

Efficiency

37.34%a Validation 37.28% 40.59%b Validation 40.58%

Temperature Pressure Temperature Pressure Temperature Pressure Temperature Pressure

1 451.1 300 451.1 300 446.5 280 446.5 280
2 309.1 85.8 309.1 85.8 313 86.2 313 86.2
3 81.6 85.4 81.9 85.4 169.9 85.8 169.9 85.8
4 35 85 35 85 65.2 85.4 65.3 85.4
5 76.6 300.8 76.6 300.8 65.2 85.4 65.3 85.4
6 76.6 300.8 76.6 300.8 65.2 85.4 65.3 85.4
7 304.1 300.4 304.1 300.4 30 85 30 85
8 76.6 300.8 76.6 300.8 58.2 281.2 58.3 281.2
9 131.3 300.4 131.3 300.4 172.2 280.8 172.4 280.8
10 252.4 300.4 252.1 300.4 162.9 280.4 162.2 280.4
11 165.9 280.8 165.9 280.8
12 278 280.4 278 280.4
13 58.2 281.2 58.3 281.2
14 58.2 281.2 58.3 281.2
15 78.4 280.8 79.3 280.8
16 172.2 280.4 178.6 280.4
a [23].
b [13].

Table A4. Exegetic fuel and product and associated cost rates for each component.

Component
Exergetic fuel
(MW) EF

Exergetic product
(MW) EP

Exergy destruc-
tion (MW) Ed

Associated cost
of fuel ($ h−1) CF

Associated
cost of product
($ h−1)CP

BNK EBNK qB2(EB2-EB1) EBNK-qB2(EB2-EB1) CfuelBNK CB2-CB1

PBNK WPBNK qB2(EB1-EB3) WPBNK-qB2(EB1-EB3) CWPBNK CB1-CB3

DIV EDIV qD2(ED2-ED1) EDIV-qD2(ED2-ED1) CfuelDIV CD2-CD1

PDIV WPDIV qD1(ED1-ED3) WPDIV-qD2(ED1-ED3) CWPDIV CD1-CD3

HX-BNK qB2(EB2-EB3) qH5(EH5-EH4) qB2(EB2-EB3)-qH5(EH5-EH4) CB2-CB3 CH5-CH4

Hot tank qH5EH5 qH1EH1 qH5EH5-qH1EH1 CH5 CH1

Cold tank qH2EH2 qH3EH3 qH2EH2-qH3EH3 CH2 CH3

HX-DIV qD2(ED2-ED3) qL2(EL2-EL1) qD2(ED2-ED3)-qL2(EL2-EL1) CD2-CD3 CL2-CL1

CS qL2EL2 qL3EL3 qL2EL2-qL3EL3 CL2 CL3

PL WPL qL1(EL1-EL3) WPL-qL1(EL1-EL3) CWPL CL1-CL3

HX-HTS qH1(EH1-EH2) q9(E9-E8) qH1(EH1-EH2)-q9(E9-E8) CH1-CH2 C9-C8

HX-LTS qL6(EL6-EL3) q6(E6-E4) qH1(EL6-EL3)-q6(E6-E4) CL6-CL3 C6-C4

T q9(E9-E10) WT q9(E9-E10)-WT C9-C10 CWT

C WC q2(E2-E1) WC-q2(E2-E1) CWC C2-C1

HTR q10(E10-E11) q8(E8-E7) q10(E10-E11)-q8(E8-E7) C10-C11 C8-C7

LTR q11(E11-E12) q5(E5-E3) q11(E11-E12)-q3(E5-E3) C11-C12 C5-C3

PC q12(E12-E1) qC2(EC2-EC1) q12(E12-E1)-qC2(EC2-EC1) C12-C1 CC2-CC1

Pcool WPcool qC1(EC1-EC3) WPcool-qC1(EC1-EC3) CWPcool CC1-CC3
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Table A5. Exergoeconomic costing and auxiliary equations for the CFETR system.

Component Costing balance equations Auxiliary equations

BNK CB2 = CB1 + ZBNK + CfuelBNK CB2/EB2 = CB1/EB1

PBNK CB1 = CB3 + ZPBNK + CWPBNK CB3/EB3 = CB1/EB1

DIV CD2 = CD1 + ZDIV + CfuelDIV CD2/ED2 = CD1/ED1

PDIV CD1 = CD3 + ZPDIV + CWPDIV CD3/ED3 = CD1/ED1

HX-BNK CB3 + CH5 = CH4 + CB2 + ZHX-BNK

Hot tank CH1 = CH5 + ZHOT

Cold tank CH3 = CH2 + ZCOLD CH1/EH1 = CH2/EH2

HX-DIV CD3 + CL2 = CL1 + CD2 + ZHX-DIV CL3/EL3 = CL4/EL4

CS CL3 = CL2 + ZCON CL2/EL2 = CL5/EL5 = CL6/EL6

PL CL1 = CL3 + ZPL + CWPL CWPL/EWPL = CWPDIV/EWPDIV

HX-HTS CH2 + C9 = CH1 + C8 + ZHX-HTS CWT/EWT = CWPDIV/EWPDIV

HX-LTS CL3 + C6 = CL6 + C4 + ZHX-LTS CWC/EWC = CWPDIV/EWPDIV

T C10 + CWT = C9 + ZT C7 = C5 + C6

C C2 = C1 + CWC + ZC C2 = C3 + C4, sepC2 = C3

HTR C11 + C8 = C7 + C10 + ZHTR C1/E1 = C12/E12

LTR C5 + C12 = C3 + C11 + ZLTR C10/E10 = C11/E11 = C12/E12

PC C1 + CC2 = C12 + CC1 + ZPC CWPcool/EWPcool = CWPDIV/EWPDIV

Pcool CC1 = CWPcool + CC3 + ZPcool CC2/EC2 = CC3/EC3
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