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Abstract
Experimental trends in thermal plasma partial recombination resulting from massive D2

injection into high-Z (Ar) containing runaway electron (RE) plateaus in DIII-D and JET are
studied for the purpose of achieving sufficiently low electron density (ne ≈ 1018m−3) to
increase RE final loss MHD levels. In both DIII-D and JET, thermal electron density ne is found
to drop by ∼100× when the thermal plasma partially recombines, with a minimum at a vacuum
vessel-averaged D2 density in the range 1020−1021m−3. RE effective resistivity also drops after
partial recombination, indicating expulsion of the Ar content. The ne level after partial
recombination is found to increase as RE current is increased. The amount of initial Ar in the
RE plateau is not observed to have a strong effect on partial recombination. Partial
recombination timescales of order 5 ms in DIII-D and 15 ms in JET are observed. These basic
trends and timescales are matched with a 1D diffusion model, which is then used to extrapolate
to ITER and SPARC tokamaks. Within the approximations of this model, it is predicted that
ITER will be able to achieve sufficiently low ne values on time scales faster than expected RE
plateau vertical drift timescales (of order 100 ms), provided sufficient D2 or H2 is injected. In
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SPARC, it is predicted that achieving significant ne recombination will be challenging, due to
the very high RE current density. In both ITER and SPARC, it is predicted that achieving low ne
will be easier with Ar as a background impurity (rather than Ne).

Keywords: tokamak, runaway electrons, ITER

(Some figures may appear in colour only in the online journal)

1. Introduction

In future large current tokamaks like ITER there is the possib-
ility of severe localized wall damage due to post-disruption
runaway electron (RE) wall strikes [1–3]. Present research
is investigating the possibility of reducing RE wall dam-
age by massive impurity injection into the RE beam (or
‘plateau’) in the form of a gas jet or shattered cryogenic pellets
[4–6]. Massive impurity injection into the RE plateau is typic-
ally referred to as ‘second injection’ to distinguish from ‘first’
injection for thermal quench (TQ) heat load mitigation and/or
current quench (CQ) force and heat load mitigation. Typically,
neon (Ne) or argon (Ar) are used as the main radiating impur-
ity in first injection, to increase radiation rates and help reduce
conducted heat loads (additional H2 or D2 gas can be added at
this time also). Ar (or Ne) can also be used for second injec-
tion, and has been observed to cause rapid added dissipation of
RE kinetic and magnetic energy in DIII-D [4]. However, the
potential effectiveness of Ar injection for mitigating RE dam-
age effectively in future devices is uncertain, due to relatively
poor (often < 10%) impurity assimilation of Ar [4, 7, 8] into
the RE plateau, increased vertical instability growth rate of the
RE current channel [9, 10], and very slow mixing timescale of
Ar ions into the RE plateau [11].

A related approach being investigated to reduce RE wall
damage is massive second injection of low-Z species, such as
deuterium (D2) or hydrogen (H2). RE wall damage depends
on RE beam current, final wall strike wetted area, and time
scale of the final loss [12]. RE beam current dissipation is
reduced by low-Z species injection, (which is undesirable);
however, vertical instability growth rate is reduced (which is
desirable), as is magnetic-to-kinetic energy conversion (which
is also desirable) [13]. Also, low-Z second injection appears to
cause reduced final loss time scale (which is undesirable) and
increased wall strike wetted area (which is desirable) [14–16].
The source of these differences in final loss time scale and wet-
ted area appear to stem dominantly from a much larger final
loss MHD amplitude δB following low-Z injection [14]. The
origin of the larger final loss MHD amplitude in the low-Z
case is not fully understood at present. It is possible that the
removal of high-Z impurities from the RE beam can contrib-
ute to the largerMHD amplitude by lower RE resistivity. How-
ever, helium second injection, which removes high-Z impur-
ities from the RE beam, but does not cause partial volume
recombination (as D2 and H2 injection tend to), and does not
seem to access large δB, seems to contradict this hypothesis
[16]. Alternately, it is hypothesized that plasma partial recom-
bination, which results in a very large Alfven velocity and
very small Alfven timescale, could be responsible for the large

observed δB. Although not confirmed, this hypothesis motiv-
ates the study of whether or not it will be possible to suffi-
ciently recombine RE plateau background plasmas in future
large tokamaks using massive D2 or H2 injection.

In the present work, experimental trends are studied, look-
ing at experiments on low-Z (D2) injection into RE plateaus
in DIII-D [16] and JET [17] tokamaks. To predict expected
trends in ITER [2] and SPARC [18], a 1D diffusion model is
used [10, 19]. The main result of the study is that sufficient RE
plateau recombination is expected to be possible in ITER but
challenging in SPARC, when using realistic injection paramet-
ers. The ITER recombination timescales followingmassive H2

or D2 injection are predicted (within the approximations of this
model) to be sufficiently fast for use in ITER, providing suf-
ficiently large quantities of H2 or D2 are injected. Achieving
sufficient RE plateau recombination is predicted to be more
difficult at higher plasma current and may be challenging to
achieve in the worst-case scenario of a 10 MA RE plateau in
ITER. In both ITER and SPARC, achieving sufficient recom-
bination is predicted to be more difficult if using Ne first injec-
tion (rather than Ar first injection, as is often used in present
devices), dominantly due to slower Ne molecular recombina-
tion rates. Increasing either the Ne or Ar first injection quant-
ity is predicted to slowly make partial recombination more
challenging.

This paper is organized as follows: section 2 gives an
overview of experimental data used from DIII-D and JET.
Section 3 describes the 1D diffusion model used to interpret
the experimental data and extrapolate to ITER and SPARC.
Section 4 discusses the time scale of electron density drop and
how this is used to constrain the model neutral diffusion coef-
ficients. Section 5 compares data and modeling on the equi-
librium electron density achieved after partial recombination.
Section 6 discusses the effect of RE plateau current on par-
tial recombination, while section 7 deals with the effect of
initial Ar (or Ne) number. Section 8 discusses future work,
and section 8 gives a brief conclusion. appendix describes the
changes made to the 1D diffusion model for this work.

2. Experimental background

Time traces from a typical DIII-D experiment are shown in
figure 1. The thermal plasma current is ramped up to 1.2 MA,
figure 1(a), and the thermal plasma is then disrupted by rapid
injection of Ar first injection at time 1200 ms in figure 1(a).
Rapid second injection of D2 then occurs at time 1450 ms.
Finally, around time 1800 ms, the RE plateau drifts vertically
into the wall and is lost in a final loss magneto-hydrodynamic
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Figure 1. Sample time traces showing recombination of RE plateau
following massive D2 gas second injection in DIII-D showing:
(a) plasma current (whole shot), (b) electron line density (zoomed in
time), and (c) loop voltage (zoomed in time) as a function of time
for DIII-D shot #165369. Time in (b) and (c) is shown relative to
second injection impact time t = 1405 ms.

(MHD) event (this vertical instability is programmed here into
the control system to simulate the uncontrolled vertical loss
expected in ITER). Rapid (<10 ms) partial recombination of
the background thermal plasma following the second injection
can be seen in the line-integrated electron density measured
with a midplane interferometer chord, figure 1(b). The partial
recombination results in a purge of background Ar out of the
plasma, resulting in a lower RE resistivity and a drop in the
plasma loop voltage, figure 1(c).

Time traces from a typical JET experiment are shown in
figure 2. The subfigures (a)–(c) show the same variables as in
figure 1 and exhibit qualitatively similar behavior, although
with longer time scales. In DIII-D, first injection of 14
Torr-L of Ar is delivered via a solid cryogenic pellet; in JET,
23–323 Torr-L of Ar is injected with massive gas injection
(MGI). In the shots studied here, massive second injection of
D2 is done by MGI in DIII-D and by shattered pellet injection
(SPI) in JET.

The main diagnostic used for experimental data shown in
this work to diagnose RE plateau background plasma recom-
bination is the line-integrated midplane electron density from
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Figure 2. Sample time traces showing recombination of RE plateau
following massive D2 gas second injection in JET showing:
(a) plasma current, (b) electron line density (zoomed in time), and
(c) loop voltage (zoomed in time) as a function of time for JET shot
#95135. Time in (b) and (c) is shown relative to second injection
impact time t = 48.435 s.

a horizontal midplane IR interferometer in DIII-D [20], and
from a vertical far infra-red (FIR) polarimeter (using the
Cotton–Mouton effect) in JET [21]. In the case of the JET data,
the polarimeter data is time shifted to account for a slight delay
and is also amplitude scaled to match fast interferometer data
pre-disruption; this technique is used to obtain the most accur-
ate possible line-integrated electron density without fringe
skips [21]. For both DIII-D and JET, line-integrated density
measurements have noise floors in the vicinity of 1018m−2.

Some radiated power data is also shown, in figures 5(d)
and 6(d). For DIII-D, inverted bolometer array data is used ini-
tially (for times prior to D2 injection). For times after D2 injec-
tion in DIII-D, it is simply assumed that radiated power is pro-
portional to line-integrated central Ar-II line brightness, since
the radiated power evolution in the DIII-D experiments occurs
too quickly to track with the slow foil bolometers. In JET,
bolometer array data is used exclusively and is sufficiently fast
to track the recombination process. Inversions for JET use a
simple weighted average over different chords, while in DIII-
D a smoothed inversion forcing poloidal and toroidal sym-
metry about the RE beam magnetic axis is used.
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3. Diffusion model

Interpretive modeling of experimental results and extrapola-
tion to ITER and SPARC are done here with a 1D diffusion
model [10, 19]. This model approximates the actual 3D tor-
oidal geometry with a 1D cylindrical (radial) diffusion solver.
Second injection of either MGI or SPI is approximated as an
edge (ρ = 1) deposition of impurities; this is experimentally
supported, as no clear sign of direct radial penetration of either
MGI or SPI injected impurities is observed experimentally [6].
The neutral deposition is taken to be Gaussian in time with a
narrow 1 ms full width at half maximum; since this depos-
ition time is short compared with diffusion time scales, the
exact width is not found to be important. The ion radial diffu-
sion coefficient is approximated as Di = 2 m2 s−1, based on
experimental measurements [11], and is assumed to be inde-
pendent of plasma parameters and constant in space and time.
Neutral radial diffusion coefficients are calculated from first
principles, with an empirical enhancement factor due to con-
vective cells, as discussed below. Charge states up to 4+ are
included for the high Z species (Ar or Ne), as are the hydro-
genic molecular ions D+

2 , D
+
3 , and ArD

+ (or NeD+). A single
thermal temperature profile is assumed as a function of radius
for all non-RE species (thermal electrons, neutrals, and ions).
An earlier version of the 1D diffusion model used separate
temperature profiles for each species, but this was found to
considerably add to computational overhead, with little effect
on the simulation results: due to the very low thermal plasma
temperatures, equilibration times between different species are
extremely short, so simulated temperatures of thermal elec-
trons, ions, and neutrals were typically found to be within 20%
of each other [10]. REs are modeled with a kinetic test particle
model using a mono-energy/mono-pitch approximation [10,
22]. The value of the toroidal electric field is central to this
model, as the electric field accelerates electrons in the toroidal
direction, reducing pitch angle, increasing energy, and increas-
ing current density. The model does not contain an Ampere–
Faraday solver to model the radial profile of toroidal elec-
tric field self-consistently; instead, toroidal electric field is just
assumed to be constant as a function of radius and is scanned
up or down in the RE solver to try to maintain the chosen total
toroidal plasma current. A max slew rate of 0.4 V ms−1 in
loop voltage is used in the solver when scanning the toroidal
electric field.

The modifications done to this model for the present work
are: (a) adding the D− ion (to improve accuracy of molecular
recombination rate), (b) adding the capability to simulate H2

injection (instead of D2), and (c) adding the capability to use
Ne (instead of Ar) as the initial high Z ion. These changes are
described in appendix. Ne, when compared with Ar, has faster
diffusion, lower RE stopping power, lower radiation rates (for
low temperature plasma), and slower molecular recombina-
tion. H, when compared with D, has similar reaction cross
sections, but faster radial diffusion.

For DIII-D and JET simulations, experimental injected
particle quantities are used. For ITER and SPARC, rough

guesses for atom numbers present in the RE plateau are used,
based on expected initial discharge parameters and first injec-
tion quantities. Particles released or absorbed from the walls
during the TQ are ignored in all cases. Presently, ITER is
intending to use H2 injected into a Ne-containing RE plat-
eau, while SPARC is likely to use D2 injected into a Ne-
containing RE plateau. The ITER plan to use H2 is motiv-
ated by its faster mixing time and expected better disruption
mitigation effectiveness, while the SPARC plan to use D2 is
motivated by hydrogen isotope control in the discharges that
follow. To illustrate trends from different species, the simula-
tions shown in this paper are not restricted to presently planned
future species combinations, i.e. both H2 and D2 second injec-
tion, and both Ar and Ne first injection are simulated for
ITER and SPARC. The initial pre-disruption plasma in ITER
is assumed to have a typical D content of 6× 1022 D atoms
(=2× 103 Torr-L D), which carries over into the RE plateau.
The typical initial Ar (or Ne) content of the ITER RE plateau
(left over from first injection) is assumed to be 8× 1021 atoms
(=270 Torr-L). In SPARC, the initial D content is assumed to
be 660 Torr-L D, while the initial Ar (or Ne) content left over
from first injection is assumed to be 33 Torr-L.

The 1D diffusionmodel indicates that the observedRE plat-
eau recombination level (equilibrium cold electron density) is
dominantly set by a balance between RE impact ionization and
volume recombination of molecular ions. This is illustrated in
figure 3 which shows simulated (a) free electron density, (b)
thermal plasma power balance, and (c) thermal plasma elec-
tron balance vs time (with time t = 0 corresponding to the
second injection time). D2 injection into Ar in ITER is shown;
the dominant processes are predicted to be similar in JET,
DIII-D, and SPARC. Power enters the cold plasma from RE
collisions on free and bound electrons, red curve in figure 3(b).
The RE stopping power drops in time due to the loss of Ar
out of the plasma volume. Initially, the RE stopping power is
dominantly balanced by thermal radiation (line radiation due
to thermal electron impact on Ar ions). Other dominant power
loss terms are RE radiation and neutral cooling. As the plasma
cools, neutral cooling rises and becomes the dominant heat
loss mechanism, shown by the blue curve in figure 3(b). Here,
‘neutral cooling’ refers to heat carried to the vessel wall by D
atoms andD2 molecules as kinetic and internal (ro-vibrational)
energy. ‘RE radiation’ refers to line radiation resulting from
direct RE impact excitation of atoms and ions (bremsstrahlung
is much smaller and can be neglected here).

In terms of cold plasma particle (electron) balance: as
shown in figure 3(c), ionization of cold plasma is domin-
ated by RE impact, which is balanced by a mixture of radial
plasma transport to the wall and atomic recombination ini-
tially. Atomic recombination refers to all volume recom-
bination channels of atomic ions (radiative, three-body, and
dielectronic). As the plasma composition evolves, however,
molecular recombination becomes dominant, shown by the
blue curve in figure 3(c). Molecular recombination refers to
all volume recombination channels involving the modeled
molecular ions (D+

2 , D
+
3 , D

−, and ArD+). Charge-exchange
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Figure 3. Simulated RE plateau thermal plasma recombination in
ITER showing (a) profile-average electron density, (b) thermal
plasma power balance, and (c) thermal plasma free electron balance
as a function of time. Simulation is done for ITER IP = 5 MA
target, 5× 103 Torr-L D2 into 270 Torr-L background Ar, with
neutral diffusion coefficients scaled by D0 = 5. Time is plotted
relative to second injection time.

recombination between different ions and neutrals is included
in the model, but does not cause any net change in cold elec-
tron density, so does not appear in figure 3(c).

Since the dominant power balance dynamic in the recom-
bining plasma is RE impact heating balanced by neutral cool-
ing, it follows that the RE heating term and neutral transport
rate are two crucial elements for modeling the recombination
correctly. Uncertainties in the neutral transport will be dis-
cussed in section 4.

RE heating is set by the RE energy distribution function,
which is partially constrained by the plasma current. A sample
simulated energy distribution function for ITER is shown in
figure 4(a), and corresponding pitch angle, stopping power,
and current density as a function of RE kinetic energy are
shown in figures 4(b)–(d). These simulations use the kinetic
RE solver within the 1D diffusion model used here [10]. In
figure 4(c) most of the energy deposition is predicted to come
from REs in the 2–5 MeV kinetic energy range. The uncer-
tainty resulting from different model RE energy distribution
functions will be discussed in section 5. The pitch angle shown
in figure 4(b) is relative to the toroidal direction; the kinetic
model used here does not include the actual helical structure
of the magnetic field.

Figure 4. Distribution function simulated for ITER prior to second
injection showing (a) energy distribution function, (b) pitch angle,
(c) RE power deposition density εK and (RE on H2) stopping power
SH2 , and (d) current density j as a function of energy. Simulation has
number of Ar atoms = 270 Torr-L, and IP = 5 MA. Neutral
diffusion scaling is D0 = 5. Results are shown at minor radius
ρ = 0.8.

4. Recombination time scale

Measured recombination time scales are valuable because they
serve as a strong constraint on neutral diffusion time. In the 1D
diffusion model used here, the radial neutral diffusion coeffi-
cients are calculated from first principles, from the first-order
expansion of Chapman–Enskog theory [23], but an empirical
correction factor (applied equally all neutral diffusion coeffi-
cients) is used to approximate the enhancement resulting from
large-scale convective cells. Numerical simulations made for
low pressure gas in inertial confinement fusion chambers sug-
gest an enhancement factor D0 = 2.3 [24]. However, better
matching of observed DIII-D and JET recombination time
scales is typically obtained here using slightly higher values
D0 ≈ 3− 9, so a higher value D0 = 5 is used in this work for
extrapolating to ITER and SPARC.

Figure 5 shows an example of recombination time scales
observed in DIII-D showing time traces of (a) profile-averaged
free electron density, (b) plasma current, (c) loop voltage at
wall, and (d) radiated power. The solid blue and dashed blue
curves show simulations with D0 = 1 (unscaled neutral diffu-
sion) with evolving REs (where the kinetic solver runs simul-
taneously with the diffusion solver) or ‘frozen’ REs, where the
energy distribution function is locked at all radii to the initial
(t = 0) values, to evaluate the effect of changes in the distribu-
tion function on the recombination time scale. Changes in fE
have only a small predicted effect on the recombination times-
cale. The simulated initial electron density in figure 5(a) does
not match the measurement perfectly, as agreement between
these two numbers is not required by the model; the model
varies loop voltage to try to best match to experimental IP, but
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Figure 5. Time traces of RE plateau thermal plasma recombination
in DIII-D showing (a) profile-average electron density, (b) plasma
current, (c) loop voltage, and (d) radiated power as a function of
time. Time is plotted relative to second injection time. Second
injection is 500 Torr-L D2 into plasma containing 15 Torr-L of Ar.
The first four cases are all started at time t = 0 with the same
equilibrium case (D0 = 1, free REs), while the last case is started at
t = 0 with a different equilibrium case (D0 = 5, free REs).

does not attempt to match initial ne. Focusing on the times-
cale of the electron density drop, the measured electron dens-
ity drop has a timescale (peak to 1/2 max) of approximately
2.6 ms, while the simulation with D0 = 5 gives 2.1 ms and the
simulation withD0 = 3 gives 4.8ms. So the best fitD0 is some-
where between 3 and 5 for this shot. In terms of plasma current
and loop voltage evolution, freezing the REs (and current and
loop voltage) actuallymatches the data better than allowing the
current and loop voltage to evolve in the kinetic model for this
shot. Radiated power, figure 5(d) is seen to drop quite rapidly
(on similar timescales to the electron density drop), in better
agreement with higher diffusion scaling D0 ∼ 5.

Figure 6 shows time traces of RE plateau thermal recombin-
ation in JET, with the same panels as in figure 5. In figure 6(a),
the electron density recombination time scale (peak to 1/2max)
is 8 ms, which is reasonably well-matched by D0 = 9. As for
DIII-D, changes in fE are not predicted to strongly affect the
electron density recombination rate, as can be seen from com-
paring dashed and solidmagenta curves in figure 6(a). One dif-
ference fromDIII-D is that the initial loop voltage is fairly well
predicted in DIII-D, but poorly predicted in JET. This could
be due to the more dynamic situation in JET, where the RE
beam is not controlled vertically (as opposed to DIII-D, where
vertical position control is maintained, even after second injec-
tion). Also, the radiated power is observed to rise in JET fol-
lowing D2 second injection, while both the simulations and
DIII-D data indicate a drop in radiated power. The cause of
these discrepancies is not understood at present. Large rotating
toroidal asymmetries have been observed in impurity density
in RE plateaus in DIII-D [11], but these do not appear to be
able to fully account for the JET radiated power discrepancy,

Figure 6. Time traces of RE plateau thermal plasma recombination
in JET showing (a) profile-average electron density, (b) plasma
current, (c) loop voltage, and (d) radiated power as a function of
time. Time is plotted relative to second injection impact time
t = 48.238 s. Second injection is 2400 Torr-L D2 into plasma
containing 63 Torr-L of Ar. Toroidal angles∆ϕ in (d) are relative to
SPI injection location.

as seen in the data from two toroidally spaced bolometer arrays
in figure 6(d). The solid black curve corresponds to radiated
power estimated from the vertical array in JET Octant 3 (at
counter-clockwise toroidal separation∆ϕ= π/2 from the SPI
injector), while the dashed black curve corresponds to radi-
ated power estimated from the horizontal array in JET Octant
6 (at toroidal sepration ∆ϕ = −3π/2 from the SPI injector).
Although significant differences can be seen at early times
after SPI injection (t ∼ 15 ms), both indicate large radiated
power at later times (t ∼ 40 ms) when the injected D2 gas can
be expected to be more uniformly mixed toroidally.

Figure 7 shows time traces of predicted RE thermal plasma
partial recombination in ITER, with same variables plotted as
in figure 5. In figure 7(a) the red curve shows D2 injection into
an Ar-containing RE plateau, while the blue curve shows H2

injection into a Ne-containing RE plateau.
The horizontal magenta band in figure 7(a) marks a rough

threshold for sufficient ‘recombination’. It is not known at
present what the threshold is at which large-scale global MHD
access will occur in ITER or SPARC during the RE plateau
final loss instability. In present experiments, it appears that
ne ≈ 1018cm−3 typically constitutes a sufficiently low electron
density to allow the formation of very large, brief final loss
events. Therefore, for the purposes of discussion in this paper,
the rough guess of ne ≈ 1018m−3 is used as the upper bound
for what is considered a sufficiently recombined RE plateau
thermal plasma.

The vertical loss event (VDE) impact time (∼100ms) indic-
ated in figure 7(b) for a low-Z ITER RE plateau is only a rough
guess. For standard (high-Z) RE plateaus, it is expected to be
of order 50–100 ms [25], so for low-Z plateaus, where the
plasma resistivity is dropping as the gas enters the plasma, the
VDE impact time can be expected to be on the high end of
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Figure 7. Time traces of RE plateau thermal plasma recombination
in ITER showing (a) profile-average electron density, (b) plasma
current, (c) loop voltage, and (d) radiated power as a function of
time. Time is plotted relative to second injection time. Red curves
are for 104 Torr-L of D2 into a RE plateau containing 270 Torr-L of
Ar, using evolving REs. The blue curve in (a) is for 104 Torr-L of
H2 into a RE plateau containing 270 Torr-L of Ne, using
mono-energetic REs. Plasma current is 5 MA and neutral diffusion
scale factor is D0 = 5 in both cases.

this range (100 ms) or even longer. For example, if the initial
Ne is purged enough to give a factor of 2 decrease in RE plat-
eau effective resistivity, we could expect a VDE impact time
of order 100 ms–200 ms (i.e. ∼2× longer). This roughly lin-
ear scaling between VDE timescale and effective resistivity is
expected to be applicable as long as the timescales are much
less than the ITER vessel eddy time (∼500 ms).

Overall, within the uncertainties discussed above, the ITER
simulations of figure 7 indicate a time to sufficient recombin-
ation of approximately 70 ms in the D2 into Ar case and a
time to sufficient recombination greater than 100 ms in the
H2 into Ne case (for the parameters of figure 7). ITER simu-
lations with different parameters find that the time to achieve
sufficient recombination decreases monotonically as more and
more D2 (or H2) is used during second injection. This is shown
in figure 8, which plots simulated time to sufficient recombina-
tion for ITER as a function of injected D2 (or H2) number. The
blue curves are D2 into Ar cases, while the red curve shows H2

into Ne cases.
The solid, dashed, and dot-dashed blue curves in figure 8

represent different approximations of the RE energy distri-
bution function. As discussed in section 3, the 1D diffusion
model typically uses a 1D (cylindrical) mono-energy/mono-
pitch kinetic model and evolves the RE energy and pitch dis-
tributions as the D2 gas diffuses into the RE plasma. Previ-
ous work has shown, however, that this kinetic model tends to
overestimate the time scale of the RE energy and pitch angle
evolution following D2 injection [26], so it is prudent to ascer-
tain the extent to which uncertainties in the RE energy distri-
bution can affect the simulation results. In figure 8, the solid
blue curve uses simulations with the REs evolving according

Figure 8. Time to recombination simulated for ITER for 5 MA RE
plateaus, starting with 270 Torr-L Ar (or Ne), as a function of
injected D2 (or H2) number. Blue curves are D2 fired into an
Ar-containing plateau and red curve is H2 fired into a Ne-containing
plateau. All simulations use neutral diffusion scaling D0 = 5.

to the kinetic model throughout the simulation. The dashed
blue curve corresponds to simulations where the RE energy
distribution function is frozen at t = 0 and kept fixed after
that point. The dot-dashed curve uses the simplest possible
energy/pitch distribution, where the REs are just assumed
to be mono-energetic (fixed at 1 MeV kinetic energy) and
have no pitch angle (the radial shape of the RE density pro-
file from t < 0 is still used and the density normalization is
obtained by requiring the total current to match the desired
value).

5. Equilibrium recombined electron density

The equilibrium recombined cold electron density ne is seen
both experimentally and numerically to be a strong function of
the injected D2 (or H2) gas quantity. Figure 9 gives examples
of equilibrium ne following D2 injection for (a) DIII-D, (b)
ITER, (c) JET, and (d) SPARC. Blue (and green) curves are
simulations while black curves/data points are measurements.
Here, “equilibrium ne” is defined as the profile-averaged cold
electron density at times t = 25, 50, 100, and 20 ms after
D2 (or H2) gas injection (for DIII-D, JET, ITER, and SPARC
respectively). These different times reflect different expected
vertical drift timescales in the various devices, i.e. we do not
necessarily expect full equilibrium to occur within 20 ms in
SPARC, but this is the expected timescale for the RE plat-
eau to drift vertically and hit the wall, so any mixing past this
timescale is uninteresting. In JET and DIII-D, the equilibrium
ne reaches a minimum somewhere between 1020 and 1021m−3

vessel-averaged D2 number density, and this trend is qualitat-
ively captured by the simulations. The measured rapid ne rise
past this minimum is not well captured in the simulations; the
reason for this is not well-understood at present, but could be

7
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Figure 9. Equilibrium (at t = 25 ms for DIII-D, t = 50 ms for JET,
t = 100 ms for ITER, and t = 20 ms for SPARC, where t is relative
to second injection time) cold thermal electron density as a function
of injected D2 quantity into Ar-containing RE plateaus in (a) DIII-D
(with IP = 260 kA and 15 Torr-L Ar), (b) ITER (with IP = 5 MA
and 270 Torr-L Ar), (c) JET (with IP = 560 kA and 23 Torr-L Ar),
and (d) SPARC (with IP = 6 MA and 33 Torr-L Ar or Ne). All
simulations use neutral diffusion scaling D0 = 5, with the exception
of the green curve in (c); this uses D0 = 1. Blue curves show
simulations: solid lines using evolving REs, dashed lines frozen
multi-energy REs, and dot–dash lines frozen mono-energy REs.
SPARC simulations show both D2 + Ne and H2 + Ar cases; all
other cases are only show D2 + Ar.

a result of neutral diffusion/convection changing character at
higher densities. For example, the green curve in figure 9(c)
shows the simulated equilibrium ne for mono-energetic REs
and using D0 = 1, illustrating a trend toward higher ne with
lower D0. So if D0 decreases as more D2 is injected, this
would cause a stronger rise ne in the simulations. Here, it is
not attempted to imply that neutral cooling will go down as
neutral number is increased, only that the cooling may not be
increasing linearly in this regime. In the example of figure 9(c),
it appears that the equilibrium ne would be better matched in
the region D2/VV = 10–100 if D0 would decrease from 5 to
1. This would imply a roughly 2× increase in neutral cooling
over this range, so neutral cooling is still rising as more neut-
rals are added, but less than linearly.

The solid, dashed, and dot-dashed blue curves in figure 9
represent the same approximations for the RE energy distribu-
tion function as discussed for figure 8. Overall, comparison of
these different RE energy distribution models in figure 9 sug-
gests that uncertainties in the RE energy distribution can give
an error of at most an order of magnitude (typically less) in
the equilibrium ne. These comparisons are important since the
model-data comparisons of loop voltage, figures 5(c) and 6(c),
indicate that the test particle model systematically underestim-
ates loop voltage (while correctly capturing plasma current).
This indicates that power loss from the REs is systematically
underestimated by the model, but does not automatically mean
that power going into the cold background plasma (which is
being studied here) is being systematically underestimated by

the same factor. Power put into the REs by the toroidal electric
field is dissipated by three terms: stopping power, radial trans-
port, and synchrotron emission and errors could be present in
any of these three terms. For the power going into the back-
ground plasma, errors in the RE distribution function (at fixed
RE current density) typically do not have a dramatic effect on
the stopping power loss of relativistic REs, since (a) changes in
pitch angle have no effect on stopping power, and (b) changes
in kinetic energy only have a small effect on stopping power,
as seen in figure 4(c).

6. Effect of plasma current on recombination

As discussed in section 3, the equilibrium recombined ne is
believed to be set dominantly by a balance between molecu-
lar recombination and RE impact ionization. Ramping up RE
current IP is expected to increase RE current density, increas-
ing RE impact ionization rate and raising equilibrium ne. The
trend is not strictly linear, since RE current density can be
changed by changing RE density, RE energy, or RE pitch
angle. The general expected trend is indeed observed exper-
imentally, as shown in figure 10(a), where the equilibrium ne
is plotted fromDIII-D as a function of IP. ne rises strongly with
IP, rising well above the recombined level at higher IP values.
This basic trend can be seen to be reasonably well captured by
the 1D diffusion model, shown by the dot-dashed blue curve
in figure 10(a). The fixed mono-energy RE model was used
for these simulations.

Figure 10(b) shows equilibrium ne as a function of injec-
ted D2 (or H2) number simulated for some different example
cases in ITER. Looking at the series of red curves (simulating
H2 injected into Ne-containing RE plateaus), there is a mono-
tonically decreasing trend in equilibrium ne as IP is decreased,
as expected. Comparing D2 into Ar with D2 into Ne with H2

into Ne, one finds that Ne (vs Ar) increases ne, while using H2

(vs D2) decreases ne.

7. Effect of initial Ar quantity on recombination

Increasing the amount of injected Ar (or Ne) in the vacuum
chamber can be expected to increase stopping power on the
REs, resulting in more thermal plasma heating and increasing
ne. However, Ar (or Ne) is largely purged (excluded) from the
RE column by secondary massive D2 (or H2) injection, so if
this purge is perfect, there should actually be no effect. In real-
ity, the purge is not perfect; line-integrated hard x-ray (HXR)
measurements suggest a perhaps 10× drop in total Ar dens-
ity, consistent with modeling [19]. Experimentally, the effect
of initial Ar number appears to be small for the ranges of Ar
used. Figure 11(a) shows equilibrium ne measured as a func-
tion of Ar number present in JET, indicating no clear effect
due to the Ar number; the measured electron density is near
the noise floor and the small observed variations are probably
within the uncertainty of the measurement. The blue curve in
figure 11(a) is from simulations, indicating a small predicted
rise in ne (which is not seen in the scatter of the data, however).
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Figure 10. (a) Equilibrium (at t = 25 ms) electron density ne as a
function of plasma current IP for DIII-D measured (black curve) and
simulated (blue curve) with initial Ar content of 15 Torr-L and
40 Torr-L of injected D2; and (b) equilibrium (at t = 100 ms)
simulated ne for ITER as a function of injected D2 (or H2) number
for D2 into Ar, D2 into Ne, and H2 into Ne with plasma currents
IP = 1, 5, and 10 MA. Target Ar (or Ne) quantity is 270 Torr-L. All
simulations use frozen, mono-energy REs and diffusion scale
D0 = 5.

Figure 11(b) shows the simulated trend in equilibrium ne
in ITER following H2 injection, as a function of Ne number,
where a slowly rising trend is predicted. The vertical dashed
lines in figure 11(b) correspond to present expected Ne num-
bers in ITER expected for TQ heat load mitigation only or
for TQ heat load + electro-magnetic load mitigation [27];
presumably, plasma current at the time of the disruption will
determine which of these two cases is used. For the larger Ne
quantity, the equilibrium ne is predicted to rise enough to come
out of the ‘recombined’ region. The injected H2 quantity in
the simulations of figure 11(b) are at the ITER ‘optimum’ of
104 Torr-L H2 (blue curve) and for the ‘max allowed’ around
1.3× 105 Torr-L H2 (green curve). Injecting the maximum

Figure 11. (a) Recombined equilibrium (at t = 50 ms) electron
density ne as a function of Ar number for JET with 2400 Torr-L D2

injection and IP = 550 kA. (b) Simulated equilibrium (at
t = 100 ms) electron density ne as a function of Ne number for
ITER with 104 Torr-L H2 injection (blue) or 1.3× 105 Torr-L H2

injection (green) and IP = 5 MA. Simulations (blue and green
curves) use D0 = 5 and frozen mono-energy REs.

allowed quantity of H2 is predicted to bring ne into the recom-
bined region (even for the largest expected Ne quantity) at
5 MA RE current.

We note here that final loss instability characteristics can
be different depending on the amount of neon or argon in
the vacuum vessel. We only focus here on equilibrium elec-
tron density, but JET data shows that recombined discharges
with different argon numbers in the vessel can behave quite
differently during the final loss instability [28]. The lack of
dependence in ne vs Ar (or Ne) number of figure 11 should
therefore not be interpreted as meaning there is no differ-
ence in resulting final wall damage as Ar (or Ne) number are
varied.
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8. Discussion

The present work is a small step in the ongoing research toward
determining which approach will be more likely to prevent
serious RE wall strike wall damage in ITER—massive high-
Z injection into the RE plateau or massive low-Z injection
into the RE plateau. Massive high-Z injection has intuitive
appeal in that it attempts an immediate rapid increased dis-
sipation of RE current, while massive low-Z injection uses a
less intuitive approach: increasing RE current, while anticip-
ating larger final loss MHD, with greater resulting spreading
of RE impacts on the wall and lower conversion of magnetic
energy to kinetic energy. In evaluating the potential effect-
iveness of the low-Z approach, a necessary first step is being
able to predict if sufficient RE background plasma recombin-
ation will occur, since this appears to be an important ele-
ment in enabling large global MHD during the RE plateau
wall strike. The present work suggests that use of Ne for TQ
and CQ mitigation will make achieving sufficient recombina-
tion more difficult (when compared to Ar). As the Ne quant-
ity is turned up, achieving recombination becomes harder and
harder (although slowly), as shown in figure 11(b). As expec-
ted, larger RE plateau plasma current densities make achieving
RE plateau plasma recombination more and more difficult, as
shown in figure 10(a). At IP = 10 MA, achieving recombin-
ation in ITER is expected to be barely possible, within injec-
tion quantity limits, as shown in figure 10(b). In SPARC, with
its very high current densities, achieving sufficient recombin-
ation may be impossible, especially if Ne and D2 are used.
With Ar and H2, it appears that there may be some possib-
ility of achieving recombination, figure 9(d), especially if a
lower-current RE plateau occurs (in figure 9(d), a near-worst-
case scenario of 6 MA RE current is simulated). As shown in
figure 8, timescales for achieving sufficient recombination in
ITER typically appear to be fast enough to beat the vertical
instability timescale, assuming that sufficient H2 (or D2) is
injected.

The 1Dmodel used here suggests that achieving RE plateau
recombination will be harder in the presence of background
Ne instead of Ar, figure 10(b). The source of this difference is
Ne vs Ar plasma chemistry, where ‘chemistry’ here refers to
neon interactions with thermal plasma, including ionization,
recombination, charge-exchange, etc. In particular, recombin-
ation of neon ions via molecules is predicted to be slower than
for Ar, due to the much slower rate of neon deuteride forma-
tion by impact with D2 molecules. As discussed above, particle
balance after D2 injection is set dominantly by RE-impact
ionization balanced by molecular recombination, so slowing
down molecular recombination will make achieving RE plat-
eau recombination more difficult. Other differences between
Ne and Ar include stopping power and diffusion. Neon has a
lower stopping power on REs, resulting in lower background
plasma heating and a lower ionization rate; these differences
will tend to make recombination easier. Neon neutrals will
also tend to diffuse faster than Ar neutrals; this will also tend
to make recombination easier, since neon can form a hollow
neutral profile more quickly than Ar. These trends are illus-
trated in figure 12, where equilibrium ne is predicted for ITER

Figure 12. Equilibrium (at t = 100 ms) simulated ne for ITER as a
function of injected D2 number for D2 into Ar (or Ne) with
IP = 5 MA. Target Ar (or Ne) quantity is 270 Torr-L. All
simulations use frozen, mono-energy REs and diffusion scale
D0 = 5. Red and green curves are simulations using Ar but with Ne
stopping power, Ne chemistry, or Ne diffusion turned on.

as a function of D2 number. The solid blue curve gives the
prediction for D2 into Ne, while the dot–dash blue curve gives
the prediction for D2 into Ar; these curves were already shown
in figure 10(b). The green dashed curve shows D2 into Ar but
with Ne chemistry, showing higher ne than even for D2 into
Ne. The red solid curve shows D2 into Ar but with Ne stop-
ping power, showing a decrease in ne. Similarly, D2 into Ar
but using Ne diffusion (red dot–dash curve) shows a decreas-
ing trend in ne. Overall, the prediction for Ne is that its stop-
ping power and diffusion will tend to help recombination, but
this is more than offset by the Ne chemistry, which will tend
to make recombination harder. Other high-Z first injection
background species (other than Ne or Ar) are not considered
here, since Ne and Ar were the only species under considera-
tion for first injection in ITER. Also, experimentally, low-Z
second injection experiments have presently only been per-
formed into RE plateaus with Ne or Ar present from first injec-
tion, although high-Z second injection of other species such
as Kr or Xe has been attempted in previous experiments in
JET [7].

Going forward, many areas of improvement are possible
in this topic. The present diffusion model is 1D only; how-
ever, toroidally resolved measurements have shown that the
RE plateau neutral and ion transport is fully 3D, due to the
very low temperatures, high collisionality, and long toroidal
distances [11]. In contrast, the present work just assumes a 0D
(constant in time and space) ion diffusion coefficient and a 1D
(radially varying) neural diffusion coefficient which is scaled
by a 0D (constant in space and time) scaling parameterD0 = 5.
The accuracy of these approximations for ITER or SPARC
have not been investigated. The main purpose of this work is to
estimate equilibrium line-integrated electron density after low-
Z second injection; this is captured within a factor of 2 by this
model in DIII-D and JET, as seen in figures 9(a), (c), 10(a),
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and 11(a). It can be hoped that a similar predictive accuracy
applies to ITER and SPARC, but this remains to be determined
[11] is figures 9(a), (c), 10(a), and 11(a). Similarly, recom-
bination timescales are predicted (with scaled D0) within a
factor of 2, as shown in figures 5(a) and 6(a), but the accuracy
of this model for ITER and SPARC is still undetermined. As
shown in figure 9, the error bars associated with the RE kinetic
model used here are quite large, about an order of magnitude.
Improved REmodeling is therefore needed to more accurately
capture the ionization and heating from REs acting on the cold
background plasma. In figures 5 and 6, the present model only
captures the experimental loop voltages in DIII-D and JET
very coarsely (within a factor of 5), indicating a significant
level of disagreement between the modeled and experimental
RE and impurity distribution. Another area of significant dis-
agreement is the radiated power in JET: in DIII-D the RE plat-
eau radiated power is observed to drop following low-Z injec-
tion, while in JET it appears to rise, as shown in figure 6(d).
This trend is not captured by the present modeling, and needs
to be understood to improve confidence in these simulations.
Presently, it is not clear if this disagreement comes from 3D
effects, incorrect radiation rate coefficients, or something else.
In the JET bolometer data, clear indications of spatial structure
can be seen in the view chords, in both vertical and horizontal
bolometer fans, with a peak in radiated power near the mag-
netic axis. This suggests that it is unlikely that inversion errors
(e.g. incorrectly weighting divertor channels) can account for
the discrepancy, especially since inverted total radiated power
is not typically strongly sensitive to inversion model details
and similar radiated power levels are obtained from two differ-
ent bolometer fans. Also, the clear indications of spatial struc-
ture suggest that neutral heating of the bolometer foils (which
should affect all channels) is not causing an erroneously large
radiated power signal. In the present 1D model, the radiation
rates for RE impact on D2 molecules are estimated by merging
low-temperature (up to 100 eV) collisional-radiative thermal
plasma simulations [29] to mono-energetic relativistic (MeV)
stopping power data [30], with thermal and RE components
considered separable. This method does not self-consistently
model simultaneous RE and thermal excitation and may not be
completely accurate. Radiation trapping from D2 molecules is
not included in the model, but preliminary estimates suggest
that this is not a large effect, causing atmost a factor of 2 reduc-
tion in D2 radiated power for ITER (less for smaller machines).

9. Summary

In summary, efforts were made to match trends seen in
RE plateau thermal plasma partial recombination following
massive D2 injection in DIII-D and JET tokamaks and extra-
polate to ITER and SPARC using a 1D diffusion model. Basic
trends seen in the experiments are reproduced in the 1Dmodel,
including: (a) a drop in equilibrium electron density ne with
increasing D2 injection quantity, (b) a rise in ne with increas-
ing plasma current IP, and (c) only a weak dependence of ne
on the initial Ar quantity. Extrapolation to ITER suggests that

(within the approximations of this model) sufficient RE plat-
eau recombination by massive H2 injection should be possible
on the vertical drift timescale if the plasma current is not too
high. Extrapolation to SPARC suggests that sufficient RE plat-
eau recombination will be more challenging there, especially
if D2 into Ne is used, but may be achievable if H2 into Ar is
used.

Appendix . Addition of H−, Ne and H2 to RE plateau
1D neutral diffusion model

The 1D neutral diffusion model used here was mostly
described previously, in appendix of [10], as well as appendix
of [19]. For brevity, we only describe changes made to the pre-
vious model. The main changes made involve adding H− ions
(to improve the accuracy of the molecular recombination rate),
and neon and hydrogen, to allow modeling of neon-containing
plasmas (instead of Ar) and modeling of H2 injection (instead
of D2).

(a) Addition of H− ions
Three processes involving the H− ion are added: formation by
electron impact, destruction by electron impact, and recom-
bination; other processes involving H− are believed to be less
important and are neglected. Rate coefficients are taken from
[29]. For reaction (A1), the strong D2 vibrational temperature
dependence is not modeled explicitly; instead, this is encapsu-
lated in a Te dependence, as done in [29],

e+D2 → D+D− (A1)

e+D− → 2e+D (A2)

D− +D+ → 2D. (A3)

(b) Substituting neon for argon
To run a neon-containing target plasma instead of argon, the
effect on the RE distribution function due to reduced scatter-
ing is included. Smaller effective ionization potentials from
[31] are used for these reduced stopping powers of different
charge states and nuclear log lambdas (Coulomb collisions
parameters) are adjusted for neon for the purposes of pitch
angle scattering.

The following reactions are neglected, because their rate
coefficients are believed to be small, S< 10−14cm3s−1 [32]:

Ne+ +D2 → NeD+ +D (A4)

D+
2 +Ne→ D2 +Ne+ (A5)

D+Ne+ → D+ +Ne (A6)

D2 +Ne+ → D+
2 +Ne. (A7)
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Recombination rates of Ne ions are made using standard
rates for three-body and radiative recombination [33] and then
adding in dielectronic recombination rates [34].

The dominant neon deuteride ion formation channels are
included:

D+
3 +Ne→ NeD+ +D2 (A8)

D+
2 +Ne→ NeD+ +D. (A9)

The rate coefficient for (A8) is approximated from the from
the rate for NeD+ formation from D+

2 +Ne, by the scaling
with ratio of D+

3 +Ar over D+
2 +Ar rates for ArD+ formation

[32]. The rate coefficient for (A9) is estimated from [32].
Thermal plasma ionization rates, e.g. Ne+ e→ Ne+ + 2e

is estimated from optically thick CRETIN calculations [35].
As for Ar, higher charge state ionization is typically dominated
by RE impact (not thermal electron impact). RE ionization is
estimated from the relativistic ionization rate of neutral atoms
from [30], reduced for higher charge states using effective ion-
ization potential values [31] and including the enhancement
factor for Auger excitation [36].

The following reactions starting with the neon deuteride ion
are included:

NeD+ +D2 → D+
3 +Ne (A10)

NeD+ + e→ Ne+D (A11)

NeD+ + e→ Ne+ +D+ e. (A12)

The rate coefficient for (A10) is taken from [32]. The rate
coefficients for (A11) and (A12) are estimated from the data
of [37]; (A11) is taken from the first data peak, while (A12) is
taken from the second peak in the data.

The following charge-exchange reactions involving higher
charge states of neon are included:

D+
2 +Ne2+ → 2D+ +Ne+ (A13)

Ne2+ +D2 → Ne+ +D+
2 (A14)

Ne3+ +D→ Ne2+ +D+ (A15)

Ne3+ +D2 → Ne2+ +D+
2 (A16)

Ne4+ +D→ Ne3+ +D+ (A17)

Ne4+ +D2 → Ne3+ +D+
2 . (A18)

For reaction (A13), an simple average of analogous reac-
tions involving He2+ and Ar2+ is used [38]. For reac-
tions (A14)–(A18), the rate coefficients are estimated from the
higher-energy measurements of [39] by extrapolating to lower
energy.

(c) Substituting H2 for D2

To simulate injection of H2 instead of D2, it is assumed that
cross sections are the same for inelastic collisions (such as
charge exchange), but the rate coefficients are updated using
the faster thermal velocity of H2. Electron-impact collision
rates are assumed unchanged, since the electron velocity is fast
compared with both H2 and D2. For elastic collisions, cross
sections are updated using the correct neutral polarizability (H
or H2 instead of D or D2) for ion-neutral elastic scattering and
using the correct effective radius for momentum scattering for
neutral-neutral collisions [40–42]. Mixed-species (simultan-
eous treatment of both H and D) diffusion is not done, since
the injected species typically dominates in number over the
initial atom quantity, so only single hydrogenic species sim-
ulations are done (i.e. if H2 second injection is simulated, it
is assumed that the initial hydrogenic content of the plasma is
also H rather than D).
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