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Abstract
SOLPS-ITER simulations performed for QDT = 10, PSOL = 100 MW burning plasmas on
ITER extend the existing database to high values of separatrix averaged neon impurity
concentration (〈cNe〉 ≈ 6%) and divertor neutral pressure (〈pdiv〉 > 25 Pa) in order to
determine the heat flux mitigation capability of these scenarios and whether strongly detached
states are accessible. In the existing database of ITER simulations, the level of detachment was
limited to cases where the integral ion flux to the outer target was greater than 80% of the
value at rollover, with the impurity radiation localized near the target. With the possibility of
narrow heat flux channels and increased deposited power due to tile shaping, it is important to
explore operation at a higher degree of detachment. Two series of simulations were explored to
extend the database of SOLPS simulations. By increasing the deuterium and neon puff rates
proportionally, the peak divertor energy flux (q⊥,max) is decreased from 5 to 3 MW m−2 while
〈pdiv〉 increased from 11 to 27 Pa. By increasing only the neon puff, q⊥, max can be reduced to
<1MW m−2 while 〈pdiv〉 is maintained at ∼11 Pa. As the neon puff level is increased, the
position of the impurity radiation peak is shifted towards the X-point. At the highest neon puff
levels with steady-state solutions, the electron temperature is reduced below 1 eV across
50 cm of each divertor target. The new cases extend previously observed tight relationships in
power and momentum loss factors to low electron temperature improving their utility for
highly detached regimes.
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1. Introduction4

The physics basis of the ITER divertor is informed by a
database of steady-state simulations performed using the
SOLPS code package [1–4]. This database spans a range of
planned ITER operational scenarios, which determine inputs
to the code such as input power into the scrape off layer
(SOL) PSOL, magnetic topology, and plasma-facing compo-
nent materials. Given a set of these inputs and parameters
related to the physics model (e.g., cross-field diffusivities,
plasma-surface interactions, and activation of terms in the
transport equations), SOLPS is used to predict the state of the
boundary plasma and neutral particle distribution, as well as
the fluxes to the plasma-facing components. The simulation
database can be used to find operational windows of actuator
inputs that result in acceptable performance. In particular,
the fuel ion and impurity puff levels can be used to control
the divertor fluxes and sputtering to reduce them below engi-
neering limits [5]. At the same time, the upstream conditions
act as boundary conditions for integrated simulations of the
coupled core, pedestal, and boundary regions to find self-
consistent solutions with acceptable performance to achieve
ITER goals.

A significant part of the ITER simulation database has been
performed for high-performance QDT = 10 burning plasmas,
with PSOL = 100 MW. The baseline transport assumptions,
with cross-field diffusivities of D⊥ = 0.3, χ⊥ = 1.0 m2 s−1,
correspond to a outboard midplane (OMP) heat flux width
of λq = 3.4 mm [3]. The peak divertor energy flux and other
key quantities have been shown to have tight correlations with
scaling variables that enable effective sorting of the database.
These are the impurity concentration 〈cZ〉 =

∑
nZ/ne (where

the sum is over the charge states of species Z ) averaged
along the main plasma separatrix, and a characteristic neutral
pressure averaged over a volume in the private flux region [3].
The scaling variables have the advantage of directly relating
divertor conditions to plasma parameters, instead of a specific
actuator level, which has often been challenging to quantita-
tively validate against experimental conditions (typically as
a mismatch between puff levels and measured neutral pres-
sures) [6–8]. On the other hand, the actuator gas puff levels
are the control parameters and correlated with the scaling
variables.

The existing simulation database as presented in [3] spans a
range of impurity concentrations and divertor neutral pressures
of approximately 〈cNe〉 < 2%, and 1 < 〈pdiv〉 < 16 Pa. The
upper limits were selected to keep the outer divertor in a
partially detached state, defined as the level where the integral
ion flux to the outer target reaches 80% of the maximum level.
Above this level the core radiation may increase, leading to
instabilities, and neutrals may escape to the main chamber

4 This manuscript has been authored in part by UT-Battelle, LLC, under
contract DE-AC05-00OR22725 with the US Department of Energy (DOE).
The publisher acknowledges the US government license to provide public
access under the DOE Public Access Plan (http://energy.gov/downloads/doe-
public-access-plan).

as the region of low temperature near the divertor surface
increases. From a numerical perspective, the already signif-
icant computational time required to converge the code for
large devices such as ITER (up to one month of wall clock
time) increases under the low temperature, high density con-
ditions of detached solutions. The computational cost has been
eased by recent advances to the code which provide access to
MPI and OpenMP parallelization, numerical strategies which
greatly reduce the particle balance convergence time [9], and
generally improved its stability and convergence properties.
With the possibility of narrow heat flux channels in ITER,
it is important to explore the flux mitigation capacity and
neutral compression of strongly detached scenarios. Scaling
relationships developed from empirical [10, 11] and theoretical
models [12] result in predicted heat fluxes below 1 mm for
ITER, however turbulent transport simulations [13, 14] have
yielded larger values.

This paper presents new simulations which extend the
database to 〈cNe〉 = 6%, and 〈pdiv〉 = 30 Pa to determine the
heat flux mitigation capability of these scenarios and access to
strongly detached states in ITER. The new simulations were
performed using the most recent iteration of the code, SOLPS-
ITER [15]. Two sets of new simulations are performed, one
where the neon (Ne) and deuterium gas puff magnitudes are
increased proportionally from a baseline level (maintaining
approximately constant 〈cNe〉) to achieve high 〈pdiv〉, and one
where only the Ne puff level is increased to achieve high 〈cNe〉.
It is found that the high 〈pdiv〉 series approximately maintains
previously observed trends in the reduction in the peak energy
flux to the divertor, with only a modest increase in the level of
detachment. The high 〈cNe〉 series, on the other hand, results
in the first observation of a strongly detached outer divertor in
ITER (Te < 1 eV across 50 cm of both divertor targets) with
the radiated power peak located upstream near the X-point.
The effect of the increased puff levels on the downstream
and upstream profiles, radiation patterns, and in terms of a
reduced model for divertor detachment [16] are discussed. The
SOLPS-ITER simulations indicate potential detached oper-
ational scenarios, assessed only from the boundary plasma
perspective. Future simulations will consider integrated model
solutions.

2. SOLPS-ITER simulation setup

The simulations are performed using the Release 3.0.8 ver-
sion (commit acbdc5e5) of the SOLPS-ITER code, which
solves a set of coupled continuity equations for particles,
parallel momentum, energy, and current using a finite vol-
ume method. The magnetic equilibrium, initial plasma state,
and code setup are taken from IMAS case number 123013,
corresponding to full power operation with Ne impurity seed-
ing. This baseline scenario has an input power of 100 MW,
and deuterium and Ne gas puff values of 1.95 × 1023 and
2 × 1020 atoms s−1 delivered from the upper port entrance.
A core ion flux of 1 × 1022 and 1 × 1020 particles per sec-
ond is prescribed for fully stripped deuterium and helium,
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Figure 1. Profiles of (a) electron density and particle diffusivity and
(b) electron temperature and thermal diffusivity at the OMP. Solid
black lines indicate the case with an imposed core transport barrier,
and the dashed blue lines the case without.

respectively. A zero particle flux core boundary condition is
used for all other ion species. Fluid plasma models are used
for each charge state of deuterium, helium, and neon ions, with
kinetic neutral treatment of atomic and molecular species. The
setup of the kinetic neutral transport code EIRENE [17] uses
the reaction model described in reference [18] which includes
neutral–neutral elastic collisions between all of the present
atomic and nuclear species.

A difference in this simulation setup, as compared to the
majority of the cases presented in reference [3], is that the
cross-field transport coefficients have a radial profile chosen
to create a ‘pedestal-like’ pressure gradient in the core. The
SOL diffusivity values are unchanged from those correspond-
ing to heat flux width of 3.4 mm. Over a 6 cm region just
inside the separatrix in the core region, the cross-field par-
ticle and thermal diffusivities were reduced. The same par-
ticle diffusivity values are used for all ion species, follow-
ing the main database setup. Figure 1 shows the ‘standard’
diffusivities and the profiles used here, as well as the result-
ing electron density and temperature profiles at the OMP.
This profile was selected to mimic an ‘H-mode-like’ pressure
pedestal, as a first step towards integrated boundary-pedestal-
core simulations, and to capture the reduced neutral and impu-
rity ionization mean-free-paths that would be present in the
ITER core.

Cross-field drifts are not activated in the simulations pre-
sented here. Transport barrier and drift effects have previously
been included in SOLPS-ITER simulations of ITER [19], with
the drifts shown to increase asymmetry in the inner and outer
q⊥,max. While the results did not extend to the high levels of
〈cNe〉 and 〈pdiv〉 described here, the effect was observed to
be reduced as the level of detachment increases, e.g., at high
〈pdiv〉 [19]. A comparison to cases with constant transport

Figure 2. Maximum energy flux at the (a) outer and (b) inner
divertor target as a function of the average neutral pressure in the
divertor region. Circles are from the original SOLPS 4.3 data set,
squares (connected by arrows) indicate the effect of updating the
model to SOLPS-ITER, star is the initial case used to increase the
D2 and Ne puffs proportionally (diamonds) and only the Ne puff
(triangles). Symbol color indicates the separatrix averaged Ne
concentration.

coefficients has not yet been performed due to the signifi-
cant computational cost of performing new simulations, and
a detailed comparison of the effect on the neutral and impurity
distribution is left for future work.

3. Results

3.1. Extension of the primary database

The peak heat fluxes to the inner and outer divertor from
the initial dataset are shown in figure 2, as circular sym-
bols plotted against 〈pdiv〉. The color of each symbol indi-
cates the Ne impurity concentration 〈cNe〉. The maximum
target heat fluxes in figure 2 include contributions from the
plasma (including surface recombination), neutral particles,
and radiation (using a cylindrical approximation), assuming an
axisymmetric divertor.

Two new series of simulations are added to the database
to assess means of reducing the peak divertor fluxes, and
to explore the limits of detachment without excessive core
radiation. The initial (baseline) case is shown in figure 2 as
a black star. In terms of the broader database, the baseline is
already at the high end in terms of divertor neutral pressure,
with 〈pdiv〉 ≈ 11 Pa, and a 〈cNe〉 ≈ 0.6%. Diamond symbols in
figure 2 show results from a series of simulations where the D2

and Ne gas puff magnitudes are increased from the baseline
case (by factors of 1.5 to 3) while maintaining a constant
ratio of the puff levels. Triangle symbols indicate a series of
simulations where only the Ne puff level was increased by
factors (up to 40 times the baseline level), while keeping the
D2 puff constant.
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Figure 3. (a) Divertor neutral pressure and (b) separatrix electron
density as a function of the D2 puff magnitude. Symbol color
indicates the Ne puff magnitude. Symbols have the same meaning as
figure 2.

All of the new additions to the database are using SOLPS-
ITER, while original dataset was generated using SOLPS 4.3.
Case 123013, with the ‘H-mode like’ profiles, does not have
a corresponding database entry using the SOLPS 4.3 model.
To assess the effect of differences in the physics model and
numerical implementation between the code versions, three
pairs of cases with the same actuator input levels run with
SOLPS 4.3 and SOLPS-ITER are shown in figure 2. The
SOLPS-ITER cases are plotted as square symbols, connected
to the corresponding SOLPS 4.3 cases by an arrow. The pri-
mary effect is an increase in the peak divertor flux and in the
divertor neutral pressure. The impact is larger on the inner
divertor. For the purposes of this work, it is assumed that
the qualitative behaviour of the trends does not significantly
change between the models despite this quantitative change.
Details of the changes to the code physics and numerical
models can be found in [15, 20], and quantifying the effects
is beyond the scope of this paper. However, a primary effect
is thought to be the plasma-neutral interaction and excita-
tion radiation models, e.g., switching from STRAHL [21] to
ADAS [22]. The electron cooling rate of the Ne ion primary
radiators (Ne3+–Ne7+) differs between ADAS and STRAHL
up to a factor of 2 depending on the charge state and Te.
Accordingly, the SOLPS calculation result when ADAS is
used for total radiated power is reduced by about 10%–20%
compared to when STRAHL is used, meaning that SOLPS-
4.3 databases using STRAHL show an increased heat flux
reduction.

The high D2 gas puff series shows a continual reduction in
the peak energy flux density with increasing 〈pdiv〉. Accounting
for the differences in the code versions and setup, the trend
is approximately exponential at constant 〈cNe〉 on the inner
divertor, but indicates signs of flattening out on the outer
divertor at high 〈pdiv〉. Increasing 〈pdiv〉 to ≈30 Pa results in
a peak energy flux of ≈4 MW m−2 on each divertor.

Figure 4. Separatrix averaged values of (a) Ne concentration, (b)
electron density, (c) Ne density, and (d) electron static pressure as a
function of the Ne puff magnitude. Symbol color indicates the D2
puff magnitude. Symbols have the same meaning as figure 2. Lines
indicate best log-space linear fits, excluding the highest D2 puff
series (4 diamond symbols).

The highest pressure case corresponds to a D2 fuelling rate
of 5.85 × 1023 atoms s−1, which is within the capabilities of
the ITER gas system. The total throughput (core fuelling plus
gas puff) which must be removed by the pumping system in
steady-state operation, however, exceeds the stationary capac-
ity of 1 × 1023 atoms s−1 for the ITER divertor cryopumps.

The high 〈cNe〉 series shows a significant decrease in the
energy flux density to both the inner and outer divertor, with
the peak level dropping below 1 MW m−2 on each. While
the reduction is significant, it should be noted that q⊥, max
remains inversely proportional to the Ne puff level (e.g., a
factor of 2 increase in the Ne puff was required to reduce
qouter
⊥,max from 0.9 MW m−2 to 0.4 MW m−2), and no sharp

discontinuity is observed. This is promising from the perspec-
tive of detachment control, however analysis of the simulation
dynamics must be performed. On the other hand, the highest
Ne gas puff shown is the last level for which stable code results
were found. Doubling the gas puff from this state results in
a simulation where the divertor Te continues to drop while
the core radiation increases, with no stable solution. This may
indicate a threshold level where strong nonlinearities (e.g., in
the rate coefficients at low Te) lead to radiative collapse of the
core plasma. The threshold level is also expected to be affected
by cross-field drifts, which generally cause asymmetry in the
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Figure 5. Outer divertor profiles of (a) deposited energy flux, (b)
deposited ion flux, (c) electron temperature, and (d) electron density.
Gray lines are from the SOLPS 4.3 data set, with colored lines
showing the profiles from the high Ne puff series (solid) and high
D2 puff series (dashed).

inner and outer divertor fluxes and may lead to rapid transitions
in the divertor state [23, 24], although at higher levels of
detachment (high 〈pdiv〉) the effect of drifts on the divertor
fluxes is reduced [19]. The impact of the validity of the plasma-
neutral reaction rate coefficients at low Te values, including
treatment of extrapolation, can also affect the convergence
behaviour and steady-state solutions [25, 26]. Radiation trans-
port (not included here), has also been shown to affect stability
for detached plasma simulations [18]. Investigation of these
effects is computationally expensive, however, and outside the
scope of this work.

As discussed in reference [3], the actual ITER divertor
has shaped tiles that result in a larger angle of incidence.
Accounting for this shaping increases the angle of incidence
by approximately 1.5 degrees, which affects only the plasma
component of the total energy flux density. Accounting for this
effect increases the plasma component by a factor of ≈1.5
near the strike point on the outer divertor, increasing to a
factor of ≈3.5 50 cm away from the strike point. On the inner
divertor these factors are ≈1.5 and ≈2.5, respectively. As the
fraction of the total flux carried by the plasma reduces as the
level of detachment increases (increasing 〈cNe〉 and 〈pdiv〉),
this larger angle of incidence has a stronger effect for the
points on the left side of figure 2 and results in a steeper slope

Figure 6. Inner divertor profiles of (a) deposited energy flux,
(b) deposited ion flux, (c) electron temperature, and (d) electron
density. Gray lines are from the SOLPS 4.3 data set, with colored
lines showing the profiles from the high Ne puff series (solid) and
high D2 puff series (dashed).

in the trends. This analysis only accounts for the geometric
effect on the deposited fluxes, and not for the correspondingly
increased flux of recycled neutrals, which would impact the
plasma solution and require a more complex treatment to reach
a self-consistent solution.

3.2. Relationship between scaling variables and gas puff
inputs

When interpreting predictive SOLPS simulations, arguments
can be made for different selections of variables to be com-
pared to the expected experimental conditions. Interpretive
analysis and experimental validation has shown that simul-
taneously matching upstream and downstream plasma con-
ditions and neutral pressures using the experimental actuator
inputs is extremely challenging. The variables 〈cNe〉 and 〈pdiv〉
have been shown to be effective in sorting the simulation
outputs of interest, and can (in principle) be measured. During
operation, the downstream solution can then be ‘tuned’ to the
appropriate actuator levels and the relationship between the
inputs used to guide control strategies. That is, as long the
direction of the change in the desired state with respect to
the actuator level is correct, a systematic offset still allows
for successful control. On the other hand, the actuator levels
are the inputs for experimental operation, and the relationship
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Figure 7. Radiated power density for the high Ne puff series, showing the peak density moving from the divertor region to the X-point as the
puff magnitude increases.

Figure 8. Radiated power density averaged across the SOL in the
(a) outer and (b) inner divertor region plotted as parallel distance
along the separatrix leg from the target. Gray lines are from the
SOLPS 4.3 data set, with colored lines showing the profiles from the
high Ne puff series.

between the actuators and effective sorting variables should be
explored.

The relationships between the variables 〈pdiv〉 and 〈cNe〉
and the actuator inputs are shown in figures 3(a) and 4(a).
The divertor pressure is well correlated with the D2 gas puff,
while the Ne concentration is a function of both gas puff
inputs. This complex relationship can be explored by exam-
ining the effect of each gas puff on the separatrix electron
density. As shown in figure 3(b), 〈ne〉 only increases slowly
(or not at all) with the D2 puff strength at constant 〈cNe〉,
indicating that the injected D2 partially acts to increase the
divertor pressure without significantly increasing the core par-
ticle content. Increasing the Ne gas puff strength, on the other
hand, causes a strong reduction in 〈ne〉 (figure 4(b)) along
with an increase in the separatrix Ne density (figure 4(c)). The
former effect has been attributed to the increased energy loss
from Ne radiation reducing the available energy for deuterium
ionization causing a reduction in the ion source [3], but is
also affected by the reduced recycling ion flux as the divertor
detaches.

The net effect of the trends in 〈ne〉 and 〈cNe〉 yield the scal-
ing in 〈cNe〉 with Ne puff shown in figure 4(a). The upstream
static electron pressure shows a reduction with increasing Ne

puff, however the high 〈cNe〉 still show an increased momen-
tum and power dissipation from upstream to the divertor as
discussed in section 3.5. The decrease in 〈ne〉 and psep

e can
be counteracted by increasing the D2 puff, as indicated by
the series of diamond symbols in figure 4, however these
correspond to the low 〈cNe〉 cases with modest reduction in the
divertor flux shown in figure 2. These results again highlight
the need for integrated core-pedestal-boundary simulations,
as the operational scenarios must simultaneously satisfy the
divertor flux limits, upstream density, core impurity content,
and gas throughput requirements of ITER.

3.3. Effect on divertor profiles

The outer and inner divertor profiles of (a) deposited energy
flux, (b) deposited ion particle flux, (c) electron temperature,
and (d) electron density on the outer and inner divertor are
shown in figures 5 and 6. The grey lines are profiles from the
original database. The solid blue line is the ‘baseline’ case,
with the other solid lines the high Ne puff series, and the
dashed line the series with both puffs scaled proportionally.
As noted above, the baseline case is already in a partially-
detached condition, with gas puff levels (or 〈pdiv〉 and 〈cNe〉)
resulting in peak divertor fluxes and electron temperatures
towards the lower range of the database. The series with both
puffs scaled proportionally result in only a modest increase
in the detachment level, and even then only near the strike
point and primarily on the inner divertor. The high Ne puff
cases, on the other hand, result in significantly reduced q⊥,
Γi, and Te, with the reduction increasing in magnitude and
moving radially outward with increasing Ne puff. At the
highest Ne puff, Te is reduced below 1 eV and q⊥,max below
1 MW m−2 across 50 cm of each divertor target, and the
integrated target ion flux and peak ne show a clear rollover.
This result is the first observation of strongly suppressed
electron temperature across the divertor plate for an ITER
simulation.

To estimate if neutral particles will be well confined to the
divertor region, the ionization mean free path of the Franck
Condon neutral atoms (≈3 eV) can be compared to the shortest
characteristic path length for them to escape. This value is
≈0.5–1.0 m in the ITER divertor, either to travel from the
strike point to the X-point (or to move from the strike point
to the far-SOL along the divertor plate in the poloidal plane).
In the baseline case, for the original database simulations, and
for the high 〈pdiv〉 cases, the ratio of these quantities is small

6
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Figure 9. Radiated power in the (a) inner and outer divertor regions
(below the X-point) and (b) SOL region (SOL above the X-point).
Symbols have the same meaning as figure 2.

for at least some portion of the neutral trajectory (near the
strike point) and the neutral density in the near-SOL and core
region is negligible. At the high Ne concentrations, on the other
hand, the ionization mean free path exceeds 1 m across the
inner divertor and for a narrow region on the outer divertor,
allowing neutral particles to escape. At the highest 〈cNe〉 with
stable code results, neutral deuterium and Ne atoms begin to
penetrate across the separatrix near the midplane and at the
top of the device. The strong nonlinearities in the impurity
cooling and ionization curves at low Te and the reduced SOL
density can lead to an unstable scenario where the impurities
and neutrals penetrate further into the core, likely resulting in
the inability to converge the code at higher gas puff levels. The
exact values at which this occurs will depend on the physical
dimensions of the device, the assumptions made for the H-
mode pedestal parameters, and the core boundary conditions.
It may be expected that at some level, increasing the impurity
puff will cause 〈pdiv〉 to drop as the neutral ‘plugging’ (short
ionization mean free path) by the plasma is reduced, which
could result in the triangle series of points in figure 2 to move
to the left. So far this trend has not been clearly observed.
The core neutral density profile is discussed further in
section 3.5.

3.4. Effect on radiated power distribution

The reduced target fluxes correspond to a shift in the peak
radiated power density away from the divertor surface towards
the X-point. The 2D distributions of Prad are shown in figure 7
for the high Ne puff series. Figure 8 shows Prad averaged
across the SOL flux tubes as a function of parallel distance
from the target, with the values from the original database
shown in grey. For an injection rate below 1 × 1021 atoms s−1

the radiated power is localized near the divertor surface. In
the range of 1–2 × 1021 atoms s−1, Prad is peaked towards

Figure 10. OMP profiles of (a) electron density, (b) electron
temperature, (c) total pressure, and (d) Zeff . Gray lines are from the
SOLPS 4.3 data set, with colored lines showing the profiles from the
high Ne puff series (solid) and high D2 puff series (dashed).

the middle of the separatrix leg in the poloidal plane, and
at 4 × 1021 atoms s−1 it is peaked near the X-point. The
total radiated power in the upper SOL (defined as the flux
tube from inner X-point to outer X-point) is less than 7 MW
in the original database (≈7% of PSOL), and increases to
21 MW at the highest Ne puff level (≈29% of PSOL). The
core radiated power density is low in the X-point region
across the scan, however high charge state Ne crosses the
separatrix near the midplane and at the top of the device, with
the total core radiation reaching 8 MW compared to a peak
value of 4 MW in the original database, (≈4% and ≈11% of
PSOL, respectively).

The integrated radiated power in the divertor and SOL
regions is shown in figure 9. Here the regions correspond to
the SOLPS-ITER volumes, where the divertor regions extend
from the poloidal position of the X-point to the divertor target,
and the SOL region from the inner to outer X-point. Corre-
sponding to the shift of the radiation upwards away from the
divertor surface, the divertor radiation drops with increasing
Ne puff, while the SOL radiation increases.

3.5. Upstream profiles and loss factors

Profiles of (a) ne, (b) nD0, (c) total pressure ptot = neTe +
Σna(Ti + mav

2
a‖), and (d) Zeff at the OMP are shown in

figure 10, using the same color scheme as figure 5. The
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Figure 11. Loss factors for (a) power and (b) momentum in the third
and fourth flux tube from the separatrix as a function of the electron
temperature at the target. Symbol color indicates the separatrix
averaged Ne concentration. Symbols have the same meaning as
figure 2.

Figure 12. Radial profiles of loss factors for (a) power and (b)
momentum mapped to the outer divertor.

reduction in ne and ptot at the separatrix and in the SOL
with increasing 〈cNe〉 can be clearly seen. The neutral atom
density is here defined as the average value (accounting for cell
volumes) in each flux tube at the top of the device, the portion
extending from the inboard to OMP. This definition ignores the
X-point region, and shows the effect on the neutral density in
the upper-SOL. As 〈cNe〉 increases, the neutral atoms penetrate
further into the core due to both the increased ionization mean
free path in the lower divertor region as well as the lower SOL
density. The high 〈pdiv〉 series (dashed lines) shows an increase
in the SOL neutral density at the top of the device, the region
where the gas puffs are located in these simulations. This

increase in the SOL neutral density is physically separated
from the high neutral pressure in the subdivertor, however
the increased total particle content leads to the increased
recycling flux that drives the higher neutral pressure at the
pumping surfaces (and 〈pdiv〉) required to maintain particle
balance.

The Zeff increases to ≈6 at the highest Ne puff. At this level
the core plasma may not be compatible with ITER operational
scenarios, and it is unlikely that such a low separatrix electron
density would be acceptable. Future simulations will explore
self-consistent solutions, via coupling of boundary conditions
with core impurity transport models.

The existing and extended database has been used to calcu-
late factors that describe the momentum and power loss from
upstream to the divertor, extending the range of applicability
of the reduced models. These factors contain the integrated
pressure drop and momentum loss (along the flux tube of
interest), which can be used to develop simplified models
for predicting divertor parameters [16]. The loss factors are
defined as the ratio of the target to upstream values of the total
pressure (for 1 − fmom), and the product of major radius and
parallel heat flux density (for 1 − fcool). Here the upstream
profiles are taken from the poloidal index of the X-point,
which is approximately the poloidal position of the peak par-
allel heat flux density. Figure 11 shows the outer divertor
values in the third and fourth flux tubes from the separatrix,
corresponding to flux tubes where the peak divertor fluxes
typically occur (3–5 cm from the separatrix along the outer
divertor). It is found that the factors continue to be rela-
tively tight functions of the target electron temperature, even
under the high impurity concentration and divertor pressure
conditions.

This simple relationship has the same caveat as noted in
reference [16], that the range of input parameters such as
input power and radial transport coefficients is very limited
for the ITER database used here. The new cases extend the
trends to the lowest Te values and strongest dissipation values
in this dataset for flux tubes 3 and 4. The radial profiles of
the loss factors are shown in figure 12 for each flux tube in
the SOL. As the Ne puff increases, the radial extent of the
detachment region increases, with significant momentum and
power loss. Note that the pressure drop persists despite the
reduction in the upstream total pressure. At the highest Ne puff
level, strong detachment is observed across the entire divertor
target.

4. Conclusions

The two new series of SOLPS-ITER simulations, obtained by
increasing the D2 and Ne puff at a fixed ratio (approximately
constant 〈cNe〉) and only increasing the Ne puff (approximately
constant 〈pdiv〉) have extended the existing database of SOLPS
simulations of ITER. The high 〈pdiv〉 cases approximately
continue previously observed trends in reducing the peak
divertor flux, accounting for difference in the input file setup
and models between the code versions. Along this series of
runs, the effect on the divertor parameters is relatively mod-
est and localized near the separatrix, and strong detachment
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is not observed. Although the subdivertor neutral pressure
continues to increase strongly with increasing D2 puff, the
upstream ne increases at a slower rate. The injected D2 has
the primary effect of increasing the divertor recycling ion
source through the global particle balance, with no bifurca-
tion in the recombination source or neutral pathways through
increased ionization mean free path observed over the range
scanned.

The high 〈cNe〉 cases show a path to strong detach-
ment, albeit at significantly increased Ne puff levels, reduced
upstream electron density, and increased upstream Zeff .
Despite the strong detachment, and the movement of the
peak radiated power up the separatrix legs towards the
X-point, no significant radiated power is observed in the core.
A 20× increase in the Ne puff results in the core radia-
tion increasing from 4 MW to 8 MW. The movement of
the simulated radiation front is expected to be observable by
the ITER bolometry system [27, 28], and the reduction in
the divertor flux and Te is inversely proportional to the Ne
puff level without discontinuous behavior that is sometimes
observed in experiment and simulation, e.g., the ‘Te cliff’
seen in DIII-D [24, 29]. These observations are promising
for potential control of the detachment level by gas input.
However it must be noted that the plasma response times (from
dynamic simulations), actuator and diagnostic latency, and
inclusion of effects such as cross-field drifts, that may impact
the trends must be addressed in evaluating control of these
scenarios.

An additional simulation with the Ne puff level doubled
again failed to converge, with the divertor temperature drop-
ping and the radiated power increasing until the equation
residuals reached a level where the run was halted. Future
simulations can attempt to characterize the stability boundary,
which may be very sharp due to the strong nonlinearities in
rate coefficients that occur at low electron temperature.

The SOLPS-ITER simulations presented are an attempt
to extend the ITER database, and only model the boundary
plasma without consideration for other aspects of ITER oper-
ation. The strongly detached solutions may not be accessible
for a variety of reasons. The ITER pumping system can handle
200 Pa m3 s−1 in steady-state, although this may be exceeded
for a short duration. The gas system is expected to be able
to handle the D2 and Ne puff rates scanned, however it has
been observed in current devices that the absolute values of
experimental gas puff levels do not necessarily correspond
to the observed plasma solution or neutral pressure values
measured at gauges [6–8]. Accounting for this discrepancy
is part of a broader effort to validate SOLPS-ITER solutions,
constrain ad-hoc inputs such as the cross-field transport coeffi-
cients (including those for impurity ions which will affect the
concentration), and improve the physics model in the code.
At the same time, qualitative trends are often in agreement
with experimental observations, and finding boundary solu-
tions that have acceptable, stable, conditions is useful for
mapping out future operational regimes. Coupled core-
pedestal-boundary simulations are absolutely required to find
integrated solutions. The ad-hoc inclusion of a ‘pedestal’ trans-
port barrier in the simulations presented here is a step in this

direction, however the impact on the core impurity concen-
tration (and effects such as temperature gradient force on the
impurities) remains to be assessed.
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